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Abstract The energy cycle characterizes basic aspects of

the physical behaviour of the climate system. Terms in the

energy cycle involve first and second order climate statistics

(means, variances, covariances) and the intercomparison of

energetic quantities offers physically motivated ‘‘second

order’’ insight into model and system behaviour. The energy

cycle components of 12 models participating in AMIP2 are

calculated, intercompared and assessed against results based

on NCEP and ERA reanalyses. In general, models simulate a

modestly too vigorous energy cycle and the contributions to

and reasons for this are investigated. The results suggest that

excessive generation of zonal available potential energy is

an important driver of the overactive energy cycle through

‘‘generation push’’ while excessive dissipation of eddy

kinetic energy in models is implicated through ‘‘dissipation

pull‘’. The study shows that ‘‘ensemble model’’ results are

best or among the best in the comparison of energy cycle

quantities with reanalysis-based values. Thus ensemble

approaches are apparently ‘‘best’’ not only for the simulation

of 1st order climate statistics as in Lambert and Boer (Clim

Dyn 17:83–106, 2001) but also for the higher order climate

quantities entering the energy cycle.

1 Introduction

Energetic quantities represent essential aspects of the

behaviour of the atmosphere. Long-term climatological

values characterize basic balances and budgets of the cli-

mate system while the variations in these quantities give

information on the natural variability of energetic quanti-

ties. Since the terms in the energy cycle involve the first

and second order climate statistics (means, variances and

covariances) of the basic prognostic variables they are also

basic in this sense. The physically motivated intercom-

parison of these quantities offers a ‘‘second order’’ avenue

of insight into model behaviour. Data from 12 AGCMs

participating in AMIP2 are analyzed and intercompared in

terms of energy cycle quantities and results are compared

with estimates based on NCEP and ERA reanalysis prod-

ucts. The ability of the models and of the ‘‘ensemble

model’’ to reproduce the energy cycle and its variations is

analyzed and processes which are associated with distor-

tions in the energy cycles of models are tentatively

identified.

1.1 AMIP

The first Atmospheric Model Intercomparison Project

(AMIP1) was initiated in 1990 with the endorsement of the

Working Group on Numerical Experimentation (WGNE) of

the World Climate Research Programme and under the

guidance of the WGNE AMIP1 Panel (L. Gates, G. J. Boer

and L. Bengtsson). The Program for Climate Model Diag-

nostics and Intercomparison (PCMDI) located at the

Lawrence Livermore National Laboratory (LLNL) col-

lected, stored and distributed the AMIP1 data to participants

in diagnostic subprojects.

The intent of AMIP1, as listed on the PCMDI website

(http://www-pcmdi.llnl.gov/projects/amip/NEWS/overview.

php) was to devise a standard experimental protocol for

global atmospheric general circulation models (AGCMs) to
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encourage diagnosis, evaluation, intercomparison, docu-

mentation and data access. Virtually the entire international

climate modelling community has participated in this pro-

ject since its inception in 1990. A summary of AMIP1

results can be found in Gates et al. (1992, 1999) and on the

PCMDI website. AMIP2 is a second phase of AMIP with an

expanded set of data and with newer versions of AGCMs.

The AMIP experiments are straightforward. AGCMs are

integrated for the period from 1979 to 1995 with obser-

vationally based sea surface temperature and sea-ice

distributions supplied as boundary conditions. An exten-

sive suite of data is saved for diagnostic research. The

website http://www-pcmdi.llnl.gov/projects/amip/index.

php describes the current state of AMIP2 and its data and

analysis protocols as well as listing some of the reports and

papers that have resulted.

1.2 Model intercomparison

In a general context, model intercomparison attempts to

answer a range of questions including how well models can

reproduce current climate, if models correctly incorporate

known ‘‘climate mechanisms’’, how well models are able

to reproduce perturbed climates and, the original impetus

for intercomparison, how models may be improved.

Several categories of model intercomparison may be

recognized (Boer 2000a). They include intercomparisons

which concentrate on the morphology of the simulated

climate and resemblances to or differences from that

observed, intercomparison of climate budgets, balances

and cycles, and intercomparison of specific processes such

as, for instance, the Madden–Julien oscillations simulated

in the models. The morphology of climate includes the

spatial distribution and structure of means, variances, and

covariances (and possibly other statistics) of basic climate

parameters. Some of the earliest intercomparisons consi-

dered only zonally averaged values of mean sea level

pressure and precipitation (Gates 1987). These were fol-

lowed by intercomparisons which added a number of basic

zonally averaged cross-sections such as those of tempera-

ture and wind (e.g. Boer et al. 1992). With the advent of

AMIP, the number of variables collected, analyzed, and

intercompared made a quantum jump and all types of

intercomparison studies were undertaken facilitated by the

larger data set retained for AMIP2.

The study and intercomparison of budgets, balances, and

cycles in the real system and in climate models deals with

the source, transport, transformation, and sinks of quanti-

ties in the atmosphere. These include budgets of the water

substance (the hydrological cycle), angular momentum

and, in particular as investigated here, of energy in various

forms. Because the governing equations are quadratically

non-linear, the climatological budget equations necessarily

involve second order statistics of the prognostic variables.

Thus, to study these budgets, climatological data beyond

basic means are required and, at least partially for this

reason, budgets studies of these kinds have not been

prominent in model intercomparisons. AMIP2 with its

more comprehensive data set includes many (but not all) of

the second order statistics that arise in the budget equations

and so facilitates the kind of analysis and intercomparison

we undertake here.

The nature of our analysis is motivated by a number of

general principles which posit that analysis/intercompari-

son should proceed by reducing the dimensionality of the

data by averaging/integrating the data in a progressive way

(time, zonal, vertical, global), by treating dominant quan-

tities and budget equations (amounts, fluxes/transports,

source/sinks) using a hierarchy of statistics (means, vari-

ances, covariances, higher order statistics) and by avoiding

excessively local measures (i.e. regions of strong gradients,

particular levels, points, small regions or short time inter-

vals). The number of quantities should be kept manageable,

the diagnostics should be robust in the sense that they are

not strongly dependent on small changes or differences and

diagnostic quantities should be known from observations

and/or conservation principles.

The energy cycle involves basic physical processes in

the atmosphere as characterized by the amounts and dis-

tributions of available potential and kinetic energies

together with the generation of, conversions between, and

sinks thereof. The overall strength of the energy cycle

gives the ‘‘rate of working’’ of the climate system as

thermodynamic energy is converted into kinentic energy

which is ultimately dissipated into heat. Basic first and

second order climate statistics arise naturally when aver-

aging the governing equations and have physical meanings.

Several levels of comparison are possible under different

levels of averaging and integration.

2 Climate statistics

The first and second order climate statistics that arise

under time and zonal averaging and the notation used are

shown in the first three rows of Table 1. The raw data

which are used to calculate these statistics are 6 or 12

hourly model and reanalysis values. Mean and transient

statistics are calculated on a monthly average basis from

these data. Energy budget quantities are subsequently

calculated from these monthly statistics and there are

17 years of monthly values of each term for each model.

The notation used for area averaging as well as for

ensemble averaging across the collection of models is also

given in Table 1.
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Terms involving deviations from time averages are

termed ‘‘transient eddy’’ components and those involving

deviations from zonal and time averages are termed

‘‘standing eddy’’ components. For many purposes the

standing and transient eddy components are combined

½Xm� ¼ ½X�½m� þ ½X�m�� þ ½X0m0� ¼ ½X�½m� þ ½XEmE� into a

single eddy component. These first and second order sta-

tistics are intimately connected with the form of the

atmospheric equations and arise upon averaging as indi-

cated by averaging the prototype atmospheric equation

oX

ot
þ V � rX þ x

oX

op
¼ oX

ot
þr � XV þ o

op
Xx ¼ S ð1Þ

which adopts its simplest lowest order form when pressure

is used as the vertical coordinate. Under time averaging (1)

becomes

o

ot
X þ V � rX þ x

o

op
X ¼ S� r � X0V0 þ o

op
X0x0

� �

ð2Þ

where covariances arise as well as means and have the

physical meaning of eddy fluxes. Similarly, under time and

zonal averaging (1) becomes

o

ot
½X� þ ½m�

acos u
o

ou
½X� þ ½x� o

op
½X� ¼ ½S�

� 1

acos u
o

ou
½XEmE�cos uþ o

op
½XExE�

� �
ð3Þ

Energy budget equations are essentially equations for

variances and are obtained by manipulating equations of

this kind. For instance, the equation for X
2

is obtained by

multiplying (2) by X; time averaging, and rearranging

terms while the equation for X02; is obtained by multiplying

(1) by X0 and averaging and rearranging terms. The equa-

tion for the transient plus standing eddy variance X2
E is

likewise obtained under zonal and time averaging.

2.1 Energy cycle equations

The energy cycle equations (Lorenz 1955, see also Peixoto

and Oort, 1992 for example) give the relationships between

different forms of available and potential energy and are

listed in the Appendix. The simplest representation is the

‘‘2-component’’ energy cycle

oA

ot
¼ �CðA;KÞ þ G

oK

ot
¼ CðA;KÞ � D

ð4Þ

where A is the amount of available potential energy, G its

generation rate and C its conversion rate to kinetic energy

K which is dissipated at a rate D. We consider also the

‘‘4-component’’ energy cycle

oAZ

ot
¼ �CðAZ ;KZÞ � CðAZ ;AEÞ þ GZ

oAE

ot
¼ �CðAE;KEÞ þ CðAZ ;AEÞ þ GE

oKZ

ot
¼ CðAZ ;KZÞ � CðKZ ;KEÞ � DZ

oKE

ot
¼ CðAE;KEÞ � CðKZ ;KEÞ � DE

ð5Þ

where AZ, AE and KZ, KE are the amounts of zonal and eddy

available potential and kinetic energy. The conversion rates

between the various forms of energy are indicated by the C

terms while GZ, GE and DZ, DE represent generation of

zonal and eddy forms of A and dissipation of K. The

expression of each of the terms in (4, 5) in terms of the

mean, variance and covariance statistics in Table 1 is given

in the Appendix. The terms in (4, 5) are in the form of

integrals over the mass of the atmosphere and we consider

also the distribution of their integrands in what follows.

The 2-component and 4-component versions of the

energy cycle are diagrammed in Fig. 1. The terms in the

boxes give the amount of available potential and kinetic

energy in the atmosphere while the arrows indicate the

generation, conversion and dissipation of various energy

components. A 6-component version of the energy cycle,

which treats stationary and transient eddy components

separately, is not considered here because certain statistics

are unavailable.

The AMIP2 data set is not complete in the covariance

terms that arise in the energy cycle equations and terms

involving the transient transport components x0V0; and u0T 0

are missing as are most of the components for the genera-

tion G and dissipation D terms. These latter terms are

Table 1 Notation and statistics under averaging

Averaging Mean Components Cross-products

Time X X ¼ X þ X0 XV ¼ XV þ X0V 0

Zonal [X] X = [X] + X* [Xm] = [X][m] + [X*m*]

Time,zonal ½X� X ¼ ½X� þ X
� þ X0 ¼ ½X� þ XE ½Xm� ¼ ½X�½m� þ ½X�m�� þ ½X0m0� ¼ ½X�½m� þ ½XEmE�

Global/area hXi X ¼ hXi þ Xþ hXVi ¼ hXihVi þ hXþVþi
Ensemble {X} X = {X} + X# {X V} {X}{V} {X# V#}
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obtained here as residuals assuming the budget is in near

balance. The missing terms involving x are small so

omitting them is relatively unimportant in the overall bud-

get. However, the lack of the zonal transport of heat by the

transient eddies, means that the conversion term C(AS,AT)

between stationary and transient available potential energy

is not available for use in a 6-component energy cycle

diagram. Combining the standing and transient eddy com-

ponents into an overall ‘‘eddy’’ component results in a

4-component budget and combining the zonal and eddy

components results in the 2- component energy budget.

Heuristically in the 4-component diagram, AZ and AE are

generated by ‘‘heating where it is warm and cooling where

it is cold’’. That is by generating meridional temperature

gradients in the north-south in the case of GZ. Baroclinic

processes associated with down-gradient heat transport act

to weaken these temperature gradients and convert AZ to AE

which is, in turn, converted to KE as ‘‘warm air rises and

cool air sinks’’. Barotropic processes convert KE into KZ

and both components suffer loses via dissipation. The

overall working of the atmosphere as a heat engine is

measured by the A to K conversion rate.

2.2 Integrals and integrands

The energy cycle components in (4) are in the form of

integrals over the mass of the atmosphere. Monthly values

of A and K and their zonal and eddy components, generation

and dissipation rates G, D and the conversions C are all

calculated and retained. As well as values for each model,

two multi-model representations of the budgets are cal-

culated. The ‘‘ensemble model’’ energetic quantities,

labelled MBUD in the diagrams are simple ensemble

averages of energy budget terms such as {AZ} and so on. A

second multi-model version is labelled MMOD and is

obtained by first averaging the mean fields and the transient

statistics before calculating energy budget quantities. The

Appendix describes the differences in these terms in more

detail. The MBUD ‘‘ensemble model’’ approach is

straightforward and is preferred.

These two ways of calculating multi-model statistics are

the same when only mean fields are considered and Lam-

bert and Boer (2001) show that the ensemble average

model is generally the ‘‘best’’ model in terms of the spatial

distributions of climatological mean quantities, at least

when goodness is measured by the usual second order

measures (mean square difference, correlation, ratio of

variances). We are interested if this holds true also for the

higher order terms arising in the energy cycle.

As well as considering the mass-integrated energy

budget quantities we also consider and intercompare the

structures of their integrands. Thus for kinetic energy,

K ¼ KZ þ KE ¼
Z

kZðu; pÞdmþ
Z

kEðu; pÞdm ð6Þ

where the integrands kZ and kE are functions of latitude and

pressure.

3 Data

The AMIP2 period is from 1979 to 1995. The quantities

considered are the first and second order atmospheric sta-

tistics entering into the integrands of the components of A

and K and for the conversions C between them. These

include monthly means and standing and transient eddy

covariances of the basic prognostic variables for the

atmosphere for each month of the 17 years of AMIP2. The

NCEP/NCAR reanalysis (Kalney et al. 1996) and the

ERA40 reanalysis (Uppala et al. 2005) provide observa-

tion-based estimates which are compared with the results

from the 12 atmospheric models listed in Table 2 and with

the ‘‘ensemble mean model’’. Most comparisons are with

NCEP reanalysis results which have been available for

some time in contrast to the more recent ERA reanalysis.

There are modest differences in the energetic budget from

C(Az,Kz)

C(Az,Ae)

C(Ae,Ke)

C(Ke,Kz)

4-Component  Energy Diagram

KzAz

Ae Ke

Gz

Ge

Dz

De

C(A,K)

2-Component  Energy Diagram

KAG D

Fig. 1 Representations of the energy cycle. The upper panel
indicates the basic climatological ‘‘2-component’’ energy cycle in

which available potential energy (A) is generated (G), converted (C)

to kinetic energy (K) and subsequently dissipated (D). Here G = C =

D is the ‘‘rate of working’’ of the atmosphere as it converts

thermodynamic energy into kinetic energy which is subsequently

dissipated. The lower panel indicates the further decomposition of the

energy terms into mean zonal and eddy components
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the two analyses and some indication of this is also given in

what follows. Although the models vary in their native

resolution, data are analyzed on a common 128 · 64

gaussian grid and on 17 pressure levels in the vertical. Data

difficulties prevent the inclusion of results from several

modelling centres.

4 Results

A bewildering array of statistics are possible for the many

terms in the energy budget, including their seasonal and

temporal variation and the spatial distribution of their

integrands. We confine ourselves to a modest set of sta-

tistics beginning with those most heavily averaged and

integrated in space and time and expanding from there.

4.1 Statistics of the energy budget terms

The analysis is in terms of the 17 year sequence of monthly

values of the integrands and integrals of the energy budget

quantities A, K, G, D, C and their components. The further

decomposition

X ¼
Z

xðu;p; tÞdm¼ XmþXaþXd ¼
Z
ðxm þ xaþ xdÞdm

ð7Þ

is into, respectively, the climatological mean Xm (the

17 year annual average) of the monthly values, the cli-

matological annual cycle (CAC) Xa, and Xd the deviations

from the CAC.

The climatological mean Xm and annual cycle Xa of an

energy budget term are considered to be forced

deterministic quantities which should agree, to good

approximation, with the reanalysis-based quantities. The

variability term Xd will contain a component forced by the

imposed SST boundary conditions, which should be com-

mon to the model simulations, but will also include

internally generated natural variability which is not

expected to agree among the model simulations.

4.2 Climatological mean values

We deal here with the climatological mean quantities in

(7). The observation-based energy budget quantity Xm is

compared to the individual model values Ym and to multi-

model means. The model values can be further decom-

posed into ensemble means and the deviations therefrom as

Ym = {Ym} + Ym
# whence

P2 ¼ fðYm � fYmgÞ2g ¼ fY#2
m g

is the ensemble variance. The intermodel correlation

between different energetic quantities is defined as

RYZ ¼ fY#
m Z#

m g=
P

Y

P
Z :

Figure 2 shows the available potential energy A, kinetic

energy K and the conversion between them C for the

17 year average climatological 2-component energy dia-

gram. Values from the reanalyses, from the AMIP2 data for

each of the models, and for the multi-model quantities are

given. In equilibrium, G = C = D, that is, the rate of

generation of available potential energy is equal to the rate

of conversion from available potential to kinetic which is,

in turn, equal to the rate of dissipation of kinetic energy.

The middle panel in the figure gives the basic ‘‘rate of

working’’ of the atmosphere. Most models, including the

multi-model cases, exhibit a basic ‘‘rate of working’’ which

is higher than the than the estimate calculated from the

NCEP reanalysis. The estimate from the ERA reanalysis is

Table 2 Model and reanalysis

data; gg and ll indicate gaussian

and lat/long grid, respectively

Model/analysis identifier Organization Native resolution

CCCma (Canada) Canadian Centre for Climate Modelling and Analysis 94 · 48 gg

CNRM (France) Centre National de Recherches Meteorologiques 128 · 64 gg

DNM (Russia) Department of Numerical Mathematics 72 · 45 ll

ECMWF (Europe) European Centre for Medium Range Forecasts 180 · 91 ll

GLA (USA) Goddard Laboratory for Atmospheres 72 · 46 ll

JMA (Japan) Japan Meteorological Agency 192 · 96 gg

MGO (Russia) Main Geophysical Observatory 96 · 48 gg

MRI (Japan) Meteorological Research Institute 128 · 64 gg

NCAR (USA) National Center for Atmospheric Research 128 · 64 gg

PNNL (USA) Pacific Northwest National Laboratory 128 · 64 gg

UGAMP (UK) UK Universities’ Global Atmospheric

Modelling Programme

96 · 73 ll

UKMO (UK) Hadley Centre 96 · 73 ll

OBS NCEP/NCAR reanalysis 143 · 73 ll

ERA reanalysis 143 · 73 ll
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larger than that from the NCEP reanalysis although most

model values are on the high side of this estimate as well

Similarly, the amount of available potential energy A is

generally larger than the estimates from the reanalyses. By

contrast, the modelled kinetic energy K, while also tending

to be larger than the reanalyses values, nevertheless dis-

plays a number of models with lower values. It is clear by

inspection that the dissipation rate is not proportional to the

total amount of kinetic energy in the models since high

(low) values of K in the lower panel are not obviously

associated with high (low) values of D. Overall, the energy

cycle of most models is somewhat too vigorous. Models

generate too much A, convert it to K and dissipate it at too

rapid a rate. Which processes in the models might be

responsible for this aspect of their behaviour is of consid-

erable interest.

Table 3 gives some statistics for the collection of

models including the ensemble mean denoted as {Y} and

the ensemble standard deviation
P

Y. The coefficient of

variation (cofv)
P

Y/{Y} relates the scatter across the

models to the magnitude of the ensemble mean. In general,

if the cofv is small the variation of the quantity in question

is correspondingly unimportant compared to its mean

value. If the cofv is large, on the other hand, either the

variability is important compared to the mean or the mean

itself is small. In particular from Table 3 and Fig. 2 for the

very basic climatological 2-component energy cycle, we

see that the models tend to have too strong an energy cycle

where A, K and G = C = D are larger than the average of

the two observation-based values by 13, 3 and 17%,

respectively.

The idea of calculating inter-model correlations in

Table 3 is to see if there is any consistency in the differ-

ences among models that might cast light on the

mechanisms involved. The table shows that differences in

G = C = D from model to model are associated with the

corresponding differences of A with a correlation coeffi-

cient of 0.68. This suggests that the models’ generally too

strong generation G results in too strong values of A which

in turn is associated with strong values of conversion C to

kinetic energy. However, the variations from model to

model of K don’t correlate particularly well with C or

equivalently with the dissipation D since the correlation

coefficient is only 0.17.

Figure 3 further decomposes the energy cycle into its

zonal and eddy components. The results are arranged as in
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Fig. 2 Terms in the climatological annual mean 2-component energy

cycle from NCEP and ERA reanalysis data, for each of the AMIP2

models, and for the multi-model measures. The conversion rate C is

calculated from the data and, in equilibrium, G = D = C. Standard

units for energy amounts (A, K) are 105 Jm–2 and for generation/

conversion/dissipation terms are Wm–2

Table 3 Statistics for climatological mean energy cycle terms

X {Y}
P

y

P
y/{Y} RAY RKY

A (105 Jm–2) 43.0, 45.3 50.0 3.67 0.07 –

K (105 Jm–2) 15.2, 15.8 15.9 1.26 0.08 0.34 –

G = C = D (Wm–2) 2.1, 2.5 2.7 0.41 0.15 0.68 0.17

X indicates the observation-based estimates (NCEP, ERA) and {Y} is

the model ensemble mean.
P

y the intermodel ensemble standard

deviation,
P

y/{Y} the coefficient of variation and R the intermodel

correlation
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the 4-component energy diagram of Fig. 1. The generation

and dissipation terms are obtained as residuals. This

decomposition separates out the energetic quantities asso-

ciated with zonally and time averaged structures and the

deviations from the time and zonal mean state termed the

eddies. Table 4 gives the same statistics as Table 3 but

now for the 12 terms in the 4-component energy diagram.

Figure 4 (upper panel) compares the multi-model average

Fig. 3 Terms in the annual average climatological 4-component

energy cycle from NCEP and ERA reanalysis data, for each of the

AMIP2 models, and for the multi-model measures. The results are

arranged as in the lower panel of Fig. 1. The generation (G) and

dissipation (D) terms are obtained as residuals. Standard units of

105 Jm–2 and Wm–2
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of the budget terms with the values from the NCEP and

ERA reanalyses and also gives the percentage difference

from the average of the observationally based values (i.e.

from the reanalysis ensemble mean, albeit an average over

only two values). As noted previously, the modelled energy

cycle is too strong on average in the models. Terms range

from about 2 to 22 percent larger than the observation-

based average with the exception of KE and DZ which are 9

and 8% smaller, respectively. The cofv of the C(AZ,KZ)

term is very large (i.e. the term itself is small and variable

from model to model) so is generally not part of these

considerations.

The correlation diagram in Fig. 4 (lower panel) is an

attempt to indicate how the different terms in the energy

cycle vary among models. If models with high values of GZ

also have high values of AZ then the GZ, AZ correlation will

be high and this kind of relationship can potentially give

some information as to which processes in the models

control the strength of the energy cycle. In the lower panel

of Fig. 4, the intermodel correlations are given for all

‘‘adjacent’’ terms in the energy budget connected by

straight arrows and, in addition, correlations of greater than

0.70 (accounting for at least 50% of the intermodel varia-

tion) between non-adjacent terms are shown by curved

arrows.

The eye is immediately drawn to the strong correlative

connection between DE, the dissipation of eddy kinetic

energy, and terms involving the eddy available potential

energy AE in models. Thus when DE is larger or smaller, all

the energy budget terms involving AE tend to be larger or

smaller also. Although AE and KE are connected in a like

manner, the connection of other terms with KE is not as

robust. DE is too large by about 22% compared to the

average of the observation-based values, KE is too small by

9% and the conversion C(AE,KE) is too large by about 20%.

The suspicion is that excessive eddy dissipation in

models may be implicated in the too weak KE and poten-

tially in the too strong energy cycle. This might be termed

the ‘‘eddy dissipation pull’’ hypothesis in that excessive

eddy dissipation weakens KE which ‘‘pulls’’ more energy

from AE while AE is maintained against this pull by

excessive eddy generation GE as well as excessive con-

version from AZ and excessive GZ. This reasoning suggests

that decreasing DE in models would result in a weakening

of the energy cycle and suggests that more attention be

given to those physical processes that control DE in

models.

Negative correlations are few in the lower panel of

Fig. 4 and those that appear involve the connection

between DZ and both KE and KZ. Models with higher values

of DZ have lower values of KZ and KE and vice versa. It is

certainly plausible that more dissipation means less kinetic

energy (negative correlation) just as more generation cor-

relates with greater available potential energy (positive

Table 4 Observation-based and ensemble averaged climatological mean energy terms. Xm indicates the observation-based estimates, {Ym} the

model ensemble mean,
P

y the intermodel ensemble standard deviation,
P

y/{Ym} the coefficient of variation and R the intermodel correlation.

AZ AE KZ KE C(AZ, KZ) C(AE, KE) C(AZ, AE) C(KE, KZ) GZ GE DZ DE

XmNCEP 38.2 4.79 8.05 7.14 0.12 1.97 1.86 0.48 1.98 0.11 0.60 1.49

ERA 39.9 5.38 8.09 7.71 –0.03 2.56 2.12 0.55 2.09 0.44 0.53 2.00

{Ym} 44.8 5.18 9.16 6.75 –0.05 2.71 2.39 0.57 2.34 0.32 0.52 2.14P
y 3.21 0.92 0.89 1.29 0.19 0.46 0.33 0.12 0.31 0.25 0.11 0.41P
y/{Ym} 0.07 0.18 0.10 0.19 –3.59 0.17 0.14 0.21 0.13 0.79 0.22 0.19

Intermodel correlation R among terms

AZ AE KZ KE C(AZ, KZ) C(AE, KE) C(AZ, AE) C(KE, KZ) GZ GE DZ DE

AZ 0.39 0.11 0.11 –0.31 0.55 0.81 0.45 0.68 0.11 –0.05 0.58

AE –0.30 0.88 –0.42 0.78 0.72 –0.20 0.52 0.47 –0.11 0.71

KZ –0.38 –0.55 –0.20 –0.12 0.53 –0.47 –0.21 –0.35 –0.38

KE –0.34 0.58 0.55 0.46 0.39 0.34 –0.71 0.51

C(AZ, KZ) –0.46 –0.40 –0.82 0.18 –0.32 0.80 –0.28

C(AE, KE) 0.84 0.50 0.62 0.71 –0.25 0.97

C(AZ, AE) 0.60 0.83 0.22 –0.04 0.76

C(KE, KZ) 0.14 0.12 –0.31 0.26

GZ 0.05 0.45 0.65

GE –0.40 0.76

DZ –0.19
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correlation) as is seen in the diagram. For the kinetic

energy side of the diagram, an increase in DZ might be

expected to reduce KZ which would also be in the right

direction. However, larger DZ is associated with smaller KE

in current models which is in the wrong direction and

would have to be counteracted by other changes. The

‘‘dissipation pull’’ view would recommend a modest

increase in zonal dissipation DZ in models leading to

reduced KZ as well as a marked decrease in eddy dissipa-

tion DE bolstering KE and reducing the pull from the

available potential energy side of the budget.

A similar ‘‘generation push’’ argument can be made

where too large values of GZ are linked by energy flow and

by correlation with too large amounts of AZ and conversion

of AZ to AE (where it is subsequently converted to KE at too

great a rate). This suggests in turn that moderating GZ

could help reduce the excessive vigor of the modelled

energy cycle.

4.3 The variance of energetic quantities

The basic energy cycle quantities are heavily averaged by

being integrated over the mass of the atmosphere. For this

reason the temporal variations of the terms in the integrated

energy budget are comparatively small. From (7) the

temporal variance of the 17 years of monthly values of an

energetic quantity X may be expressed as

r2
X ¼ r2

Xa
þ r2

Xd
ð8Þ

The climatological annual cycle is deterministic while the

variation about the CAC is largely internally generated

non-deterministic natural variability. The observation-

based variability is represented by the standard deviations

rX, the coefficient of variation rX/Xm, and the fraction of

variance accounted for by the CAC is r2
Xa
=r2

X : The corre-

sponding ensemble mean model quantities are

r̂Y ¼
ffiffiffiffiffiffiffiffiffiffi
fr2

Yg
p

; r̂Y=fYmg; and fr2
Yd
g=fr2

Yg: The ratio of the

modelled to observed variance fr2
Yg=r2

X is plotted in

Fig. 5. Table 5 gives results for the basic quantities A,

G = C = D and K.

It is apparent from Table 5 that the temporal variability

of these quantities is small compared to the mean values as

indicated by the values of the cofv in the last two columns

which are less than 10%. Of this variability, 80–90% is

accounted for by the climatological annual cycle for A and

K and about 50% for G = C = D for the observation-based

NCEP values while for the models, the CAC accounts for

slightly less of the variance for K and somewhat more for

G = C = D. Figure 5 indicates that the temporal variance

of the models, dominated largely by the CAC, is generally

smaller than the observation-based value although a

number of models have values which are as large or larger.

The ensemble mean variability is generally more consis-

tently in agreement with the observationally based estimate

C(Az,Ae)

C(Ae,Ke)

C(Ke,Kz)

KzAz

Ae Ke
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De
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Fig. 4 The upper panel gives model ensemble mean quantities for

the climatological 4-component energy budget compared to the

values based on the NCEP and ERA reanalyses. The percentage

difference is calculated with respect to the average of the two

observational-based estimates. Standard units of 105 Jm–2 and Wm–2.

The lower panel gives inter-model correlations of the adjacent terms

in the energy cycle diagram (connected by straight arrows) as well as

correlations between non-adjacent quantities which exceed 0.70 and

hence account for at least 50% of the intermodal variance (connected

by curved arrows). The C(AZ,KZ) correlations are not shown because

of the smallness of that term
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than any particular model. This is the result, however of

rather divergent variance estimates across the models.

For completeness, Table 6 gives similar information for

the 12 quantities in the 4-component energy cycle. The

terms in Table 6 can be considered in groups of four, the

first four columns are the energy amounts, the second four

the conversion rates between them, and the last four col-

umns are the generation and dissipation rates obtained as

residuals. For the energy amounts, the average model var-

iance is greater than the observationally based NCEP value

for the zonal components and less for the eddy components.

Most of the variance is associated with the CAC and the

variability is small compared to the mean for all but KE.

For the conversions in the next four columns, the annual

cycle is not quite so dominant in the variability and the

average model variability is less than that of the observa-

tional-based values with the notable exception of the

conversion between KE and KZ which exhibits more vari-

ability and a stronger annual cycle. Finally, the generation

and dissipation terms in the last four columns are residuals

and should not be given too much credence. The model

based variability is again generally smaller with the notable

exception of GE for which the cofv is also comparatively

high.

Figure 6 plots the CACs for these quantities (which

typically dominate the temporal variance). The black line

in Fig. 6 is based on the NCEP reanalysis, the red lines are

the multi-model quantities and the remaining lines are for

the individual models. The plots give a sense of the

behaviour and scatter of these quantities. Since these are

global quantities the seasonal cycle is not as strong as it

would be if the hemispheres were considered separately.

There is general agreement among the models and the

observed annual cycle of energetic quantities (correlations

are generally high for instance) with the exception of the

model dissipation terms which tend to be out of phase with

the observationally based quantities. As in Fig. 4, the DE

term stands out.

4.4 Integrands

The energy cycle quantities treated in previous sections are

mass integrals over the atmosphere X = $ x(u, p)dm. The

integrands x(u, p) are functions of latitude and pressure

and, as shown in the Appendix, involve means, variances

and covariances among the primary variables. Energetic

quantities thus contain information on the non-linearities

that characterize the atmosphere. We are interested in the

ability of the models to reproduce these statistics and the

location and nature of the differences with their observa-

tion-based estimates.
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Fig. 5 The variability of the energy budget quantities A, G = C = D,

and K compared to the NCEP observation-based value represented by

the variance ratio rY
2/rX

2 where the numerator is the model value. The

first red bar is the observations so the value is 1 and the remaining
bars apply to the individual models and to the multi-model measure
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Tables 7 and 8 give the temporal standard deviations ~rx

of the integrand of the observation-based NCEP energy

budget quantities calculated from ~rx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR

r2
xdm

p
: The

corresponding model based values integrands y(u, p) pro-

vide the multi-model ensemble mean standard deviation

from ~ry ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR
fr2

ygdm
q

: The ratio of variances and the

fraction of the variance accounted for by the climatological

annual cycle are also given. These quantities may be

compared with the variability of the integrated quantities in

Tables 5 and 6. In both cases, the climatological annual

cycles account for a large fraction of the temporal variance

and the standard deviations are small compared to the

mean. For this reason, the main comparison is between the

climatological means of the energetic quantities.

4.4.1 Climatological means

Figure 7 displays the climatological means of the integ-

rands of the energy quantities AZ, AE, KZ and KE and Fig. 8

the integrands of the conversions C(AZ,AE), C(AE,KE),

C(KE,KZ) and C(AZ,KZ). Since generation and dissipation

are inferred as residuals they are not shown. The cross-

sections are shown in pairs. The observationally based

NCEP integrand xm(u, p) is contoured in the left panels and

the multi-model ensemble mean {ym} is contoured in the

right panel. The difference between them, d = {ym} – xm, is

indicated by shading in the left panels. The intermodel

standard deviation
P

y is indicated by shading in the right

panels.

Reanalysis and model values of the various quantities

entering the integrands are given everywhere on pressure

surfaces even when these pressure surfaces are pierced by

topography. These ‘‘underground’’ interpolated values are

provided so that the fields are simply connected and easier

to plot and view. However, these values should not enter

budget calculations and are excluded using the formalism

of Boer (1982) as indicated by the equations in the

Appendix. The values of the integrands are, therefore, zero

under Antarctica and are reduced at other latitudes where

part of the pressure surface is ‘‘underground’’. This treat-

ment of the fields near topography contributes to the

structure there and is noticeable, for instance, just above

Antarctica. Finally, in presenting these integrands it is

important to remember that terms representing transports

within the atmosphere but which integrate to zero are not

included since they do not contribute to the final integrated

values.

The integrand of AZ in the uppermost pair of panels

involves the square of the deviation of the temperature

from its meridional mean scaled by a stability parameter

(A2). It is apparent that the average model value is gen-

erally larger than the observationally based quantity with

the largest differences in the poleward upper troposphere.

This is the energetic signature of the classical (e.g. Boer

et al. 1992, 2000b, Gates 1987, 1999 etc.) systematic

Table 5 The temporal standard deviation of the observation-based

NCEP reanalysis rX and model ensemble mean r̂Y ¼
ffiffiffiffiffiffiffiffiffiffi
fr2

Yg
p

energy

budget quantities A and K (105 Jm–2) and of G = C = D (Wm–2)

together with the ratio of net model ensemble variance to the

reanalysis value fr2
Yg=r2

X and of the fraction of the variance

accounted for by the climatological annual cycle

fr2
Xa
g=r2

X ; fr2
Ya
g=frYg2: Finally, the coefficients of variation

rX=Xm; r̂Y=fYmg show that the variation of the quantities is small

compared to the mean

rX r̂Y fr2
Yg=r2

X r2
Xa
=r2

X fr2
Ya
g=fr2

Yg rX/Xm r̂Y=fYmg

A 2.99 2.85 0.91 0.88 0.86 0.07 0.06

K 0.76 0.66 0.75 0.79 0.60 0.05 0.04

G = C = D 0.18 0.13 0.49 0.48 0.66 0.09 0.05

Table 6 The temporal standard deviations of the observation-based

NCEP reanalysis rX and model ensemble mean r̂Y ¼
ffiffiffiffiffiffiffiffiffiffi
fr2

Yg
p

energy

budget quantities together with the ratio of model ensemble variance

to that observed fr2
Yg=r2

X ; the fraction of the variance accounted for

by the climatological annual cycle fr2
Xa
g=r2

X ; fr2
Ya
g=frYg2

and the

coefficients of variation rX=Xm; r̂Y=fYmg: Units for A, K are

(105 Jm–2) and for G, C, D (Wm–2)

AZ AE KZ KE C(AZ, KZ) C(AE, KE) C(AZ, AE) C(KE, KZ) GZ GE DZ DE

rX 2.49 0.65 0.57 0.62 0.18 0.21 0.20 0.11 0.19 0.09 0.13 0.16

r̂Y 2.64 0.51 0.62 0.51 0.12 0.14 0.19 0.15 0.17 0.14 0.10 0.13

fr2
Yg=r2

X 1.12 0.61 1.18 0.68 0.42 0.46 0.88 1.92 0.78 2.46 0.61 0.66

fr2
Xa
g=r2

X 0.83 0.87 0.63 0.83 0.61 0.75 0.74 0.39 0.54 0.38 0.34 0.68

fr2
Ya
g=frYg2

0.83 0.73 0.61 0.63 0.60 0.45 0.73 0.62 0.78 0.82 0.72 0.61

rX/Xm 0.07 0.14 0.07 0.86 1.53 0.11 0.11 0.23 0.10 0.81 0.22 0.10

r̂Y=fYmg 0.06 0.10 0.07 0.75 –2.19 0.05 0.08 0.26 0.07 0.45 0.20 0.06
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model error where temperatures are too cold in these

regions. This temperature error contributes to the excessive

AZ shown by the models in Figs. 3 and 4. The intermodel

standard deviation of this quantity is also comparatively

large with largest values at poleward locations generally

coincident with the largest values of the integrand.

Fig. 6 The climatological annual cycles of the terms in the 4-

component energy cycle. The black curve is the observation-based

NCEP estimate, the red curves are the multi-model measures and the

remaining curves are the values of the individual models. According

to Tables 5 and 6, the climatological annual cycle accounts for a large

percentage of the variance of the quantities but the variability is small

compared to the mean value as measured by the coefficient of

variation. Standard units of 105 Jm–2 and Wm–2
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The quantity d/
P

y is implicit in the information given in

the panels (the ratio of the shaded difference d in the left

panel to the shaded quantity
P

y in the right panel) but is

not plotted explicitly. The value of d/
P

y gives an indica-

tion of the ‘‘systematic’’ nature of the difference between

{ym} and xm in the sense that larger values imply that the

model values are, on average, systematically and statisti-

cally different from the reanalysis-based values.

The integrand of AE in the second row of panels is

determined by the spatial and temporal variance of the

temperature field (A2). There are maxima in the lower and

the upper extratropical troposphere. The values are mod-

estly larger than reanalysis-based values in much of the

troposphere as is the integrated value in Fig. 4. The

exception is in the upper troposphere/lower stratosphere

especially in the Northern Hemisphere where temperature

variability is weaker on average in models. This presumably

is a consequence of the lack of suitable sudden warmings in

some models. The intermodel standard deviation is com-

paratively large and found also in the upper troposphere in

conjunction with the large value of the integrand of AZ.

The top panel of Fig. 8 gives the integrand of the con-

version C(AZ,AE) between these two forms of available

potential energy. According to (A5) the conversion is a

consequence of the downgradient transport of heat by the

eddies expressed as a function of the covariances between

temperature and velocities and the gradient of the zonal

temperature structure. There are two maximum in this term

as well and the average model value is larger than that of

the observationally based estimate. The intermodel scatter

largely mirrors the pattern of the field itself.

The second set of panels in Fig. 8 displays the conver-

sion of AE to KE calculated in (A4) from the covariance

between eddy (pressure) vertical motion and temperature

and characterized as the rising of warm and sinking of cool

air associated with the conversion of potential plus internal

energy into the kinetic energy of the eddies. Here there is a

single maximum in the extratropical mid to upper tropo-

sphere and once again the conversion rate is too strong, on

average, in the models compared to the reanalysis value,

although the broad structure of the term is certainly

reasonable.

In brief, the available potential energy side of the energy

cycle in Figs. 4, 7 and 8 indicate that models, on average,

exhibit excessive values of AZ, AE, the conversion C(AZ,AE)

between them and the subsequent conversion C(AE,KE) to

eddy kinetic energy. The available potential energy side of

the energy cycle is too vigorous with average model values

of the quantities exceeding the observationally based

average by from 2 to 22% according to Fig. 4. Excessive

AZ is a associated with the traditional error of too cold

poleward upper tropospheric temperatures in models and

with a too large conversion rates to AE and thence to KE.

Although causation is not direct, the presumption that the

flow of energy implies also the flow of causation is bol-

stered by the intermodel correlations of the terms in the

bottom panel of Fig. 4. Thus models with large values of

AZ preferentially have large values of C(AZ,AE) with a

correlation of 0.81 and so on among other terms. One

conclusion is that correcting the excessive pole to equator

meridional temperature gradient in models should moder-

ate this too vigorous side of the energy cycle.

Despite the excessive conversion of AE to KE the KE

itself is deficient mainly in the Northern Hemisphere

extratropics according in Fig. 7 and overall in Fig. 4.

According to Fig. 4 there are two aspects of this, an

excessive rate of dissipation of KE as well too large a

conversion rate from KE to KZ. However, the barotropic

conversion C(KE,KZ), the integrand of which is shown in

the third pair of panels in Fig. 8, is, overall, only about a

fifth of the rate of the conversion of energy from AE into

KE. The observation-based and model-based patterns are

Table 7 The temporal variability rx of the integrands x(u, p) of

energy budget quantities provide the standard deviations

~rx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR

r2
xdm

p
from observation-based NCEP reanalysis

~rx ~ry f~r2
yg=r2

x fr2
xa
g=r2

x fr2
ya
g=r2

y

a 3.13 3.78 1.46 0.96 0.92

k 1.13 1.26 1.24 0.89 0.91

c = g = d 0.46 0.55 1.45 0.77 0.80

The corresponding model integrands y(u, p) provide the ensemble

mean standard deviations from ~ry ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR
fr2

ygdm
q

: The ratio of vari-

ances and the fraction of the variance accounted for by the annual

cycle are also given. Units are a(u, p) and k(u, p) (104 Jm–2) and c(u,

p) = g = d (0.1 Wm–2)

Table 8 As Table 7 but for the terms in the 4-component energy cycle

aZ aE KZ KE c(AZ, KZ) c(AE, KE) c(AZ, AE) c(KE, KZ) gZ gE dZ dE

~rx 3.01 0.28 0.94 0.31 0.41 0.16 0.21 0.11 0.47 0.15 0.41 0.20

~ry 3.65 0.30 1.07 0.31 0.49 0.19 0.25 0.13 0.56 0.17 0.49 0.23

f~r2
yg=r2

x 1.47 1.11 1.30 1.00 1.40 1.44 1.41 1.40 1.40 1.35 1.44 1.37

fr2
xa
g=r2

x 0.96 0.79 0.87 0.81 0.73 0.77 0.83 0.66 0.77 0.66 0.71 0.76

fr2
ya
g=r2

y 091 0.82 0.90 0.82 0.77 0.78 0.88 0.62 0.80 0.75 0.75 0.76
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very similar and, according to (A6) represent the eddy

transport of momentum against the gradient of zonal

angular momentum. The main reason for the deficiency in

KE is plausibly an excessive rate of its dissipation in the

models. This impression is bolstered by the correlation

results in Fig. 4 which were discussed also in Section 4.2.

Fig. 7 Integrands of the climatological mean energy quantities AZ,

AE, KZ and KE as pairs of cross-sections. The the NCEP observa-

tionally based quantity is contoured in the left panels and the

ensemble mean model quantity is contoured in the right panels. The

difference between them is shaded in the left panels and the ensemble

standard deviation among model results is shaded in the right panels.

Units are 104 JKg–1
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Here the implication is that excessive eddy dissipation

drains the away the eddy kinetic energy and, to the extent

that ‘‘dissipation pull’’ operates, serves to also drain away

AE and support the excessive flow of AZ to AE to KE.

The zonal temperature structure, via geostrophy and the

thermal wind equation, implies also that the zonal wind

structure, and thus KZ, is too strong as shown in Fig. 7. In

the Southern Hemisphere at least, the maximum of KZ is

also displaced equatorward. KZ is apparently too strong both

because of excess conversion from KE and also because of

too little dissipation (Fig. 4). The upshot is that decreased

eddy and increased zonal dissipation should help correct the

modelled kinetic energy component of the budget.

Finally, the integrand of the conversion between KZ and

AZ is plotted in the bottom most pair of panels in Fig. 8.

The pattern is one of alternating positive and negative

regions but the integrated result in Fig. 4 and Table 4 is

small and uncertain as to sign so doesn’t play an important

role in the overall energy cycle of the system.

4.4.2 BLT diagrams

Figures 7 and 8 give cross-sections of the integrands of the

main terms in the energy cycle. Despite the differences,

noted in detail in the previous section, the distribution of

the integrands of budget quantities in latitude and pressure

are reasonably similar to the observation-based distribu-

tions. This can be quantified using the so-called BLT

diagram (Boer and Lambert 2001) which is a variant of the

Taylor diagram (Taylor 2001). These diagrams compare

variances, mean square differences and correlations of the

individual model distributions of the integrands discussed

in Figs. 7 and 8.

The integrands are written as x = \ x [+ x+ where hxi
is the meridional average and is a function of pressure but

not of latitude. Because of the broad agreement of the

modelled and analysis-based integrands in Figs. 7 and 8, a

somewhat more stringent comparison is between the

deviations x+,y+ from the meridional average. The interest

is in how well the models capture the variation about the

strong vertical structure. The statistics considered are

variances, mean square differences, and correlations cal-

culated as

~r2
xþ ¼ g�1

Z
hxþ2idp; ~r2

yþ ¼ g�1

Z
hyþ2idp

d2 ¼ g�1

Z
hðyþ � xþÞ2idp

r ¼ g�1
R
hyþxþidp

~rxþ ~ryþ

ð9Þ

where the observation-based reference x is taken as the

average of the NCEP and ERA40 reanalysis values. The

BLT diagram plots d2=~r2
xþ; ~r

2
yþ=~r2

xþ and r. These statistics

are displayed in Fig. 9 for each model, for the multi-model

values (in red) and for the NCEP and ERA40 values

themselves (in purple). The generation and dissipation

terms, available only as residuals, are not considered.

Energy amounts are shown in the upper four panels and the

conversions between them in the lower four panels.

Figure 9 gives some indication of the agreement

between the reanalysis based estimates as compared to

their mean as well as the agreement of the individual and

multi-model values with this reference. Viewed in this

way, the reanalysis based distributions show some diver-

gence although typically less than any of the models.

Figure 9 indicates that the details of the spatial distribution

(in the sense of x+,y+) of the integrands of AZ, AE, KZ, KE,

which depend on variances of temperatures and velocities,

are relatively well simulated compared to the reanalysis-

based values. Correlations are typically better than 0.9 and

means square differences modest. The integrands of AZ and

KZ in models typically show more structure than in the

observation-based terms ð~r2
yþ=~r2

xþ[ 1Þ while the reverse

is true for KE. The mean model and mean budget values are

consistently the best or among the best in these compari-

sons supporting the ‘‘ensemble model’’ argument discussed

further below.

The integrands of the main conversions C(AZ,AE),

C(AE,KE), C(KE,KZ) depend on the covariances between

temperatures and velocities and on the gradients of the

zonal mean structures. They are less well simulated than

the variance based energy amounts. Here the ensemble

mean model and budget versions are typically best in the

comparisons. These results indicate that second order

covariance terms are less well simulated in models than are

means and variances and that their distribution deserves

additional attention.

5 The ‘‘ensemble mean’’ model

The results of this study provide additional evidence that

the ‘‘ensemble mean’’ model is the ‘‘best’’ model when

compared to observation-based quantities. Based on the

results of an intercomparison of the mean fields simulated

in the CMIP project, Boer and Lambert (2001) showed that

basic observation-based climatological mean quantities

(such as temperature, precipitation, mean sea level pressure

etc.) were in better accord with the ensemble mean model

values than were those of any individual model. This

agreement was measured by several second order statistics

and not only by mean square error which might benefit

from the smoothing implied by ensemble averaging.

The virtue of the ensemble mean model for the simu-

lation of higher order climatological statistics and derived

G.J. Boer, S. Lambert: The energy cycle in atmospheric models 385

123



Fig. 8 As for Fig. 7 but for the integrands of the conversions C(AZ,AE), C(AE,KE), C(KE,KZ) and C(AZ,KZ) between the energetic quantities.

Units are 0.1 Wkg–1
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quantities is also apparent in the results obtained here. The

integrands of energetic terms depend on second order

variances and covariances for which the virtues of

ensemble averaging might not be obvious. However, the

approach where the budget quantities themselves are

ensemble averaged (MBUD in the diagrams) has a clear

advantage in Fig. 9 and in other results. The closely

aligned approach, where the statistics themselves are

ensemble averaged before the energetic quantities are

calculated (MMOD in the diagrams) is also better than

most individual models but generally not quite as good as

the ensemble mean result.

Both the current and previous results lend support to the

‘‘mean’’ model or, perhaps better, the ‘‘ensemble’’ model

Az Kz

Ae Ke

C(Az,Ae) C(Az,Kz)

C(Ae,Ke) C(Ke,Kz)

Mean square difference d2/ σref (percent)2 Mean square difference d2/ σref (percent)2

Mean square difference d2/ σref (percent)2 Mean square difference d2/ σref (percent)2

Mean square difference d2/ σref (percent)2 Mean square difference d2/ σref (percent)2

Mean square difference d2/ σref (percent)2 Mean square difference d2/ σref (percent)2

Fig. 9 BLT diagrams

comparing the spatial

distributions of the average of

the NCEP and ERA

observation-based integrands of

the energetic quantities with

individual model results in

terms of mean square

differences, correlation, and the

ratio of variances as discussed

in the text. Multi-model results

are labelled in red and the

NCEP and ERA values, as

compared to their average, in

purple
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approach. An analogy is made (e.g. Boer 2003) between

the ‘‘sensitivity to initial conditions’’ that limits the skill of

deterministic forecasts and the ‘‘sensitivity to numerics and

parameterizations’’ in climate models which limits the skill

of climate simulations. Ensemble methods can help over-

come the barrier that such a sensitivity implies as indicated

by the results obtained here and elsewhere.

The basis of the ensemble approach for climate con-

siders AMIP, CMIP or other collection of model results as

a sample from the population of models ‘‘produced with

current knowledge’’, that is, by reasonable researchers

using reasonable approaches and embodying the current

levels of resolution, numerics and physical parameteriza-

tion. The ensemble, therefore, is expected to provide a

better estimation of the ‘‘population’’ parameters (i.e. of the

parameters of the real climate system) than is a single

sample (model). Population estimates are obtained by

pooling the climate statistics from individual models.

In its extreme expression the ‘‘ensemble model’’

approach abandons the idea of a ‘‘best’’ or ‘‘perfect’’ cli-

mate model arguing that the sensitive dependence on

numerics and parameterizations results in a sort of climate

model chaos and a ‘‘simulation barrier’’ analogous to the

‘‘predictability barrier’’ of weather forecasting. One

therefore deals with the collection of climate model results

in a probabilistic framework using ensemble approaches to

average out noise and error to improve simulations for

means and also, as here, for higher moments and other

statistics, replacing the deterministic with a probabilistic

view of climate modelling.

6 Summary

The energy cycle characterizes basic aspects of the physi-

cal behaviour of the climate system. Terms in the energy

cycle involve first and second order climate statistics

(means, variances and covariances) and the intercompari-

son of energetic quantities offers physically motivated

‘‘second order’’ insight into model and system behaviour.

The components of the energy cycle from 12 atmospheric

climate models participating in the AMIP2 intercompa-

rison project are calculated and intercompared. In addition

to individual model energetic terms, multi-model

‘‘ensemble average’’ energetic terms are calculated and

intercompared. The modelled energetic quantities are

compared with those calculated from NCEP and ERA40

reanalyses for the same period.

The basic 4-component energy cycle is evaluated

involving the generation (GZ,GE) of zonal and eddy forms

of available potential energy (AZ,AE) and their conversion

to kinetic energy (KZ,KE) and subsequent dissipation

(DZ,DE). This flow of energy gives the basic ‘‘rate of

working’’ of the atmospheric climate system operating as a

heat engine. Amounts and distributions of zonal and eddy

available potential and kinetic energies depend on the

variance in space and time of the temperature and velocity

fields. Conversions between the various forms of energy

depend on eddy covariances between velocities and tem-

peratures and on the zonal structures of temperature and

velocities in the atmosphere. Since generation and dissi-

pation terms are not directly available from AMIP data,

their values are inferred as budget residuals.

In general, the models simulate a somewhat too vigorous

energy cycle with too strong generation and excessive

amounts of zonal available potential energy which is seen in

the common and systematic model error of too cold upper

tropospheric temperatures at high latitudes. The conversion

of AZ to AE and its generation GE are both generally too

strong and the amount of AE is too large compared to

reanalysis-based estimates. The conversion from AE to KE is

also too strong but simulated KE, by contrast, tends to be too

weak in the face of somewhat too strong conversion to KZ

and rather too large dissipation DE. Finally, KZ is also too

large. The overall rate of working of the model atmospheres

is, on average, about 17% more vigorous than the average of

the reanalysis-based estimates.

These results, together with an attempt to connect dif-

ferences in individual model values of the energetic

quantities with each other in order to infer something of the

mechanisms involved, suggests that the excessive genera-

tion GZ and amount of AZ are important drivers of the

overactive energy cycle through ‘‘generation push’’.

However, excessive dissipation DE of KE is also potentially

implicated through ‘‘dissipation pull’’.

The energetic quantities are integrals over the mass of

the atmosphere and their temporal variation, dominated by

the annual cycle, is small compared to their mean values as

measured by the coefficient of variation. For this reason

most attention is given to the climatological distributions

themselves. The distributions of the integrands of the

terms, representing the distributions of both first and sec-

ond order climate statistics in the model atmosphere, agree

quite well in a qualitative sense, with those based on NCEP

data although a number of characteristic deficiencies are

apparent. The vertical structures of the integrands of

energetic quantities is reasonably well captured with the

remaining structure captured less well. Comparison of the

structure of the model and reanalysis-based integrands,

after removing the vertical structures, is undertaken in

terms of mean square error, spatial correlation, and the

ratio of variances.

One of the more striking results is that the ensemble

model result is consistently the best or among the best in

these comparisons supporting the ‘‘ensemble model’’

approach not only for 1st order climate quantities as in
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Boer and Lambert (2001) but also for higher order climate

quantities as investigated here. These and other results

suggest that the ‘‘sensitive dependence on numerics and

parameterizations’’ in climate models limits the accuracy

with which the climate can be simulated. If the individual

model results can be considered to be a reasonably random

sample from the population of reasonable models reflecting

current knowledge of the climate system, it is plausible to

use the ensemble approach to simulating current and future

climates.
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7 Appendix

7.1 Energy cycle terms

The energy cycle equations used in this investigation are

given by (4) and we list here the expressions used for

calculating the terms in (4). Boundary conditions in pres-

sure coordinates are incorporated by means of the b
function bðk;u; p; tÞ ¼ 1; p\ps

0; p [ ps

�
following Boer

(1982). Reanalysis and model data are given on pressure

surfaces and values which are ‘‘underground’’ (i.e. for

which ps \ p) are filled by interpolation. The approach

used here masks out these unphysical values in a consistent

way so that they do not enter the calculation.

The general energetic equations consider the decompo-

sition of into zonal, standing eddy and transient eddy

components as in Table 1 but taking theb term into account

as

X ¼ ½X�R þ X
� þ X0 ¼ ½X�R þ XE

½X�R ¼ ½b X�=b;XE ¼ X � ½X�R
½bXY � ¼ ½b�½X�R½Y �R þ ½bXEYE�

:

Available potential and kinetic energy are

A ¼ AZ þ AS þ AT ¼
1

2
Cp

Z
c½b�½T �þ2dm

þ 1

2
Cp

Z
c½bT

�2�dmþ 1

2
Cp

Z
c½bT 02�dm

K ¼ KZ þ KS þ KT ¼
1

2

Z
½b�½V�R � ½V�Rdm

þ 1

2

Z
½bV

� � V��dmþ 1

2

Z
½bV0 � V0�dm

ðA1Þ

but, as mentioned in the text, a number of terms involving

the stationary eddy components are not available in the

AMIP2 data set. For this reason among others, the sta-

tionary and transient eddy components are considered

together in a combined eddy term.

The components of the available potential and kinetic

energy become

A ¼ AZ þ Ae ¼
1

2
Cp

Z
c½b�½T�þ2dmþ 1

2
Cp

Z
c½bT2

E�dm

K ¼ KZ þ KE ¼
1

2

Z
½b�½V�R � ½V�Rdmþ 1

2
½bVE � VE�dm

ðA2Þ

and the generation of available potential energy and the

dissipation of kinetic energy is

G ¼ GZ þ GE ¼
Z

c½b�½T �þ½Q�þdmþ
Z

c½bTEQE�dm

D ¼ DZ þ DE ¼ �
Z
½b�½V�R � ½F�Rdm�

Z
½bVE � FE�dm

ðA3Þ

The conversion between available potential and kinetic

energy is

CðA;KÞ ¼ CðAZ ;KZÞ þ CðAE;KEÞ

¼ �
Z
½b�½x�þ½a�þdm�

Z
½bxEaE�dm;

ðA4Þ

that between zonal and eddy available potential energy is

CðAZ ;AEÞ ¼ �
Z

Cp
h
T

� �
½bTEmE�

1

a

o

ou
þ ½bTExE�

o

op

� �

T

h

� �
c½T�þdm; ðA5Þ

and that between zonal and eddy kinetic energy is

CðKZ ;KEÞ ¼�
Z

acosu ½buEmE�
1

a

o

ou
þ ½buExE�

o

op

� ��

½u�R
acosu

� �
þ ½bm2

E�
1

a

o

ou
þ ½bmExE�

o

op
� ½bVE �VE�

tanu
a

� �

½mR�
acosu

� ��
dm:

ðA6Þ

The symbols have their usual meteorological meanings and

the integration is over the mass of the atmosphere. Terms

are calculated on a monthly basis, that is, the means are

monthly means and the variances and covariances are

calculated from the synoptic variability about these

monthly means.

7.2 Multi-model quantities

The ensemble model value of any of an energy budget

terms, say C, is simply the ensemble mean {C} over all

model values. These results are labelled MBUD in the

diagrams. The mean model value, on the other hand uses
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the ensemble mean of the model statistics entering the

calculation of C and the result is labelled MMOD in the

diagrams. Symbolically if C ¼ f ðx; y; xEyE; . . .Þ represents

the calculation of an energetic quantity C, the ‘‘ensemble

model’’ value is fCg ¼ ff ðx; y; xEyE; . . .Þg; where {X} is

model ensemble mean, while the ‘‘mean model’’ value is

calculated from the ensemble average of the model values/

statistics themselves, i.e. as Cm ¼ f ðfxg; fyg; fxEyEg; . . .Þ:

References

Boer GJ (1982) Diagnostic equations in isobaric coordinates. Mon

Wea Rev 110:1801–1820

Boer GJ (2000a) Analysis and verification of model climate, chap 3.

Numerical modelling of the Global Atmosphere, NATO Science

Series. Kluwer, Dordrecht, pp 59–82

Boer GJ (2000b) Climate model intercomparison, chap 19. Numerical

modelling of the Global Atmosphere, NATO Science Series.

Kluwer, Dordrecht, pp 443–464

Boer GJ, Lambert SJ (2001) Second-order space-time climate

difference statistics. Climate Dyn 17:213–218

Boer GJ (2003) Multi-model ensemble long-timescale potential

predictability. In: Proceedings of the 18th stanstead seminar,

Lennoxville, 16–20 June 2003

Boer GJ, Arpe K, Blackburn M, Déqué M, Gates WL, Hart TL, le
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