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Abstract Changes in snow amount, as measured by the

water equivalent of the snow pack (SWE), are studied

using simulations of 21st century climate by 20 global

climate models. Although the simulated warming makes

snow season to shorten from its both ends in all of Eurasia

and North America, SWE at the height of the winter

generally increases in the coldest areas. Elsewhere, snow

decreases throughout the winter. The average borderline

between increasing and decreasing midwinter SWE coin-

cides broadly with the –20�C isotherm in late 20th century

November–March mean temperature, although with some

variability between different areas. On the colder side of

this isotherm, an increase in total precipitation generally

dominates over reduced fraction of solid precipitation and

more efficient melting, and SWE therefore increases. On

the warmer side, where the phase of winter precipitation

and snowmelt are more sensitive to the simulated warming,

the reverse happens. The strong temperature dependence of

the simulated SWE changes suggests that projections of

SWE change could be potentially improved by taking into

account biases in simulated present-day winter tempera-

tures. A probabilistic cross verification exercise supports

this suggestion.

Keywords Climate change � Climate projection �
Snow � Snow water equivalent � Snow depth

1 Introduction

Snow is an important part of the terrestrial climate system

(Vavrus 2007). The presence of snow increases surface

albedo, thereby cooling the Earth as a whole and particu-

larly the Northern Hemisphere mid- to high-latitude con-

tinents. Snow also thermally isolates the atmosphere from

the ground, thus lowering cold extremes of surface air

temperature even more than the winter mean or the annual

average temperature. By acting as a seasonal reservoir of

water, snow likewise dramatically alters the hydrological

cycle in midlatitudes and in the Arctic. Changes in the

extent and amount of snow are therefore, of substantial

interest in the context of anthropogenic climate change,

both because of the feedbacks that they provide to changes

in other aspects of climate and because of their impact on

human societes and natural ecosystems (ACIA 2005).

Model simulations of greenhouse gas induced climate

change in the Northern Hemisphere mid- to high-latitude

continents indicate both a strong wintertime warming and

an increase in winter precipitation (Meehl et al. 2007). An

increase in precipitation, if acting alone, would lead to an

increase in snowfall and consequently to increased amount

of snow on ground. On the other hand, an increase in

temperature will act to reduce the fraction of precipitation

that falls as snow and to increase the melting of snow.

Whether snow will be actually reduced or increased de-

pends on the balance between these competing processes.

In addition to the relative magnitude of precipitation and

temperature changes, changes in snow conditions will most

likely depend on present-day temperature climate. In a

recent study, Hosaka et al. (2005) used a high-resolution

(20 km) atmospheric model, forced by increased green-

house gas concentrations and changes in sea surface con-

ditions from an atmosphere-ocean general circulation
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model (AOGCM) simulation, to simulate snow conditions

in the late 21st century. They found that, although the water

equivalent of the snow pack (SWE) was reduced in most

regions and seasons, SWE increased from February to

April in large parts of Siberia and northernmost North

America. Some, but not all of these areas also experienced

an increase in SWE in December, whereas, there were

virtually no areas with increased SWE in October and June.

A regional climate model simulation for North America

(Christensen et al. 2007, Fig. 11.13) supports the robust-

ness of these findings by showing an increase in March

mean SWE in parts of Alaska and Arctic Canada, but a

decrease further to the south.

As compared with model simulations of late 21st cen-

tury climate, studies of observed climate changes are

complicated by a lower signal-to-noise ratio: for many

aspects of climate, the effects of increased greenhouse gas

concentrations are still difficult to separate from natural

variability. In their review, Lemke et al. (2007) find that,

although the Northern Hemisphere snow extent has de-

creased during the past four decades particularly in spring

and summer, regional trends in snow conditions have been

variable. However, in mountain regions of both Europe and

western North America, decreases in the length of the snow

season and/or SWE have been most pronounced at rela-

tively low elevations (Scherrer et al. 2004; Mote et al.

2005; Mote 2006). Higher up, where winters are colder,

snow has decreased less or, in some areas, increased.

The behaviour found in these model- and observation-

based studies is physically expected. Where climate is cold

enough, midwinter temperatures will remain substantially

below zero even after a moderate warming. Thus, at least in

the middle of the winter, the phase of precipitation and

snowmelt should be quite insensitive to temperature

changes. Conversely, where winters are milder, even a

modest warming will act to convert part of the snowfall to

rainfall and increase the frequency and intensity of melting

episodes. The probability that changes in SWE will be

dominated by changes in total precipitation, rather than by

the expected overall warming, is therefore, smaller in mild

than in cold areas.

Physical reasoning, observations and existing model

studies all give some guidance to how snow conditions are

likely to be altered in the future. On the other hand, all

aspects of simulated 21st century climate change vary, to a

smaller or larger extent, between different models. A more

quantitative view of the expected changes therefore, re-

quires a more systematic analysis of model simulations

than has been done this far.

In this study we document the changes in SWE in a

state-of-the-art multi-model ensemble of AOGCM simu-

lations of 21st century climate, using data from twenty

models participating in the World Climate Research

Programme Third Coupled Model Intercomparison Project

(CMIP3; see http://www-pcmdi.llnl.gov). As conjectured

above and as is demonstrated here with a diagnostic ana-

lysis, changes in total precipitation, in the fraction of pre-

cipitation that falls as snow, and in the efficiency of

melting all play important roles in explaining the simulated

changes in SWE. The conjectured strong dependence of the

SWE changes on the present-day temperature climate is

also confirmed. One implication of this temperature-

dependence is that biases in present-day winter temperature

need to be kept firmly in mind when interpreting model-

simulated changes in snow amount.

The data sets used in the study are described in ‘‘Section

2’’. The following section briefly discusses the simulated

SWE conditions in the late 20th century, thereby comple-

menting a similar analysis recently made by Roesch

(2006). Model-simulated changes in SWE and related

quantities are described and the causes of the SWE changes

are diagnosed in ‘‘Section 4’’, with the main focus on the

second half of the 21st century. The dependence of the

simulated SWE changes on present-day winter temperature

is studied in more detail in ‘‘Section 5’’. A probabilistic

cross-verification exercise is also made, to show that

methods that take into account biases in simulated winter

temperatures might allow for more realistic projections of

SWE change than are obtained by a direct use of model

results. The main conclusions are given in ‘‘Section 6’’.

2 Data sets

2.1 Model simulations

Twenty models participating in CMIP3 are selected

(Table 1), that is, all models that provided simulations for

the Special Report on Emissions Scenarios (Nakićenović

and Swart 2000) A1B scenario and for which SWE was

available in the database. Although some of the models––

particularly CGCM3.1 (T47) and (T63), GFDL-CM2.0 and

2.1, GISS-EH and ER, and MIROC3 (hires) and (medres)

are closely related with each other, all twenty models are

retained here since substantial differences in climate change

occasionally occur even between models with a seemingly

similar formulation. For each model, 150 year (1950–2099)

monthly time series of SWE and other climate parameters

are formed by combining ‘‘20th Century Climate in Coupled

Climate Models’’ (20C3M) simulations with 21st century

simulations based on the A1B scenario. The details of the

forcing vary with model, but all models include at least the

increase in major anthropogenic greenhouse gases and some

representation of anthropogenic aerosols in both the

20C3M and A1B simulations. Further details are given at

http://www-pcmdi.llnl.gov and in Randall et al. (2007).
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Although parallel simulations started from different

initial conditions are available for many of the models,

only one simulation per model is used in this study. To

ensure that the analysis is not unduly affected by internal

variability, 50-year means of SWE and other variables are

calculated for three periods: late 20th century (1950–1999,

abbreviated as L20C), early 21st century (2000–2049,

E21C) and late 21st century (2050–2099, L21C). The focus

is mainly on a comparison of L21C with L20C, but some

results are also shown for E21C. The analysis is conducted

in a common 2.5� · 2.5� latitude–longitude grid, which is

representative of the typical resolution of the models. The

regridding from the original model grids to the analysis

grid is made with the nearest-point method, to avoid, in

particular, the mixing of land and sea points that would

result from commonly used bilinear interpolation.

The focus in this study is on seasonally snow-covered

Northern Hemisphere land areas. In each grid box, models

with substantial August mean SWE (mean value over the

years 1950–2099 above 10 mm) are excluded, to avoid the

ensemble statistics from being contaminated by models

with ongoing glaciation. The maps and statistics in this

paper exclude all grid boxes in which 11 or more of the 20

models are eliminated based on this condition. Similarly

excluded are grid boxes, which are snow-free over the

whole period 1950–2099 in at least 11 of the 20 models.

2.2 Observational data sets

In ‘‘Section 3’’ below, some comparison is made between

the simulated L20C SWE climatologies and SWE esti-

mates from the Former Soviet Union Hydrological Snow

Surveys (FSUHSS) data set (Krenke 1998), which is based

on observations made at 1,345 sites throughout the former

Soviet Union between 1966 and 1990. For this study, we

used SWE route measurements carried out in the (open or

forested, depending on site) terrain surrounding the

observation stations. Each recorded value is a mean of ten

SWE measurements along the route. The measurements

were generally made on the 10th, 20th, and the last day of

each month. To obtain unbiased mid-month values for

comparison with the model-simulated monthly means, the

10th and 20th day measurements were averaged in this

study. Many of the stations were operative for only a part

of the period 1966–1990. Only stations with at least

15 years of data are used here. The data were gridded to the

2.5� · 2.5� analysis grid simply by selecting for each grid

box the station with the longest time series. Altogether,

data were available for 332 land grid boxes, with a good

coverage in the southern but significantly worse coverage

in the northeastern parts of the former Soviet Union.

For the evaluation of model-simulated surface air tem-

peratures in ‘‘Section 3’’ and Section 5, the University of

Table 1 The models used in

this study
Model Institution

CCSM3 National Center for Atmospheric Research, USA

CGCM3.1 (T47) Canadian Centre for Climate Modelling and Analysis

CGCM3.1 (T63) Same as previous

CNRM-CM3 Météo-France

CSIRO-MK3.0 CSIRO Atmospheric Research, Australia

ECHAM5/MPI-OM Max Planck Institute for Meteorology, Germany

ECHO-G University of Bonn and Model & Data Group, Germany;

Korean Meteorological Agency

FGOALS-g1.0 Chinese Academy of Sciences

GFDL-CM2.0 Geophysical Fluid Dynamics Laboratory, USA

GFDL-CM2.1 Same as previous

GISS-AOM Goddard Institute for Space Studies, USA

GISS-EH Same as previous

GISS-ER Same as previous

INM-CM3.0 Institute for Numerical Mathematics, Russia

IPSL-CM4 Institut Pierre Simon Laplace, France

MIROC3.2 (hires) Center for Climate System Research, National Institute

for Enviromental Studies and Frontier Research Center

for Global Change, Japan

MIROC3.2 (medres) Same as previous

MRI-CGCM2.3.2 Meteorological Research Institute, Japan

UKMO-HadCM3 Hadley Centre for Climate Prediction and Research/Met Office, UK

UKMO-HadGEM Same as previous
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East Anglia Climate Research Unit (CRU) TS 2.1 data set

(Mitchell and Jones 2005) was used. This data set is based

on objective interpolation of station observations, and it has

a resolution of 0.5� in both horizontal directions. For

comparison with the model simulations, the CRU temper-

atures were averaged over the 2.5� · 2.5� grid boxes.

3 Simulated SWE climate in the late 20th century

Figure 1a shows the twenty-model, 1950–1999 mean SWE

in March, when SWE is close to its seasonal maximum in

northern North America and northern Eurasia. There is a

general increase in SWE from milder midlatitude areas to

colder high-latitudes regions, but the inner parts of eastern

Siberia with extremely cold and therefore, dry winters

show up as an area with a relatively thin snow pack. Local

maxima occur in the northern Rocky Mountains, where

precipitation is enhanced by orographic forcing and in the

eastern Labrador peninsula near the western end of the

North Atlantic storm track. The intermodel standard devi-

ation (Fig. 1b) is also generally largest in mountainous

areas. However, in contrast with the multi-model mean

SWE, there is little systematic north-south gradient in the

standard deviation. Thus, the ratio between the standard

deviation and the mean decreases northward, from around

unity near the southern edge of the snow-covered area to

less than 0.2 in parts of northern Eurasia and Arctic Canada

(not shown).

Roesch (2006) recently compared SWE in 15 of the

CMIP3 models with SWE estimates derived from the US

Air Force Environmental Technical Application Center

(USAF/ETAC) data set (Foster and Davy 1988), but he

only showed results for continental scale mean values. To

allow a more detailed comparison over the Former Soviet

Union, the FSUHSS-based SWE estimate is given in

Fig. 1c. This estimate is in general agreement with the

model simulations. It shows larger variability on small

geographical scales, but given that these data come from

single stations and thus do not represent true grid box

(2.5� · 2.5�) means this difference is unsurprising. Taking

into account the difference in scale, the spatial correlation

between the multi-model mean and the FSUHSS SWE

estimate (0.71) is encouraging.

Figure 1d illustrates the seasonal cycle of SWE in the

models and in the FSUHSS data set. Here the geographical

averaging is done over the area covered by the FSUHSS

data, and the time means for the models are calculated for

the same period for which observations are available

(however, the choice of the period makes little difference

to the results). The agreement between the models and the

FSUHSS data is good particularly from November to

March, but most (although not all) models overestimate

SWE in October and more markedly from April to June.

The good agreement in the middle of the winter is some-

what at variance with Roesch (2006). He found almost all

of the models to overestimate SWE in Eurasia in this

season when compared with the USAF/ETAC data set,

although he also noted that sparse measurements in

mountainous areas might bias the USAF/ETAC estimates

too low. However, his conclusion on too slow snowmelt in

the models in spring agrees well with the present results.

Another feature to be noted in Fig. 1d is the increase in

intermodel variation towards the spring. The intermodel

standard deviation in the area mean SWE is almost thrice

as large in April as in January, although the multi-model

mean SWE is almost the same in these two months.

The slow melting of the snow pack in spring coincides

with a cold bias in the simulated temperatures in this sea-

son: the multi-model mean temperature over the area

a)

b)

c)

d)

Fig. 1 Snow climatology in the late 20th century. a March mean

SWE in the years 1950–1999 as averaged over the 20 models; b
intermodel standard deviation of March mean SWE; c March mean

SWE in 1966–1990 from the FSUHSS data set; d area mean seasonal

cycle of SWE in the models (solid line for the multi-model mean and

shading for mean ± one standard deviation) and from the FSUHSS

data
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covered by the FSUHSS data is 3�C below the CRU esti-

mate in April, and almost 2�C below the CRU estimate in

March and May. A cold bias of about 1.5�C is also found in

the autumn, which may help to explain the somewhat too

rapid growth of the simulated SWE in the beginning of the

snow season. However, as noted by Roesch (2006), the

cause-effect relationship is not necessarily simple. The cold

bias itself might be amplified by the excessive snow cover

particularly in spring when solar radiation is already

abundant.

4 Changes in SWE: a multi-model mean view

We now turn to the simulated future changes in SWE and

related variables, using the simulations made for the SRES

A1B emissions scenario. The focus in this section is on a

documentation and diagnostic analysis of the multi-model

mean changes. The uncertainty in the SWE projections

implied by the variation between the individual models will

be studied in ‘‘Section 5’’.

The projected increase in greenhouse gas concentrations

leads to a pronounced warming in most parts of the world,

and particularly in the Northern Hemisphere mid- to high-

latitude continents in winter. The simulated multi-model

mean increase in the extended winter (November–March;

NDJFM) mean temperature from L20C (1950–1999) to

L21C (2050–2099) in Eurasia and North America is 3–7�C,

with the largest warming in the northernmost parts

(Fig. 2a). Precipitation also increases in the simulations,

with the largest relative increase in the north (Fig. 2b). This

increase in total precipitation translates into a general in-

crease in NDJFM snowfall in northern North America and

in the northern and easterns parts of Eurasia, where most

winter precipitation is simulated to fall as snow even in the

warmer L21C climate (Fig. 2c). The largest increases in

northern Siberia exceed 45%, being very similar to the

change in total precipitation. Further south and southwest

over both Eurasia and North America, where winters are

milder, NDJFM snowfall decreases. In these areas, there is

a substantial decrease in the fraction of precipitation that

falls as snow. This overcomes the increase in total pre-

cipitation, which by itself is smaller here than further north.

The relative change in SWE in March is shown in

Fig. 2d. SWE increases in northernmost North America

and much of Siberia, but the increase is limited to a smaller

area than that in NDJFM snowfall. More generally, the per

cent change in March mean SWE is systematically more

negative or less positive than the change in NDJFM

snowfall. As will be illustrated later in this section, two

factors contribute to this difference. First, even where the

NDJFM snowfall increases, snowfall is reduced earlier in

the autumn. Second, with the exception of the very coldest

areas, a larger fraction of the accumulated snowfall melts

away before March in the simulated warmer climate.

The general features of change shown by Fig. 2b–d are

very similar to those found by Hosaka et al. (2005) in their

20 km-resolution atmospheric model. The relatively coarse

resolution of current AOGCMs is thus unlikely to be a

major limitation for making projections of snow conditions

on broad geographical scales, even though this conclusion

is unlikely to hold for more localized projections in areas

with complex topography.

The changes in March mean SWE from 1950–1999 to

2000–2049 (Fig. 2e) are smaller in magnitude than the

changes to 2050–2099 (Fig. 2d), but the patterns of change

c)

b)

d)

e)

a)

Fig. 2 Simulated 20-model mean climate changes under the A1B

scenario. a–c: extended winter (November–March) mean tempera-

ture, total precipitation and snowfall changes from 1950–1999 to

2050–2099; d–e: changes in March mean snow water equivalent from

1950–1999 to 2050–2099 and from 1950–1999 to 2000–2049. Grid

boxes where less than 10 of the 20 models have snow or at least 11

models have perennial snow cover are masked out. The two grid

boxes used in Fig. 3 are shown with open squares
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including the borderline between increasing and decreasing

SWE are remarkably similar. With the caveat that Fig. 2

represents a multi-model mean view that smooths out the

differences between individual models and the effects of

internal variability, this suggests a fairly linear time evo-

lution of snow conditions during this century.

As suggested above, three factors affect the changes in

SWE: changes in (i) total precipitation, in (ii) the fraction

of precipitation that falls as snow, and in (iii) the fraction of

accumulated snowfall that has not melted away. To study

the importance of these factors in more quantitative terms,

the changes in SWE were diagnostically decomposed as

follows. First, SWE was written as

SWE ¼ G

Z
FP dt ð1Þ

where P denotes total precipitation, F the fraction of pre-

cipitation that falls as snow and G the fraction of accu-

mulated snowfall that remains on the ground. The time

integral was evaluated from August to the month consid-

ered; however, because the archived SWE data represent

monthly means rather than end-of-month values, half-

weight was given to the last month. Thus, the integral that

corresponds to SWE in March was computed by summing

the simulated snowfall (FP) from August to February with

half of the snowfall in March.

Let X represent any of SWE, G, F and P, with XL20C

and XL21C denoting the means of X in 1950–1999 and

2050–2099, respectively. By further introducing the nota-

tions �X ¼ ðXL20C þ XL21CÞ=2 and DX ¼ ðXL21C � XL20CÞ
one obtains

DSWE ¼ �G

Z
�FDP dt

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
DSWEðDPÞ

þ �G

Z
DF �P dt

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
DSWEðDFÞ

þ DG

Z
�F �P dt

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
DSWEðDGÞ

þ 1

4
DG

Z
DFDPdt

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
DSWEðNLÞ

ð2Þ

Thus, the difference between the L21C and L20C values of

SWE is divided into four parts. The first of these represents

changes in total precipitation, the second the changes in the

fraction of precipitation that falls as snow, and the third the

changes in the fraction of accumulated snowfall that

remains on the ground at a given time of the year. The

fourth, nonlinear (NL) term involves a combination of the

changes in all of G, F and P. This term is typically at least

an order of magnitude smaller than the first three.

Equation [2] was applied separately to each model.

Here, however, only the 20-model means of the resulting

decompostion are discussed. Figure 3 illustrates the results

for two grid boxes in northern Eurasia, one in Finland

(62.5�N, 27.5�E) and the other near Yakutsk in eastern

Siberia (62.5�N, 130�E), which are both marked with open

squares in Figs. 2, 4. Although located at the same latitude,

these two points have very different winter climates. The

a b c d e

f g h i j

Fig. 3 First four columns: comparison between 20-model mean

L20C (1950–1999; solid lines) and L21C (2050–2099; dashed lines)

climates in two grid boxes. From left to right: monthly mean

precipitation and snowfall, accumulated snowfall from the beginning

of the winter, and monthly mean SWE. Fifth column: changes in

SWE decomposed with Eq. [2]. See the legend for the identification

of the individual terms
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grid box in Finland represents a relatively mild semi-

maritime climate influenced by predominantly westerly

winds from the Atlantic Ocean, whereas the one in eastern

Siberia has a highly continental climate with extremely

cold winters. The 20-model mean NDJFM mean tempera-

ture in 1950–1999 in the grid point in Finland is –12.7�C,

that in the point in eastern Siberia –31.5�C. The difference

in the real world is even larger: the corresponding CRU

temperature estimates for the two points are –6.4 and

–34.2�C, respectively. The implications that biases in

present-day temperatures may have on the interpretation of

the simulated SWE changes will be studied in ‘‘Section 5’’.

In Finland the 20-model mean SWE is reduced from

L20C to L21C throughout the winter, but in eastern Siberia

it increases, with the exception of the beginning (October)

and end (May) of the snow season (see the fourth column

and the thick lines for DSWE in the fifth column of Fig. 3).

The factors that contribute to this contrasting behaviour are

addressed below.

In both two grid boxes, the simulated 20-model mean

total precipitation (Fig. 3a, f) increases in all months from

September to June. If this increase in precipitation were

acting alone, SWE would also have increased in Finland,

and the increase in SWE in eastern Siberia would have

been larger than actually simulated (see the lines for

DSWE(DP) in Fig. 3e, j).

In the simulated warmer future climate, a smaller frac-

tion of precipitation in Finland falls as snow. Thus, although

the total precipitation increases throughout the winter,

snowfall only increases slightly in January and February

and decreases in all other months (Fig. 3b). Because the

increase in snowfall in January and February does not bal-

ance the decrease up to December, the accumulated snow-

fall (�FPdt in (1)) in Finland is, for any part of the winter,

smaller in 2050–2099 than in 1950–1999 (Fig. 3c).

The decomposition (2) identifies the decrease in the

fraction of solid precipitation as the main cause of reduced

SWE in Finland in autumn and early winter, until February

(see the line for DSWE(DF) in Fig. 3e). The same factor

also moderates the increase in SWE in eastern Siberia

(Fig. 3j). Here, the phase of precipitation is insensitive to

the simulated warming during most of the extremely cold

winter, and the increase in total precipitation therefore, also

leads to an increase in snowfall (Fig. 3g). Early in the

autumn (September) and late in the spring (May), however,

the situation is different. The shift between mostly liquid

and mostly solid precipitation occurs later in the autumn

and earlier in the spring, and snowfall therefore, decreases

although total precipitation increases.

The second main cause of the simulated decrase in SWE

in Finland is a decrease in the fraction of the accumulated

snowfall that remains on the ground, or, conversely, an

increase in the fraction of accumulated snowfall that has

melted away. The decomposition (2) identifies DSWE(DG)

as the main contributor to reduced SWE in Finland

beginning from March (Fig. 3e), and the same term also

explains the slight decrease in SWE in eastern Siberia late

in the spring (Fig. 3j). Earlier in the winter, however, this

term is slightly positive in eastern Siberia. In interpreting

this apparently surprising result, it is essential to note that

this term represents the change in the fraction of accu-

mulated snowfall that remains on the ground, not the

absolute change in snowmelt. Beginning from December,

the simulated accumulated snowfall in eastern Siberia is

larger in 2050–2099 than in 1950–1999 (Fig. 3h). As there

is little change in the absolute amount of snowmelt, the

fraction of accumulated snowfall that remains on the

ground grows slightly larger. Thus, although DG in (2)

primarily responds to changes in temperature, it is also to

some extent affected by changes in precipitation.

Finally, the nonlinear term DSWE(NL) in Eq. (2) is very

small, both in the grid boxes used in Fig. 3 (see the dotted

lines in the last column) and elsewhere. It is therefore,

excluded from further discussion.

The simulated 2050–2099 minus 1950–1999 changes in

March mean SWE are decomposed with (2) in Fig. 4. The

first map duplicates Fig. 2d, except for giving the SWE

changes in absolute rather than relative units. The changes in

total precipitation and in the fraction of solid precipitation

have competing effects, the former acting to increase and the

latter to decrase SWE (Fig. 4b, c). However, the contribu-

tion from increased precipitation (Fig. 4b) increases towards

north. This is partly because the increase in winter precipi-

tation is percentwise largest in high latitudes (Fig. 2b), but

also because a larger fraction of the precipitation falls as

snow and a larger fraction of the snowfall remains on the

ground in cold climates. Disregarding the small nonlinear

term, the first two right-hand-side terms in (2) sum up to give

the SWE change attributable to changes in accumulated

snowfall (Fig. 4d). Mostly because of the north–south gra-

dient seen in Fig. 4b, this sum is positive in Alaska, northern

Canada and the northeastern parts of Eurasia, but generally

negative elsewhere. The pattern is similar to the change in

NDJFM snowfall in Fig. 2c, but because (2) also counts in

decreases in snowfall before November, positive values are

slightly less extensive in Fig. 4d.

The SWE contribution attributed to changes in the

fraction of accumulated snowfall that remains on the

ground is slightly positive in eastern Siberia and north-

ernmost Canada (Fig. 4e). As noted above, this is an

indirect result of increased snowfall. Elsewhere, this term

is negative, reflecting the increased efficiency of melting in

a warmer climate. Particularly large negative values are

seen in two belts that extend across midlatitude North

America and from Scandinavia to western Russia. These

belts are located in areas where the present-day climate is
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still cold enough to maintain a substantial snow pack in

March, but where increased melting associated with an

earlier onset of spring leads to a large decrease in SWE in a

simulated warmer climate. Similar belts are seen in the

total SWE change in Fig. 4a.

5 Changes in SWE: a probabilistic view

To give a simple illustration of the intermodel variation in

the SWE projections, the top row of Fig. 5 shows for each

grid box the per cent fraction of models in which March

mean SWE increases. In the coldest parts of Siberia and

Arctic Canada, all models agree on an increase in SWE

from 1950–1999 to 2050–2099 (Fig. 5a). Conversely, in

large parts of the United States and midlatitude western

Eurasia, SWE decreases in all models. Between these

extremes, the models partially disagree, with some of them

simulating increases and others decreases in SWE. The

results for 2000–2049 (Fig. 5b) are similar to those for

2050–2099, but areas with perfect agreement are less

extensive and areas with a near equal split between in-

creases and decreases are more common. This reflects the

lower signal-to-noise ratio during this earlier period, when

greenhouse gas induced changes in SWE are more likely to

be confounded by internal climate variability than later in

the 21st century.

The general increase in SWE in the coldest parts of

Eurasia and North America and the general decrease in

SWE in milder areas together suggest a strong relationship

between the simulated SWE changes and present-day

winter temperature. A quantification of this physically ex-

pected relationship is given in Fig. 6. To generate this fig-

ure, the grid boxes in the seasonally snow-covered Northern

Hemisphere continents were divided into six classes

according to the simulated 1950–1999 NDJFM mean tem-

perature with class boundaries at 5�C intervals from –25 to

–5�C. Intermodel differences in present-day climate were

taken into account by making the classification separately

for each model. Then, for each class and model, the total

areas of increasing and decreasing SWE were computed.

Finally, by averaging these areas over the 20 models, the

multi-model mean fractional area of increasing SWE was

derived for each of the six temperature classes. For refer-

ence, the CRU analysis of the NDJFM mean temperature in

1950–1999 is given in Fig. 7a.

Fig. 6a shows that, in areas where the late 20th century

NDJFM mean temperature exceeds –10�C, there is only

very rarely more snow in 2050–2099 than in 1950–1999.

Even within the class –15 to –10�C, increases in snow are

uncommon, covering at maximum 25% of this area in

February. Proceeding towards lower temperatures, the class

–25 to –20�C is the first one with increases in SWE

dominating at the height of the winter, from January to

March. In the coldest class with NDJFM mean tempera-

tures below –25�C, increases in SWE dominate strongly

from December to April, with a maximum of over 90% in

March. Even in this class, however, increases in SWE are

uncommon early in the autumn and late in the spring. Thus,

even in those areas where the simulations suggest an in-

crease in SWE at the height of the winter, they indicate a

shortening of the snow season from its both ends. This

behaviour confirms the results of Hosaka et al. (2005) for a

much wider range of simulations.

a)

b)

c)

d)

e)

Fig. 4 20-model mean changes (2050–2099 minus 1950–1999) in

March mean SWE (a), and their decomposition using Eq. [2]. Panels
b and c show the contributions of precipitation change and the change

in the fraction of solid precipitation, respectively. The sum of these

terms, representing the total SWE contribution from changes in

accumulated snowfall, is given in (d), and the contribution from

changes in the fraction of accumulated snowfall remaining on the

ground in (e). The two grid boxes used in Fig. 3 are shown with open
squares
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The same analysis for the changes from 1950–1999 to

2000–2049 (Fig. 6b) yields qualitatively similar results but

with a slightly weaker relationship between the tempera-

ture climate and the SWE change. Even where the 1950–

1999 NDJFM mean temperature exceeds –5�C, over 10%

of the grid boxes show an increase in mid-winter SWE in

2000–2049. Conversely, even where the NDJFM temper-

ature is below –25�C, the models still suggest a 15%

chance of decreasing SWE in March. The implication is

that, in some areas, SWE changes in the early 21st century

may still be dominated by internal variability, so that the

direction of the changes during this period may not be

a)

c)

e)

b)

d)

f)

Fig. 5 Probability of increasing March mean SWE relative to 1950–

1999, as estimated from the 20-model ensemble with three methods.

a–b simple count of models; c–d probability inferred from observed

NDJFM mean temperature and the model-simulated relationship

between NDJFM mean temperature and future SWE changes; e–f
hybrid method (see text). The left column represents the changes from

1950–1999 to 2050–2099 and the right column those to 2000–2049.

The arrowheads in c–d indicate grid boxes where the absolute

difference between Method 2 and Method 1 exceeds 15%; upward
(downward) pointing arrowheads are used where Method 2 gives a

higher (lower) probability of SWE increase than Method 1. In the

same manner, the arrowheads in e–f indicate grid boxes where the

absolute difference between Method 3 and Method 2 exceeds 15%

a) b)

c) d)

Fig. 6 Probability of increasing

SWE as a function of the

simulated 1950–1999 NDJFM

mean temperature, as inferred

from the 20-model ensemble.

a changes from 1950–1999 to

2050–2099 and b changes from

1950–1999 to 2000–2049,

including both North America

and Eurasia. c as a but for North

America only. d as c but for

western and central Asia at

longitudes 60�–120�E
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representative of the long-term response to increasing

greenhouse gas concentrations.

A closer analysis reveals that the relationship between

the NDJFM mean temperature and the sign of the SWE

changes has some geographical variability. This is illus-

trated in Fig. 6c–d, which repeat the analysis of Fig. 6a for

two large subregions: North America, and western-to-

central Asia covering the longitude range 60�–120�E. For

each temperature class, increases in SWE are more com-

mon in the latter region. For example, within the class –15

to –10�C, the fraction of increasing SWE in February is

only 10% in North America, but 40% in western-to-central

Asia. The causes of this difference require further inves-

tigation. It does not appear to be explained in any simple

way by the simulated temperature and precipitation chan-

ges, which are quite similar in the two regions.

The relationship between present-day winter tempera-

tures and simulated SWE changes indicates that the inter-

pretation of the latter needs to take into account biases in

the simulated temperature climate. As shown by Fig. 7b,

there are some areas where the multi-model mean simu-

lated NDJFM temperatures differ substantially from the

CRU observational estimate. For example, a cold bias of up

to 6�C occurs in northwestern Eurasia, which suggests that

the ensemble likely overestimates the chance of SWE in-

crease in this area. On the other hand, the simulated tem-

peratures vary between the individual models (Fig. 7c).

This variation might partly explain the intermodel variation

of the SWE changes.

The last two rows in Fig. 5 show two alternative esti-

mates for the probability of March mean SWE increase,

denoted as Method 2 and Method 3. Method 2 assumes that

the probability of SWE increase is solely determined by the

observed NDJFM mean temperature, and that the rela-

tionship between temperature and probability can be de-

rived from the multi-model ensemble with the same

principle that was used for generating Fig. 6. In this case,

however, the non-overlapping 5�C temperature blocks of

Fig. 6 were replaced by a 5�C window stepped with 1�C

intervals. For example, the ‘‘observed’’ (i.e., CRU) L20C

NDJFM temperature in the grid box studied in Fig. 3a–e

was –6.4�C. For estimating the probability of SWE in-

crease in this grid box, Method 2 thus used the SWE data

from all grid boxes in which the simulated L20C NDJFM

temperature was between –4 and –9�C. Again, the suitable

grid boxes were selected for each model separately.

Method 2 accounts for biases in simulated temperature,

but its assumption on a geographically invariant relationship

between temperature and the sign of the SWE change ap-

pears to be overly simplified (Fig. 6c–d). Thus, a hybrid

method was also developed (Method 3). This was otherwise

similar to Method 2 but it only used grid boxes within 10�
latitude and 10� longitude from the location for which the

probability of SWE increase was being estimated. Taking

again the Finnish grid box at (62.5�N, 27.5�E) as an exam-

ple, the search for grid boxes with suitable temperatures was

restricted to the area (52.5�–72.5�N, 17.5�–37.5�E).

On their largest scales, the three sets of maps in Fig. 5 are

similar. Nevertheless, there are non-negligible differences in

the details, particularly between Method 1 (directly model-

based probabilities) and Method 2 (purely temperature-

based probabilities). For example, in Scandinavia and

northwestern Russia, where Fig. 7b reveals a cold bias in the

models, Method 2 suggests a much smaller chance of SWE

increase than Method 1. The differences between Methods 2

and 3 are more subtle. However, Method 3 suggests a larger

probability of SWE increase than Method 2 in central

Siberia, and a generally smaller probability of SWE increase

in southern Canada (see the arrowheads in Fig. 5c–f for the

largest differences between the three methods). In some

areas, such as in mid-latitude North America escpecially in

2050–2099, the probability estimates from Method 3 are

closer to Method 1 than those from Method 2 are. However,

the reverse happens in other areas, most notably in northern

Europe, where Method 3 suggests an even lower probability

of SWE increase than Method 2.

The probability estimates in Fig. 5 are conditional to a

particular forcing scenario. Method 1 additionally assumes

that the uncertainty in modelling climate response to

anthropogenic forcing is adequately represented by the

variation within the multi-model ensemble, whereas

Methods 2 and 3 require that the ensemble captures the

a)

b)

c)

Fig. 7 NDJFM mean temperature in 1950–1999. a CRU analysis; b
20-model mean minus CRU; c standard deviation between the models
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uncertainty in the relationship between climatological

winter temperatures and future SWE changes. The extent to

which the probabilities shown in Fig. 5 can be interpreted

as probabilities of SWE change in the real world is there-

fore a complicated issue (see Allen and Ingram (2002) for

further discussion). Nonetheless, probabilistic cross-verifi-

cation (e.g., Räisänen and Ruokolainen 2006) can be used

to study whether Methods 2 and 3, which attempt to

eliminate the effect of temperature biases, should be pre-

ferred over the direct count of models in Method 1. In

cross-verification, each model in turn is chosen as a pseu-

do-truth against which the probabilistic forecasts obtained

from the other models are verified, and the resulting veri-

fication statistics are averaged over all choices of the ver-

ifying model. Better cross-verification statistics also

suggest a potential improvement of forecasts for the real

world, provided that the methodological improvement that

benefited the cross-verification is not drowned by other

sources of error.

A basic verification statistic for probability forecasts is

the Brier score B (Brier 1950; Wilks 1995). Here we cal-

culate B for the event E ‘‘the mean March SWE in 2050–

2099 (or 2000–2049) exceeds that in 1950–1999’’. As

evaluated over N cases,

B ¼
XN

i¼1

miðpi � oiÞ2=
XN

i¼1

mi ð3Þ

where oi = 1 (0) if E occurs (does not occur) in case i and

pi is the corresponding forecast probability. mi is the weight

given to case i; here we weight grid boxes according to

their area. For a perfect deterministic forecast system,

which gives a probability of 1 (0) always when E occurs

(does not occur), B = 0.

The resulting Brier scores, averaged over the 20 choices

of the verifying model and over the seasonally snow-cov-

ered Northern Hemisphere continents as defined in ‘‘Sec-

tion 2’’, are given in Table 2. The score for Method 1 is

much lower in 2050–2099 than in 2000–2049 because, in

the late 21st century, the signal-to-noise ratio of the SWE

changes is higher and areas with a near equal split between

models with increasing and decreasing SWE are less

common. The differences between the three methods are

smaller but, in both periods, Method 2 beats Method 1.

This suggests that the correction of temperature-related

biases in Method 2 in fact has some value1. However,

Method 2 is outperformed by Method 3, albeit only very

slightly. This implies that the relationship between present-

day winter temperature and SWE change in the CMIP3

ensemble has some genuine geographical variability, so

that the differences between Fig. 5c–d and e–f are not

explained by sampling effects alone. This conclusion is

supported by similar analysis for other calendar months: in

both two 50-year periods, Method 3 yields lower Brier

scores than the other two methods in all months from

November to May (not shown).

6 Conclusions

Model simulations of greenhouse gas induced climate

change in the Northern Hemisphere mid- to high-latitude

continents indicate both a substantial warming and an in-

crease in winter precipitation. The increase in temperature

acts to reduce the amount of snow both by reducing the

fraction of precipitation that falls as snow and by increas-

ing snowmelt, but the increase in precipitation acts to the

opposite direction. Whether snow will be actually reduced

or increased depends on the balance between these com-

peting factors.

Here we have analysed simulations of snow amount,

measured by the snow water equivalent (SWE), by twenty

climate models participating in the Third Coupled Model

Intercomparison Project (CMIP3). The main characteristics

of simulated 21st century SWE change under the SRES

A1B emissions scenario are the following:

1. At the height of the winter, SWE increases in the

coldest parts of the Northern Hemisphere continents,

such as northernmost North America and most of

Siberia. Elsewhere, SWE decreases. The average

borderline between increasing and decreasing SWE

coincides broadly with the –20�C isotherm in late

20th century extended winter (NDJFM) mean tem-

perature. Although this temperature threshold is not

abrupt and has some geographical variability, in-

creases in SWE in the late 21st century occur only

very rarely in grid boxes in which the NDJFM mean

temperature exceeds –10�C. Conversely, where the

NDJFM mean temperature is below –25�C, the

models suggests a very large chance (up to 90% in

March) of SWE increase.

Table 2 Average cross-verification Brier scores for the sign of the

March mean SWE change from 1950–1999 to 2050–2099 and 2000–

2049 for the three methods used in Figure 5

Forecast period Method 1 Method 2 Method 3

2050–2099 0.1155 0.1005 0.0975

2000–2049 0.1641 0.1520 0.1516

1 Some decrease in B from Method 2 to Method 1 would be expected

simply because the geographical averaging in Method 2 increases the

sample size, but the differences shown in Table 2 are larger than can

be explained by this factor alone (see Appendix in Räisänen and

Ruokolainen 2006).
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2. Even where SWE increases at the height of the winter,

it decreases early in the autumn and late in the spring.

Thus, the snow season is shortened.

3. The characteristics of SWE change in the early 21st

century are similar to those in the late 21st century, but

the changes are smaller and their signal-to-noise ratio

is therefore, lower. This results in a worse intermodel

agreement on the sign of the SWE changes in the early

than in the late 21st century.

A diagnostic analysis separates three factors that are all

important for the simulated SWE changes. If acting alone,

increased total precipitation would lead to increased SWE

in nearly all snow-covered areas, but the increase would be

largest in the northernmost parts where the snowfall season

is longest and the relative increase in precipitation is

largest. However, decreases in the fraction of solid pre-

cipitation reduce SWE in a warmer climate. This factor

plays a role even in very cold areas, where nearly all

precipitation remains solid in winter but the change be-

tween rain and snow occurs later in the autumn and earlier

in the spring. Finally, more efficient melting in a warmer

climate acts to reduce the fraction of accumulated snowfall

that remains on the ground. This factor is the main con-

tributor to reduced SWE in spring.

Systematic temperature biases in some areas such as

northwestern Eurasia, together with the strong temperature

dependence of the simulated SWE changes, indicate that

the direct use of model output may not be the best way to

derive projections of future SWE change. This idea is

supported by a cross-verification analysis, which suggests

that methods that account for temperature biases should

permit potentially better probabilistic forecasts of, at least,

the sign of the SWE change.

Based on an analysis of the physical mechanisms and on

the agreement of the CMIP3 simulations between them-

selves and with earlier model studies, both the increase in

SWE in the coldest parts of the Northern Hemisphere

continents and the decrease in SWE in most midlatitude

areas are likely to be robust features of greenhouse gas

induced climate change. In between, where a more delicate

balance between increased precipitation, decreased fraction

of solid precipitation and more efficient melting results in a

more equal split between models with increasing and

decreasing SWE, the projections of SWE change are far

more uncertain. In addition to the present-day temperature

biases, there are at least two questions that need attention

when assessing the likely direction of SWE changes in

such areas. First, does the simulated SWE have the right

sensitivity to temperature and precipitation changes? Sec-

ond, is the ratio between precipitation and temperature

changes correct in simulations of future climate? Some

information on the first of these questions might be gained

by studying the characteristics of interannual climate var-

iability. However, the second question might still be very

hard to answer, because the signal-to-noise ratio of the

observed 20th and early 21st century climate changes is

probably not high enough for this purpose.
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