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Abstract A new complex earth system model con-

sisting of an atmospheric general circulation model, an

ocean general circulation model, a three-dimensional

ice sheet model, a marine biogeochemistry model, and

a dynamic vegetation model was used to study the

long-term response to anthropogenic carbon emissions.

The prescribed emissions follow estimates of past

emissions for the period 1751–2000 and standard IPCC

emission scenarios up to the year 2100. After 2100, an

exponential decrease of the emissions was assumed.

For each of the scenarios, a small ensemble of simu-

lations was carried out. The North Atlantic overturning

collapsed in the high emission scenario (A2) simula-

tions. In the low emission scenario (B1), only a tem-

porary weakening of the deep water formation in the

North Atlantic is predicted. The moderate emission

scenario (A1B) brings the system close to its bifurca-

tion point, with three out of five runs leading to a

collapsed North Atlantic overturning circulation. The

atmospheric moisture transport predominantly con-

tributes to the collapse of the deep water formation. In

the simulations with collapsed deep water formation in

the North Atlantic a substantial cooling over parts of

the North Atlantic is simulated. Anthropogenic cli-

mate change substantially reduces the ability of land

and ocean to sequester anthropogenic carbon. The

simulated effect of a collapse of the deep water for-

mation in the North Atlantic on the atmospheric CO2

concentration turned out to be relatively small. The

volume of the Greenland ice sheet is reduced, but its

contribution to global mean sea level is almost coun-

terbalanced by the growth of the Antarctic ice sheet

due to enhanced snowfall. The modifications of the

high latitude freshwater input due to the simulated

changes in mass balance of the ice sheet are one order

of magnitude smaller than the changes due to atmo-

spheric moisture transport. After the year 3000, the

global mean surface temperature is predicted to be

almost constant due to the compensating effects of

decreasing atmospheric CO2 concentrations due to

oceanic uptake and delayed response to increasing

atmospheric CO2 concentrations before.

1 Introduction

The prediction of the climate changes to be expected

within the remainder of this century as a consequence

of anthropogenic emissions of greenhouse gases has

been one of the most important research activities in

atmospheric and oceanic sciences of the last two dec-
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ades. Almost all state-of-the-art climate models have

been applied to simulate the climate changes up to the

year 2100, which are coordinated by the IPCC (Inter-

governmental Panel on Climate Change, Houghton

et al. 2001). In contrast to the IPCC-type simulations,

this paper focuses on centennial to millennial time

scale changes in the earth system. The assessment of

climate changes on millennial time scales requires a

consideration of major components of the earth system

typically not represented in the IPCC-type simulations

(e.g. ice sheets, marine sediments) and a computa-

tionally less expensive model.

The goal of this paper is to investigate potential

long-term changes in the earth system caused by

anthropogenic emissions with a complex earth system

model (ESM), with a special focus on feedbacks be-

tween different physical and biogeochemical compo-

nents within the next 1,000 years.

In a number of studies, the long-term equilibration

of atmosphere-ocean models to elevated levels of CO2

has been investigated (e.g. Manabe and Stouffer 1994;

Voss and Mikolajewicz 2001a), reporting an—at least

temporarily—strongly reduced ventilation of the deep

ocean and substantial changes in ocean heat transport.

Studies with earth system models focussing on millen-

nia and longer time scales have been so far (to our

knowledge) only performed with earth system models

of intermediate complexity (EMICs, an overview is

given in Petoukhov et al. 2005). In this type of models,

major simplifications have been made in comparison

with general circulation models. In coupled atmo-

sphere–ocean models, the atmospheric component is

by far the most expensive contribution, and all earth

system models of reduced complexity have used a

simpler and computationally much less expensive rep-

resentation of the atmosphere. For example, the UVic

model (Weaver et al. 2001) uses an energy balance

model of the atmosphere and the CLIMBER-2 model

(Petoukhov et al. 2000) uses a highly parameterised

representation of the atmosphere with very coarse

resolution. Here, we will introduce an earth system

model that utilises an—albeit coarse resolu-

tion—atmospheric general circulation model. Changes

in the hydrological cycle will play an important role for

future climate changes, especially for changes in the

thermohaline circulation of the ocean (e.g. Stouffer

et al. 1989; Dixon et al. 1999; Mikolajewicz and Voss

2000; Gregory et al. 2005). Thus, an atmospheric gen-

eral circulation model (GCM) yields a more realistic

prediction of future changes in the hydrological cycle

than atmospheric components used in EMICs. The

computational cost of our earth system model is sub-

stantially reduced by the application of a periodically

synchronous coupling technique. The physical part of

the model consists of an atmospheric and oceanic

GCM with a simple dynamic/thermodynamic sea ice

component and a three-dimensional thermomechanical

ice sheet model. The biogeochemical model compo-

nents involve a dynamic vegetation model and a mar-

ine biogeochemistry model.

The outline of the paper is as follows: the earth

system model and the coupling between its compo-

nents are introduced in Sect. 2. For some key param-

eters, the simulated climate is compared with

observations. In Sect. 3, experiments with three dif-

ferent prescribed anthropogenic CO2 emission sce-

narios are described. The changes in atmosphere,

ocean, ice sheets, and the marine and terrestrial carbon

cycle are investigated and feedbacks between the dif-

ferent compartments are analysed. However, due to

the complexity of the model, not all results can be

described in detail in a single paper. So the idea is to

give an overview of the most relevant results in this

paper and leave a more in-depth going analysis of

specific aspects to a series of future papers (Schurgers

2006; Vizcaı́no 2006). In Sect. 4, the summary and

conclusion of this paper are given.

2 The earth system model

2.1 Model description

The physical core of the earth system model consists of

the atmospheric GCM ECHAM3 (Roeckner et al.

1992) and the ocean GCM LSG2 (Maier-Reimer et al.

1993). Additional components of the model are the

three-dimensional thermomechanical ice sheet model

SICOPOLIS (Greve 1997), the marine carbon cycle

model HAMOCC3 (Maier-Reimer 1993), and the

dynamical global vegetation model LPJ (Sitch et al.

2003). In this paper, only an overview over the cou-

pling of the ice sheet and terrestrial vegetation to the

other components will be given. More details will be

given elsewhere (Schurgers 2006; Vizcaı́no 2006). A

schematic diagram of the model is shown in Fig. 1.

The spectral atmospheric GCM ECHAM3.6 (Roe-

ckner et al. 1992) has a T21 resolution (roughly 5.6� in

grid point space) with 19 vertical layers. The prognostic

variables are vorticity, divergence, temperature,

humidity, surface pressure, and cloud water. The an-

nual and diurnal cycles of the solar irradiance are in-

cluded. The model time step is 40 min.

The ocean model LSG2, an improved version of the

LSG-model (Maier-Reimer et al. 1993), is used with a

horizontal resolution of 5.6� on two overlapping grids
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(64 · 64 grid points on an Arakawa E grid). The model

uses the standard set of approximations in hydrostatic

ocean models (Boussinesq, incompressibility). The

advection of momentum has been neglected in the

momentum equations. The thickness of the 22 vertical

levels varies with depth (50 m in the top layer to almost

800 m at 5,600 m depth). The model has a mass flux

surface boundary condition for salinity and the thick-

ness of the uppermost model level depends on the

time-varying sea level. The thickness of the bottom cell

is variable, thus allowing a smooth representation of

the topography. Due to the fully implicit formulation

of the model equations, the model can be run with a

time step of 1 month. In order to resolve more of the

short-term variability, a time step of 5 days was chosen

for the model. The thermodynamics of the surface

layer are calculated with a time step of 1 day in order

to give a consistent response to the atmospheric forc-

ing.

Several state-of-the-art sub-grid-scale parameteri-

sations have been implemented in the LSG2 model,

which were not included in the original LSG model

(Maier-Reimer et al. 1993). This includes the Gent

et al. (1995) parameterisation of the eddy induced

tracer transport with interactive calculation of the

coefficient (Visbeck et al. 1997). Vertical diffusivities

in the interior are Richardson number dependent

(Pacanowski and Philander 1981). To account for the

wind induced stirring at the surface a simple parame-

terisation is used: The input of energy is proportional

to the cube of the wind speed at 10 m height and de-

cays exponentially with depth. The penetration depth

is reduced in case of stable stratification. To better

account for the contribution of dense shelf waters to

the ventilation of the deep ocean, a simple parame-

terisation of slope convection is included: Water on the

bottom of a grid cell may also continue to convect on a

neighbouring grid point, if this grid point is deeper and

if the water mass stratification is unstable. The sub-

grid-scale parameterisations and their respective

parameter values are based on the set of parameteri-

sations implemented in the MPI-OM ocean GCM

(Marsland et al. 2003).

The advection of tracers is discretised using a second

order total variation diminishing scheme (Sweby 1984).

This scheme shows considerably smaller numerical

diffusion compared to the first order upwind advection

scheme in the original LSG, but almost without pro-

ducing the spurious oscillations typical for the classical

second order central differences scheme. Overshooting

is minimised using flux limiters derived from the ratio

between the first and second derivative.

The ocean model includes a simple dynamic sea ice

model. The advection velocity is the sum of the

velocity of the uppermost ocean layer and a wind-de-

rived component (2% of the wind velocity with geo-

strophic rotation of 19�). The advection of sea ice is

discretised with a first order upwind scheme. The piling

up of sea ice at coasts by steady onshore winds is kept

small by a diffusive term with a horizontal diffusion

constant of 2,000 m2/s.

A simple water conserving runoff model is included

in the ocean model. A constant bucket depth of 50 cm

is used everywhere. The time dependent transport

direction is determined using the direction of the

strongest topography gradient. Topography in the

model can change due to changes in ice sheet thickness

and isostatic rebound in response to former ice loads.

As the land–sea mask was derived from the atmo-

sphere model, some ocean points on the Arakawa E

grid do not have at least one adjacent ‘wet’ velocity

point (the necessary condition for a wet velocity point

Fig. 1 Schematic description
of the earth system model
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being that all four neighbouring scalar points need to

be wet). These grid points are treated as isolated lakes

with a constant depth of 50 m. North and South

America are connected by a barrier, Bering Strait is

open.

The coupling time step between atmosphere and

ocean is 1 day. The ocean delivers distributions of sea

surface temperature (SST) and sea ice, whereas the

atmosphere supplies fluxes of heat, momentum and

mass (water).

The three-dimensional dynamic/thermodynamic ice

sheet model SICOPOLIS (Greve 1997) is based on the

shallow-ice approximation (longitudinal stress gradi-

ents are neglected). It includes a formulation of isos-

tasy. A simple parameterisation of calving is included

in the model. For the experiments described later, a

horizontal resolution of 80 km has been chosen, and a

vertical resolution of 21 layers in the ice and 11 in the

lithosphere. The model is forced with surface temper-

atures, mass balance, geothermal heat flux, and sea

level changes. For the calculation of melting rates, a

degree-day method has been applied (Reeh 1991),

where the melting is proportional to positive (on the

Celsius scale) near-surface air temperatures. The

snowfall rates are calculated from seasonal precipita-

tion rates, converted into solid precipitation using the

near-surface air temperatures. The ice sheet model

SICOPOLIS is coupled to the other compartments of

the earth system model, supplying modifications of the

freshwater flux for the ocean/runoff model, of the

glacier mask for atmosphere and vegetation models,

and of the orography for the atmosphere and runoff

model. Details are given in Vizcaı́no (2006).

Our earth system model includes an interactive

carbon cycle consisting of the marine biogeochemistry

model HAMOCC3 and the dynamic vegetation model

LPJ, which also supplies surface properties for the

atmospheric GCM ECHAM. Details of this coupling

are presented in Schurgers (2006). The prognostic

atmospheric CO2 concentration is used for radiation

calculations in the atmosphere component of the ESM.

The dynamic global vegetation model LPJ (Sitch

et al. 2003) simulates the spatial distribution of ten

plant functional types (PFTs) over the earth, and

within each PFT four living biomass and three litter

carbon pools are defined. A grid cell can contain more

than one PFT, and has two common soil carbon pools.

For each PFT, photosynthesis (described according to

Farquhar et al. 1980) and autotrophic and heterotro-

phic respiration are the main processes determining

the carbon fluxes. Besides that, establishment and

mortality are modelled explicitly, as well as the phe-

nology changes over the year. The model calculates

surface properties of the land points such as back-

ground albedo, vegetation cover, and roughness length

which are then used in the atmosphere model EC-

HAM3. The model has an identical resolution to the

atmosphere model. The model fluxes of carbon are

used in the calculation of the atmospheric CO2 con-

centration. The time step for the coupling of ice sheet

and terrestrial vegetation with the other components is

1 year.

The marine carbon cycle model applied in this study

is basically the HAMOCC3 model (Maier-Reimer

1993; Winguth et al. 1994). The tracer fields are ad-

vected within the LSG2 model using the identical

advection scheme as for temperature and salinity.

Temperature, salinity, and sea ice fields for the calcu-

lation of biogeochemistry are taken from the ocean

model, incoming shortwave radiation and wind speed

from the atmosphere model. The atmospheric CO2

partial pressure and vertical gradients of carbon are

linked with three pumping mechanisms (Volk and

Hoffert 1985): The solubility pump with high solubility

at low temperatures, and two biological pumps, which

are the dominating ‘‘soft tissue pump’’ caused by the

formation of organic material and depletion of nutri-

ents and carbon in the surface water and the counter-

acting CaCO3 pump. Phosphate (PO4) is treated as the

only nutrient-limiting tracer for photosynthesis in or-

der to avoid the complication arising from denitrifica-

tion and N fixation. Export production (EP), the

amount of primary production transported from the

euphotic zone into deeper layers is parameterised by

the availability of light, temperature T (in �C), nutri-

ents (PO4), and vertical mixing v:

EP ¼ rðT;LÞ 50 m

m
PO4

2

PO4 þ P0
ð1Þ

with a growth rate r(T, L) following a formula of Smith

(1936). The temperature dependence follows Eppley

(1972). The light function g(L) = 0.005 Lsw uses the

downward shortwave radiation Lsw from ECHAM3.

P0 = 0.02 mmol m–3 is the nutrient half saturation

constant. Production of opal forming species is simu-

lated as function of EP and silica availability, and

CaCO3 production is controlled by export production

EP, the competing opal production, and by a temper-

ature (T) dependent formulation a/(1 + a) with

a = exp(0.1�C–1(T–10�C)).

Remineralisation of particulate organic carbon

(POC) is modelled according to a temperature and

oxygen dependent formulation. At the sea floor, the

carbon and silica budget is closed with a single layer

sediment module for opal, CaCO3 and POC. Model
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parameters have been optimised in order to reduce the

long-term drift, so that the accumulation of sediments

for the reference run is in near-equilibrium with input

from continental weathering. The assumption is made

that weathering rates, which are calculated from the

spin up integration, are to be constant for the time

scales of interest and do not depend strongly on cli-

mate, but the sedimentation rates do change with cli-

mate. Ocean biogeochemistry is calculated once per

month.

For very long integrations the model is, despite its

coarse resolution, still computationally very expensive.

More than 90% of the computer time is consumed by

the atmosphere model. On time scales longer than

decades, the memory of the physical system resides in

the slower components such as ocean and ice sheets,

whereas the long-term memory of the atmosphere is

rather small. Voss and Sausen (1996) have made use of

this and introduced the periodically-synchronous cou-

pling technique for atmosphere–ocean GCMs and

demonstrated that it works properly for problems with

long timescales (Voss et al. 1998). This approach has

been applied on various problems, e.g. for long-term

response to increased atmospheric CO2 levels (Voss

and Mikolajewicz 2001a), the effect of melt water input

on climate (Schiller et al. 1997; Mikolajewicz et al.

1997) and for the effect of insolation changes on

climate (Voss and Mikolajewicz 2001b).

The technique, as suggested by Voss and Sausen

(1996), is based on alternating periods of fully syn-

chronous integrations and periods where the ocean is

driven in stand-alone mode by fluxes from previous

synchronous integration periods. Voss et al. (1998)

used 15 months of synchronous integrations and

48 months of ocean-only simulations. With this peri-

odically-synchronous coupling, they achieved a reduc-

tion of the consumed computer time by a factor of

three compared to the fully synchronously coupled

model. Our attempts to obtain an even larger speed-up

by longer ocean-only simulations led to problems at

the ice edge with the build up of unrealistically thick

sea ice caused by the strong non-linearity in air–sea

heat flux at the ice edge. For the original choice of

parameters this effect is small, but it grows rapidly for

longer flux-only periods. For example, the oceanic heat

loss in winter can easily reach up to 1,000 W/m2 in grid

points with deep convection close to the sea ice edge,

but is substantially smaller in the presence of sea ice. If

during the synchronous period a grid point with cold

winds blowing from ice covered areas is kept ice-free

due to deep convection, the convection can shift loca-

tion in the ocean-only periods. Suppressed convection

in combination with the prescribed strong heat loss

then leads to an unrealistic build up of sea ice. In a fully

coupled simulation the presence of sea ice would re-

duce the air-sea heat exchange drastically and the cold

air would reach the next ocean grid point downstream,

where it either would initiate convection or ultimately

lead to the formation of sea ice.

The simplest model capturing this type of behaviour

is a two-dimensional energy balance model. This model

is formulated here as non-linear anomaly model. The

model simulations now consist of alternating periods of

the fully coupled model (2 years in the experiments

described in this paper) and of periods where all

models but the AGCM get their forcing from previ-

ously calculated synchronous forcing periods, but

where the heat fluxes for the ocean are adapted to the

actual state of the surface ocean (incl. sea ice) using the

non-linear EBM. For part of the simulations the length

of the simulation with atmospheric GCM is calculated

during the run depending on the degree of changes in

the surface ocean properties. A description of the

modifications in the periodically-synchronous coupling

technique can be found in Appendix 1. This method

has been validated by repeating simulations with a fully

synchronously coupled model (see Appendix 2).

2.2 Initialisation and control climate of the model

Starting from a previous model state, the model has

been run for more than 10,000 years with basically the

same unchanged parameters as in the experiments.

During this spin up simulation the flux corrections for

the ice sheet model have been calculated.

The atmosphere–ocean dynamical core of the ESM

runs with two flux corrections: an artificial freshwater

export from the North Atlantic/Arctic to the North

Pacific of 0.14 Sv and an additional easterly wind stress

in the tropical oceans. The additional freshwater ex-

port improves the state of the model substantially,

especially its representation of the Atlantic overturn-

ing circulation and oceanic heat transport. Due to its

coarse resolution and the only partially resolved syn-

optic variability, the atmospheric model produces too

strong a convergence of atmospheric moisture trans-

ports within the Arctic and the adjacent land areas. A

freshwater input of 0.4 Sv north of 60�N into the

Atlantic and the Arctic is simulated. This is clearly

above climatological estimates. Baumgartner and

Reichel (1975) give a value of 0.19 Sv. The simulated

runoff from Siberian rivers is 0.1 Sv, which is rather

realistic. The simulated runoff from North America

into the Hudson Bay and into the Labrador Sea is of

similar magnitude, caused by too high precipitation

over the north eastern US and Canada. The precipi-
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tation in the northeast Atlantic is overestimated as

well. The value of 0.14 Sv is motivated by keeping the

flux correction as small as possible and to maintain a

reasonable realistic ocean climate. For each day, the

sum of the positive net freshwater fluxes into the ocean

is calculated and a multiplicative factor (<1) deter-

mined, which is applied for positive values only in or-

der to avoid changes of the sign of the actual net

freshwater flux. In order to keep the impact on the

latitudinal distribution of moisture as small as possible,

the freshwater is exported to the North Pacific and

added uniformly there. A plot of the resulting fresh-

water flux correction together with the total net

freshwater flux into the ocean is shown in Fig. 2. The

freshwater input into the northern North Atlantic and

the Arctic is—in spite of the applied flux correc-

tion—somewhat larger than the climatological values.

The simulated atmospheric freshwater fluxes in the

other parts of the ocean lie within the uncertainty

spanned by different climatological estimates (Fig. 2c).

The second correction, the wind-stress correction, is

designed to improve the representation of the climate

in the tropics, especially the position of the intertrop-

ical convergence zone (ITCZ). Without any wind stress

correction, the model ended up in a state with a per-

manent El Niño and almost vanishing east–west SST

-90 -60 -30 0 30 60 90 -90 -60 -30 0 30 60 90
-1

-0.5

0

0.5

1

1.5

net freshwater transport [Sv]

-0.5

0

0.5

1

ESM
Hydrographic observations

Baumgartner & Reichel (1975)

global Atlantic

a

b

c

Fig. 2 a Net freshwater
forcing for the ocean model in
millimetre per month.
Positive values indicate flux
into the ocean. b Applied flux
correction in millimetre per
month. c Resulting northward
freshwater transport of the
ocean in Sv together with
observational estimates.
Hydrographic observations
according to Wijffels (2001)
and references therein
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gradient in the Pacific. The wind stress correction scorr

has been calculated with the following formulas:

sxcorr ¼ s0 expð�0:5/2Þ;
sycorr ¼ s0ð/=1:4Þ expð�0:5/2Þ;

ð2Þ

where s0 is the amplitude (–15 mPa), and u is the lat-

itude in degrees. The zonal component is additionally

reduced for the next two grid points west of land

points. The resulting correction pattern is shown in

Fig. 3b. In the tropics it mimics the effect of trade

winds; in high latitudes it is negligible. In comparison

to the mean momentum flux (see Fig. 3a), the size of

the flux correction is rather small. Between atmosphere

and ocean, no other flux corrections are applied. The

air–sea heat flux is not adjusted at all, thus avoiding

distortion in the non-linear dependence of heat fluxes

on SST and sea ice.

A flux correction has been applied for the interface

between atmosphere and ice sheets. The ice sheet

model is forced with anomalies of ECHAM3 relative

to the climate of the control run added to the ERA–40

climatology (Gibson et al. 1997). This applies for the

seasonal 2-m temperatures and the precipitation rates.

For the initialisation of the ice sheets, the ERA-40

climatology plus a time-dependent signal from the ice

cores of GRIP and Vostok has been used as atmo-

spheric forcing during two glacial cycles. Details of this

spin up are discussed in Vizcaı́no (2004).

In the following, the climate of the earth system

model is discussed. The model climate is derived from

a 2,250 year mean of the control run without anthro-

pogenic forcing with a mean atmospheric CO2 con-

centration of 279.5 ppm.

The zonal mean of atmospheric near surface tem-

perature is shown in Fig. 4a. The model’s simulated

climate has a cold bias in comparison to observations in

high latitudes and a warm bias in low latitudes. Espe-

cially in northern hemisphere winter, the model’s cli-

mate is 10 K colder over the Arctic. This bias is related

to the underestimation of wintertime clouds over the

Arctic. In the southern hemisphere, the temperature

errors are smaller and the simulated zonal mean sur-

face air temperatures lie within the range spanned by

different climatologies (Fig. 4a). The zonal mean pre-

cipitation is shown in Fig. 4b. In summer, the simulated

precipitation over the Arctic is about twice as strong as

in the observational estimates. The model underesti-

a

b

Fig. 3 a Long-term mean
wind stress forcing for the
ocean. b Applied flux
correction. Units are mPa.
The amplitude of the wind
stress is indicated by the
colour, the direction by the
arrows. No arrows are plotted
for amplitudes smaller than
10 mPa
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mates in summer the latitudinal variations in the sub-

tropics and strongly underestimates for all seasons the

precipitation at mid latitudes. In the tropics the mod-

elled precipitation lies within the band of observational

estimates. Near the South Pole, the model overesti-

mates precipitation as well.

In Fig. 5, the temperature of the uppermost level of

the ocean model (covering the top 50 m) and the devi-

ation from the WOCE global hydrographic climatology

(WGHC, Gouretski and Koltermann 2004) is shown.

The model overestimates the tropical SST by typically

1–2.5 K. In the coastal upwelling areas of the subtropics,

-90 -60 -30 0 30 60 90
0

2
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8

m
m

/d

ESM JJA
ESM DJF
GPCP DJF
GPCP JJA
CMAP DJF
CMAP JJA

precipitation [mm/day]

-90 -60 -30 0 30 60 90
-60

-40

-20

0
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gC
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NCEP DJF
CRU DJF
CRU JJA

air temperature [degC]

Fig. 4 Zonal mean near
surface air temperature (left,
in �C) and total precipitation
(right, in mm/day) together
with observations. NCEP
Kalnay et al. 1996, GPCP
Huffman et al. 1997, CMAP
Xie and Arkin 1997, CRU
Jones et al. 1999. Displayed
are values for climatological
summer (JJA) and winter
(DJF)

a

b

Fig. 5 a Climatological
model SST (temperature of
the uppermost level centred
at 25 m depth) in �C. b
Deviation from the WGHC
climatology (Gouretski and
Koltermann 2004) in K
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simulated SSTs are too warm. This is a consequence of

the underestimation of the stratocumulus clouds in the

atmosphere model, a well-known problem in coupled

atmosphere-ocean models (e.g. Chevallier et al. 2001).

The resulting overestimation of the surface heating by

solar radiation in the subtropical east Pacific and east

Atlantic in combination with the difficulties of coarse

resolution ocean models to represent the wind-driven

coastal upwelling properly lead to an underestimation

of the east–west temperature gradient at the equator.

The resulting underestimation of the easterly winds at

the equator leads to reduced upwelling and thus further

amplifies the underestimation of the zonal temperature

gradient. Due to this feedback, the flux correction of the

wind stress turned out to be necessary. In mid-latitudes,

the model simulates a too cold climate, typical errors are

3 K for the North Atlantic and 5 K for the North Pacific.

In the Southern Ocean, the temperature error is rela-

tively small.

The model reproduces the basic features of the near-

surface salinity (see Fig. 6). In order to avoid confusion

by model points that are treated as 50 m deep lakes

(due to the lack of adjacent velocity points without the

possibility to change the initial salinity), we show

salinity of the second model layer centred at 75 m

depth. Comparison with the WGHC climatology

(Gouretski and Koltermann 2004) shows that the

Atlantic is slightly too fresh and the Pacific slightly too

salty. The too salty and slightly too warm anomaly

south of Newfoundland is caused by the simulated path

of the Gulf Stream, which separates from the coast too

far north in the model. The Arctic is too fresh, typically

by more than 1& with values of more than 2& off

Siberia related to the too strong freshwater input into

the Arctic. The salinity error near Bering Strait is

smaller than in the other parts of the Arctic due to the

inflow of relatively well reproduced North Pacific sur-

face water. In the subtropical upwelling zones off

California and South America, the simulated near-

surface salinity is overestimated in comparison to cli-

matology. This is caused by the compensation of the

too strong solar heating by evaporative cooling.

The basic structures of the observed heat flux field

are generally reproduced by the model (Fig. 7a, b). At

the equator, the heat flux from the atmosphere to the

ocean is positive. Maxima are reached in the eastern

part of the basins. The modelled zone is broader than

in the NCEP reanalysis data (Kalnay et al. 1996),

a

b

Fig. 6 Climatological
distribution of modelled (a)
and difference between
modelled and observed
(interpolated from the
WGHC climatology) salinity
at 75 m depth (b).
Units are &
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which is a consequence of the coarse resolution of the

model. In the Pacific peak values exceed 125 W/m2; in

the Atlantic they are somewhat lower. The Pacific

values are quite realistic; in the Atlantic, they are

slightly too high. The model strongly underestimates

the heat uptake in the subtropical upwelling zones near

the eastern margins of Pacific and Atlantic. This results

because the coastal upwelling has not been well re-

solved in the model. In the North Atlantic, the model

reproduces the band of strong oceanic heat loss asso-

ciated with the Gulf Stream and its extensions into the

Nordic Seas. The heat uptake by the cold southward

flowing Newfoundland current is not reproduced in the

model. Close to Antarctica, the model simulates heat

loss. The basic structure of the oceanic heat transport

(Fig. 7c) is reproduced well in the model. The mod-

elled northward heat transport of the Atlantic reaches

almost 1 PW at 20�N, whereas the observational esti-

mates scatter around 1.2 PW (e.g. Ganachaud and

Wunsch 2003). At 48�N the model produces 0.57 PW

ocean heat transport, compared to 0.65 ± 0.25 PW

from Macdonald and Wunsch (1996) and

0.6 ± 0.09 PW by Ganachaud and Wunsch (2003). The

Atlantic northward oceanic heat transports is at almost

all latitudes lower than the observed values, but lies

almost everywhere within the (quite large) error bars.

-90 -60 -30 0 30 60 90 -90 -60 -30 0 30 60 90
-2

-1

0

1

2

3
ocean heat transport [PW]

-0.5

0

0.5

1

1.5

2

global Atlantic

a

b

ESM
Ganachaud and Wunsch 2003

Macdonald and Wunsch 1996
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Fig. 7 a Modelled
climatological air sea heat
exchange. Negative values
indicate heat loss of the ocean
in W/m2. b Mean net surface
heat flux from the NCEP
reanalysis (Kalnay et al.
1996). c Northward ocean
heat transport for the global
and Atlantic ocean in PW.
Displayed are the model
climate, results from inverse
models (Macdonald and
Wunsch 1996; Ganachaud and
Wunsch 2003) and direct
hydrographic observations
(Atlantic: Bacon 1997 at
55�N; Lavin et al. 1998 at
24�N; Klein et al. 1995 at
14.5�N; Speer et al. 1996 at
11�S; Saunders and King 1995
at 40�S; Holfort and Siedler
2001 at 30�S. The global
estimate is the sum of Bryden
et al. 1991 for the North
Pacific and Lavin et al. for the
Atlantic)
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The global ocean heat transport of the model agrees

well with the estimates.

The model shows a strong conveyor belt circulation

in the Atlantic with a peak value of the North Atlantic

deep water (NADW) overturning cell of 26 Sv and an

outflow of 20 Sv to the Southern Ocean (Fig. 8). This

cell is somewhat stronger than estimates from obser-

vations, which estimate the maximum overturning

around 20 Sv and the strength of the outflow of

NADW to the Southern Ocean between 15 and 20 Sv

(e.g. Schmitz 1995; Ganachaud and Wunsch 2000;

Talley et al. 2003). The strongest deviation from the

observed pattern is the absence of the Antarctic bot-

tom water (AABW) cell. This is an effect of the long

term mean presented here. At 30�S and 4 km depth,

the simulated decadal mean Atlantic overturning

stream function varies between an outflow of 3 Sv and

an inflow of 2 Sv of AABW. These variations are

connected to fluctuations in the formation rate of

AABW. The characteristic time scale lies at 400 years.

The underlying mechanism is the slow build up of

warm and deep salty water around Antarctica in times

of weak AABW formation. When this relatively warm

water reaches the surface layers, it gets strongly cooled

a

b

c

Fig. 8 Overturning stream
function for the global ocean
(a), Atlantic (b) and Pacific
(c). Units are Sverdrup.
Positive values indicate a
clockwise circulation
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and initiates a period with strong AABW formation.

The reason is most likely due to a relatively high

amount of freshwater input from the atmosphere,

which does not permit continuous AABW formation.

The presence of these long-term variations is inde-

pendent from being modelled in the fully synchro-

nously or in the periodically-synchronously coupled

mode.

The Northern Hemisphere ice sheets in the control

run have an area of 2.15 · 106km2. Beside the Green-

land ice sheet, minor ice caps are simulated in Sval-

bard, Iceland, and Baffin Island. According to Church

et al. (2001), the area of the Greenland ice sheet is

1.71 million km2, and the volume is 7.2 m sea level

equivalent (SLE). The simulated Northern Hemi-

sphere ice sheets volume is 8.6 m SLE. The main

deviations of the simulated ice sheets from the real

ones are found in northwest Greenland, where the ice

thickness is underestimated by several hundred meters

and in northeast Greenland, where the simulated ice

sheet extends onto the shelf areas. The central (in

longitude) part of the ice sheet is lower by 100–200 m

compared to observations.

The simulated Antarctic ice sheet area

(12.70 · 106 km2) exceeds the estimate of Church et al.

(2001) by 3%. Its volume (66.94 · 106 km3) is overes-

timated by 9%. All figures given here correspond only

to grounded ice (i.e. the area and volume of the ice

shelves have not been accounted for). The ice excess is

placed in West Antarctica and the area of the Amery

Ice Shelf. For further details of the control ice sheets,

see Vizcaı́no (2006).

3 Experiments

The model was forced with anthropogenic CO2 emis-

sions starting from the year 1751 (see Fig. 9). All other

forcings where kept constant as in the control run. Up

to year 2000, historic emissions were prescribed

(Marland et al. 2005; Houghton and Hackler 2002).

From the year 2001–2100, three different SRES emis-

sion scenarios have been used (Nakicenovic et al.

2001): the high emission scenario A2 peaking in

emissions of 29.1 Pg C year–1 in the year 2100, the

intermediate emission scenario A1B with peak emis-

sions of 16.4 Pg C year–1 in 2050 and a gradual

reduction to 13.5 Pg C year–1 in 2100, and the low

emission scenario B1 with peak emissions of

11.7 Pg C year–1 in 2040 and a strong reduction to

4.2 Pg C year–1 in the year 2100. As the scenarios were

developed only up to 2100, we assumed a gradual

reduction of the emissions after 2100 in all scenarios

using an exponential decay with a time constant of

150 years. Up to the year 3000 the scenarios result in

total emissions of 1,969 (B1), 3,812 (A1B) and

6,568 Pg C (A2). During the next 1,000 years the

emissions are very small and the total emissions in-

crease only very little to 1,970, 3,817 and 6,579 Pg C.

The historical emissions up to the year 2000 corre-

spond to a total value of 439 Pg C, of which 156 Pg C

originate from land use changes.

Analogously to previous studies (Friedlingstein

et al. 2003), the following simplified assumptions were

made for future emission scenarios: The land surface

model does not include land use changes and calculates

potential vegetation only (so changes in land use are

represented in the emissions, but not in the vegetation

distribution of the model). Anthropogenic nitrogen

sources were neglected, and sulphate emissions were

ignored. Moreover, the earth system model does not

consider changes in dust, although future changes in

the aerosol loading might be of importance for the

coupling between climate and marine biosphere

(Jickells et al. 2005).

3.1 Historical experiments 1751–2000

In order to discriminate between the signal and natural

variability of the system, an ensemble simulation was

carried out. The size of the ensemble simulations is

five, with the individual simulations starting from years

0, 200, 400, 600, and 800 of the control run with pre-

scribed anthropogenic CO2 emissions of 1751.

The resulting atmospheric CO2 concentration is

shown in Fig. 10a. In general, the model reproduces

the observed atmospheric CO2 concentration quite

well. The deviations between the model’s global mean

atmospheric CO2 concentrations and the observed

station measurements is, for most data points, less than

6.4 ppm, which corresponds to two standard deviations

of the atmospheric CO2 concentration calculated from

the control run (Fig. 10b). The only markable excep-

tion is the period between 1880 and 1940, where two

realisations underestimate the atmospheric CO2 con-

centrations by up to 15 ppm.

The average CO2 uptake for 1980–1989 is

2.2 Pg C year–1 for the ocean and 2.1 Pg C year–1 for

the terrestrial biosphere. For 1990–1999, uptake is

2.2 Pg C year–1 for the ocean and 2.7 Pg C year–1 for

the terrestrial biosphere. These values are in the upper

range of the OCMIP estimates for the ocean (1.5–2.2

Pg C year–1, Orr et al. 2001), and well within the range

of the IPCC budgets from the special report on land

use, land use change and forestry (ocean 2.0 ± 0.8 and

terrestrial biosphere 1.9 ± 1.3 for 1980–1989, ocean
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2.3 ± 0.8 and terrestrial biosphere 2.3 ± 1.3 for 1989–

1998, Watson et al. 2000).

In the year 2000, the simulated increase in terrestrial

carbon (relative to 1750) is 114 Pg C (using the mean

of the control run as reference). The net release of the

terrestrial biosphere (taking into account the pre-

scribed emissions from land use change) is 42 Pg C.

The spread of this value is quite large between differ-

ent members of the ensemble, extreme values of 32

and 56 Pg C occur.

In the year 2000, the model has simulated a warming

of 0.2 K in the global mean SST fields. The net oceanic

heat uptake for the five ensemble members lies be-

tween 0.07 and 0.18 PW. The response in global mean

near surface air temperature varies in the different

realisations between 0.15 and 0.57 K, with most reali-

sations between 0.3 and 0.45 K. The latest IPCC report

(Houghton et al. 2001) gives an estimate of the

warming of the global mean near-surface air temper-

ature of 0.6 K since the end of the 19th century.

However, the ESM does not include other anthropo-

genic greenhouse gases than CO2, and the effect of

aerosols is not included, either. Both effects are likely

to have influenced the observed climate change. The

periodically synchronous coupling technique could

have introduced an artificial delay in the simulated

response.

3.2 Future changes

The integrations were continued with forcing from

SRES CO2 emission scenarios A2, A1B, and B1

(Nakicenovic et al. 2001). Three ensemble runs were

carried out for scenarios A2 and B1, five for scenario

A1B. All simulations were integrated until the year

3000, and for each scenario at least one simulation was

prolonged until the year 5000 in order to achieve a

better estimate of the equilibration process of the

system. A list of the experiments is given in Table 1.

The effect of changing climate on the carbon cycle is

investigated in additional experiments, where the

radiative forcing in the atmosphere was calculated with

an atmospheric CO2 concentration of 280 ppm (B1-

280, A1B-280, A2-280). In one simulation (A2-NO-

ICE), the ice sheets are prescribed in order to estimate

the effect of ice sheets on future climate changes.

3.2.1 2001–2100

For 2100, the scenarios result in CO2 concentrations of

506 ppm (B1), 656 ppm (A1B), and 778 ppm (A2)

(805 ppm for the synchronous A2 experiment). Similar

studies with the A2 scenario reach 770 ppm (Dufresne

et al. 2002; Friedlingstein et al. 2003) and 732 ppm

(Govindasamy et al. 2005) for this time. The IPCC

(Houghton et al. 2001) provides estimates from two

different models, modelled atmospheric CO2 concen-

trations for 2100 are 549 ppm (B1), 717 ppm (A1B),

and 856 ppm (A2) for the ISAM model, and 540 ppm

(B1), 703 ppm (A1B), and 836 ppm (A2) for the Bern-

CC model. Our estimates of the atmospheric CO2

concentration are generally lower than the IPCC re-

sults, but our A2 estimate agrees quite well with the

results by Friedlingstein et al. (2003) and Govindasamy

et al. (2005). Uncertainties in the predicted CO2 con-

centration due to natural variability of the system can

be estimated from the standard deviations between the
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Fig. 9 Time series of prescribed CO2 emissions. Units are
Pg C year–1. Up to the year 2000, historical emissions are used;
between 2001 and 2100, the emissions follow SRES scenarios A2
(blue), A1B (red), and B1 (green). From 2101 onward, an
exponential decay with a time constant of 150 years is assumed
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Fig. 10 Top Time series of modelled and observed atmospheric
CO2 concentration, in ppm. Model experiment ‘‘_1’’ starts in
year 0 of the control run, ‘‘_2’’ in year 200, etc. Bottom
Deviations between observed and modelled atmospheric CO2

concentration. The grey bar indicates two times the standard
deviation from the control run
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ensembles, they are 2.8 ppm (B1), 11.2 ppm (A1B),

and 5.0 ppm (A2), averaged for the period between

2001 and 3000, compared to a standard deviation of

3.2 ppm for the control run. In the year 2100, the

simulated atmospheric CO2 concentrations in the

experiments without climate change are between 40

(A2-280 and A1B-280) and 20 ppm (B1-280) lower

than in the corresponding experiments with climate

change. The increase in carbon content for the year

2100 (compared to the preindustrial control run) is

567 Pg C for the terrestrial biosphere and 596 Pg C for

the ocean of the A2 scenario. Although our A2

experiments and the studies mentioned before agree

quite well on the atmospheric increase, the distribution

of carbon over terrestrial biosphere and ocean highly

differs: Dufresne et al. (2002) and Friedlingstein et al.

(2003) estimate 480 and 700 Pg C, and Govindasamy

et al. (2005) estimate 919 and 350 Pg C, for terrestrial

biosphere and ocean respectively. These differences

can be caused by differences in the models used for the

terrestrial and marine carbon storage, as well as by

differences in the predicted climate. The differences in

the terrestrial carbon storage in the experiments by

Govindasamy et al. (2005) and our experiments are

large. Both the LPJ model (Sitch et al. 2003) and the

IBIS vegetation model (Foley et al. 1996), as used by

Govindasamy et al. (2005), are known to react strongly

to CO2 fertilisation. However, the heterotrophic

respiration in the LPJ model reacts much more to

temperature changes than the IBIS model (Cramer

et al. 2001), which causes the combined effect (CO2

and climate change) to be stronger in the IBIS model.

The difference in temperature sensitivity of the climate

model could play a major role: whereas Dufresne et al.

(2002) show a global temperature increase of 3 K and

Govindasamy et al. (2005) show an increase of 3.2 K,

our experiments show an increase of only 1.6 K

(Fig. 11b) for the year 2100 compared to the pre-

industrial climate. This causes in our simulation the

(positive) CO2 fertilisation effect to be relatively

important compared to the (negative) effect of en-

hanced respiration due to higher temperatures.

3.2.2 Atmospheric CO2 concentration

The peak concentrations reached in these scenarios are

approximately 1,680 ppm (A2 near the year 2500),

855 ppm (A1B near the year 2330), and 520 ppm (B1

near the year 2200). In the simulations without climate

change, the peak concentrations are 1,249 (A2 near the

year 2380), 718 (A1B-280 near the year 2290), and

485 ppm (B1-280 near the year 2100). Thus climate

change reduces the ability of ocean and land vegeta-

tion/soil to take up anthropogenic carbon quite con-

siderably. The climate effect increases with higher CO2

concentrations. In the A2 scenario, the peak in in-

crease in atmospheric carbon content is 30% lower if

climate changes are neglected.

The atmospheric CO2 concentrations in the year

3000 end with 1,416 (A2), 665 (A1B), and 416 ppm

Table 1 List of experiments

Name Length Forcing Integration mode

CTRL 2,250 – 8/2 fixed until 1000
1001–2250 48/2 with cut off criterion

CTRLS 1,000 – Fully synchronous
A2_* 1,751–3,000/5,000 SRES A2 8/2 fixed until 3000

From 3001: 48/2 with cut off criterion
A1B_* 1,751–3,000/5,000 SRES A1B 8/2 fixed until 3000

From 3001: 48/2 with cut off criterion
B1_* 1,751–3,000/5,000 SRES B1 8/2 fixed until 1250

From 3001: 48/2 with cut off criterion
A2_1S 1,901–2,500 SRES A2 Fully synchronous
A2-NOICE 1,751–5,000 SRES A2 As A2_1, but ice sheets prescribed
A2-280 1,751–4,000 SRES A2 As A2_1, variable cut off criterion for entire experiment,

atmospheric radiation calculated with atmospheric
CO2 concentration of 280 ppm

A1B-280 1,751–3,000 SRES A1B As A1B_1, variable cut off criterion for entire experiment,
atmospheric radiation calculated with atmospheric
CO2 concentration of 280 ppm

B1-280 1,751–3,000 SRES B1 As B1_1, variable cut off criterion for entire experiment,
atmospheric radiation calculated with atmospheric
CO2 concentration of 280 ppm

Experiments with names ending with ‘‘_1’’ start in year 0 of the CTRL experiment, ‘‘_2’’ in year 200, ‘‘_3’’ in year 400, etc. A1B-on
refers to experiments A1B_2 and A1B_5, A1B-off to experiments A1B_1 and A1B_3
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(B1). In the experiments without climate change, the

corresponding values are 969 (A2-280), 556 (A1B-280),

and 396 ppm (B1-280). Our results confirm previous

studies about the importance of the climate feedback

on uptake of anthropogenic carbon (e.g. Friedlingstein

et al. 2003; Fung et al. 2005; Winguth et al. 2005).

3.2.3 Atmosphere and ocean climate

Averaged over the period 2801–3000, the simulated

global mean near surface air temperature has increased

by 4.9 (A2), 3.0 (A1B), and 1.3 K (B1) for the three

scenarios (relative to the climate of the control run

without anthropogenic forcing, see Fig. 11b). Using

these values to estimate the equilibrium climate sen-

sitivity of the coupled model, this yields a mean esti-

mate of 2.3 K for CO2 doubling. An exact estimate

would require a simulation with a perfect equilibrium,

which is not the case here, but the error is likely to be

small. This value is at the lower end of climate sensi-

tivities estimated from near-equilibrium runs from the

latest IPCC report (Houghton et al. 2001), where a

mean sensitivity of 3.5 K is given.

Between the years 3000 and 5000 the global tem-

peratures are very slowly decreasing. The trends are

typically around –0.4 K/1,000 years for the A1B and

A2 experiments, whereas the trend in the B1_1

experiment is not substantially different from the
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Fig. 11 Time series of
simulated integral model
quantities. a Atmospheric
CO2 concentration in ppm. b
Global mean near surface air
temperature in K. c Globally
integrated oceanic heat
uptake in PW. d Strength of
the North Atlantic
overturning stream function
at 30�N at 1,500 m depth in
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experiments, see Table 1.
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simulated long-term trends of the control run. These

weak temperature changes are caused by the counter-

balancing effects of the long-term response of surface

air temperature to the early CO2 increase and the

slightly stronger response to the slowly sinking atmo-

spheric CO2 concentrations related to the oceanic up-

take of anthropogenic carbon.

The global mean ocean heat uptake (see Fig. 11c) in

scenario A1B shows maximum values of 0.6 PW be-

tween the years 2100 and 2200, and decreases strongly

from the year 2400 onwards. In the A2 experiments,

maximum ocean heat uptake reaches approximately

0.9 PW in the year 2200. In the very moderate scenario

B1, the maximum ocean heat uptake does not exceed

0.4 PW close to the year 2100. In the year 3000 the net

ocean heat uptake in all experiments has decreased so

much that it lies almost within the range of variability

of the control run.

zThe changes in the meridional overturning circu-

lation of the North Atlantic (NAMOC, see Fig. 11d,

e) reveal a strong sensitivity on the scenario. In the

low emission scenario B1, the NAMOC is almost

unchanged during the entire experiment (maximum

reduction approximately 2–3 Sv). In the high emission

scenario A2 and in scenario A1B, the NAMOC in

year 2100 is reduced to values between 16 and 21 Sv,

compared to 21.5 Sv in the long-term mean of the

control run. The simulated weakening of between 0

and 25% in the individual ensemble members lies in

the lower half of the range for corresponding scenario

A1B simulations performed with various models.

Schmittner et al. (2005) report a mean weakening by

25% with an error bar of 25% for these simulations.

In all A2 simulations, however, the deep water for-

mation in the North Atlantic collapses completely in

the year 2250, and in year 3000 the NADW cell has

vanished. The extended simulation until the year 5000

shows no indications of a recovery. The experiments

forced with SRES emission scenario A1B behave

similar to the A2 experiments until the year 2100. In

the following years, however, the individual ensemble

members behave quite differently. The model re-

sponse ranges from experiments with a relatively fast

collapse to experiments with a temporary, moderate

reduction of the NAMOC. Here, the model is obvi-

ously close to a bifurcation point, the threshold for

the NAMOC seems to be close to 10 Sv. Whereas two

experiments make the transition during the strong

warming phase between the years 2150 and 2250, one

experiment crosses the threshold between the years

2600 and 2750, a period where the rate of change of

surface temperatures is already rather small. The

weakening of the NAMOC is always associated with a

much shallower NAMOC, indicated by the much

stronger reduction at 2,500 m than at 1,500 m.

Whereas the NAMOC at 1,500 m in the A1B_2

simulation has almost the same strength after the year

3000 as the control run, the NAMOC at 2,500 m (see

Fig. 11e) shows substantially reduced values. The

reduction and collapse of the deep convection in the

North Atlantic delays the global mean warming. This

is visible as a relative plateau in the time series of,

e.g. the A2 experiments between the years 2200 and

2350 (Fig. 11b).

In their atmosphere–ocean model, Manabe and

Stouffer (1994) report a collapse of the NAMOC of

several millennia duration for a 4 · CO2 experiment,

whereas a corresponding 2 · CO2 experiment showed

only a temporary reduction with slow recovery. In

corresponding experiments, Voss and Mikolajewicz

(2001a) achieved, in both cases, only a reduction

with slow partial recovery. The collapsed A2 simu-

lations correspond roughly to 5 · CO2 experiments,

whereas the atmospheric CO2 concentration in the

non-collapsing B1 experiments always stays below

the 2 · CO2 level. Mode transitions in the A1B

experiments occur between the 2· and 3 · CO2 lev-

els, but the A1B-on simulations experience, for some

time, atmospheric concentrations slightly higher than

three times the preindustrial control value of

280 ppm. Winguth et al. (2005) report a collapse of

the NAMOC for a 4 · CO2 experiment with the

present ESM, whereas the 2 · CO2 and 3 · CO2

experiments resulted in a weaker, but non-collapsed

NAMOC.

For the near surface air temperature, the B1 sim-

ulations show a distinct warming pattern (see

Fig. 12a). Over the ocean, the warming is roughly

1 K; over most of the land, the warming is between 1

and 2 K. Exceptions are the desert areas of North

Africa and Southwest Asia and the high northern

latitudes with a warming between 2 and 3 K. In the

northwest Pacific and close to the deep water for-

mation sites of the Southern Ocean, strong warming

is simulated due to reduced sea ice coverage. In the

southern Indian Ocean, the southeast Pacific, and

directly at the southeast coast of Greenland, areas of

slight warming or even cooling are simulated. In the

North Atlantic, these are the consequences of re-

duced deep convection. This pattern shows large

similarities with the warming pattern shown in the

IPPC report (Fig. 9, 10 in Houghton et al. 2001) for

the end of this century. Exceptions are the areas in

the northern Atlantic and the Southern Ocean, where

our simulation is much closer to equilibrium and thus

warmer.
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For scenario A1B temperature anomalies are shown

in Fig. 12b and c. The average of experiments A1B_2

and A1B_5 (henceforth also called A1B-on), which

both have a non-collapsed NADW cell, shows essen-

tially the same spatial pattern as in the B1 experiments,

but with stronger amplitude. The typical ocean warm-

ing lies between 2 and 3 K, and the land between 3 and

4 K. Sahara and high northern latitudes show, in many

places, more than 5 K warming. Over the ocean,

maximum warming occurs in the Ross and Weddell

Sea and in the northwest Pacific associated with a

strong reduction in sea ice cover.

The change in near surface air temperature in the

two simulations A1B_1 and A1B_3 (henceforth re-

ferred to as A1B-off) with a fast collapse of the

NADW cell is shown in Fig. 12c. The strong cooling

southeast of Greenland is absent in the A1B-on sim-

ulations. Strong warming is simulated in the northwest

Pacific (more than 8 K) and in the Ross Sea (>12 K).

These two regions are associated with enhanced con-

vection. In the North Pacific, a strong, relatively shal-

low overturning cell has developed with enhanced pole

ward oceanic heat transport (see below).

In the high emission A2 scenario, the NADW cell

collapses in all simulations. The surface warming pat-

tern (Fig. 12d) is very similar to the previously de-

scribed pattern of the A1B-off simulations. The Arctic

shows a mean warming of 8–9 K. Peak warming of

more than 11 K is simulated in Somalia, northeast

Canada, over the northwest Pacific, and in the Ross

Sea. The dry land areas in the subtropics show warming

signals of typically more than 7 K. Close to the

southeast coast of Greenland, a cooling of 5 K is sim-

ulated. In contrast to the collapsed A1B simulations,

Europe shows a warming everywhere due to the higher

CO2 concentration, but the warming over northwest

Europe is relatively small. The warming over the

oceans lies typically between 3 and 5 K.

The hydrological cycle is enhanced in all greenhouse

experiments. Averaged over the years 2801–3000, the

total amount of precipitation is increased by 3, 7 and

12% for scenarios B1, A1B, and A2, respectively. On

average, the hydrological cycle increases by 5.1% for

CO2 doubling, compared to 6.6% given in the IPCC

2001 report (Houghton et al. 2001). The rate of

enhancement in relation to the warming varies between

the experiments and increases with increasing warming:

2.0%/K in scenario B1 and 2.4% /K in scenario A2.

These values are consistent with the values found by

Voss and Mikolajewicz (2001a) for the ECHAM3.2/

LSG1 model. For this parameter, our model shows a

relatively high response compared to other models.

The change in atmospheric moisture transports be-

tween A1B_2 (an experiment with non-collapsed

NAMOC) and the control run is displayed in Fig. 13,

together with the climate of the control run. To first

order the changes in moisture transport in this simu-

lation reflect just an enhancement of the transport

pattern of the control run. Exceptions are the sub-

tropics and the Indian Ocean. The pole ward atmo-

B
1

A
1B

-o
n

A
1B

-o
ff

A
2

a

b

c

d

Fig. 12 Annual mean change in near surface air temperature for
B1 (a), A1B-on (b), A1B_off (c), and A2 simulations (d).
Displayed are ensemble averages over the years 2801–3000.
Units are K. Reference value is the climate of the control run
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spheric moisture transport is enhanced in all oceans.

As a consequence, the Arctic and the Atlantic north of

60�N receive 0.1 Sv more freshwater from atmosphere,

rivers, and Greenland; the Southern Ocean (south of

45�S) receives almost 0.2 Sv more freshwater. The

atmospheric moisture transport across North America

increases by 50%, adding 0.16 Sv additional freshwater

input to the Atlantic (see Table 2; Fig. 14top). In the

tropics, however, the Atlantic export across America

towards the Pacific is strongly enhanced. Together with

an additional net export across Africa, Asia, and by

transports towards the Southern Ocean, this almost

completely cancels out the increased import across

North America. The Atlantic north of 30�N and the

Arctic receive together almost 0.1 Sv more freshwater

input from anomalous convergence of atmospheric

moisture transports (see Fig. 14top). These changes in

interbasin moisture transports explain the weakening

of the NADW formation in the North Atlantic seen in

almost all experiments.

In the North Pacific, the anomalous atmospheric

moisture transports are divergent, associated with

anomalous net evaporation in this region. As a con-

sequence of these changes in atmospheric moisture

transport, the northwest Atlantic becomes fresher

(between 0.25 and more than 0.5&) and the North

Pacific becomes saltier (more than 0.5& in the north-

west Pacific, regionally more than 1&) (not shown).

The saltier surface waters reduce the vertical stability

in the northwest Pacific quite substantially.

In the experiments with collapsed NADW cell

(A1B-off), the convection in the northwest Pacific

gradually deepens and induces a shallow meridional

overturning cell. The associated ocean heat transport

leads to an additional surface warming in the northwest

Pacific (see Fig. 12), further enhancing evaporation. In

the North Atlantic, the colder surface temperatures

reduce evaporation. The resulting anomaly between a

simulation with convection in the North Pacific and a

simulation with convection in the North Atlantic is

a) Moisture transports CTRL b) Anomaly A1B_2 minus CTRL

c) Moisture transport anomaly A1B_1 minus
A1B_2

d) Precipitation minus evaporation A1B_1
minus A1B_2 [mm/month]

Fig. 13 Vertically integrated atmospheric moisture transports in
kg m–1 s–1. a Climate of the control run. The crosses indicate the
watersheds used for the calculation of interbasin transports in
Table 2. b Difference between A1B_2 (mean over the years
2801–3000) and control run. c Difference between A1B_1 and

A1B_2 (mean over the years 2801–3000). d Difference in
precipitation minus evaporation between A1B_1 and A1B_2
(mean over the years 2801–3000) in mm/month. Only every
second vector in each direction is shown
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shown in Fig. 13c and d. In the tropical Atlantic, the

ITCZ is shifted towards the southeast. This pattern is

quite similar to the shift of the ITCZ in experiments

with a collapsed NAMOC in atmosphere-ocean GCMs

(e.g. Manabe and Stouffer 1988; Schiller et al. 1997).

An additional moisture export from the North Pacific

into the Arctic and across North America into the

Atlantic is obvious. The main moisture source of the

anomalous atmospheric moisture transport is in the

northwest Pacific, the main sink in the northwest

Atlantic. In total this export amounts to approximately

0.07 Sv. This is a strong feedback destabilising the

present mode of ocean overturning circulation and

explains why the NAMOC remains collapsed in some

of the experiments.

In the more extreme scenario A2, changes in

atmospheric moisture transport are so strong (see

Fig. 14top) that all three ensemble members ended up

in the mode without NADW formation and a com-

pletely stagnating deep Atlantic (see Fig. 11d, e). To-

wards the end of the A2 experiments, the total

additional freshwater input into the North Atlantic

(north of 30�N) and the Arctic amounts to more than

0.2 Sv (see Fig. 14top). In experiment A2_1 the venti-

lation of the deep Atlantic from the south with AABW

starts around the year 3500. The magnitude of the melt

water input from the northern hemisphere ice sheets

(basically Greenland) is an order of magnitude smaller

than the input from changes in atmospheric moisture

transports (compare panels of Fig. 14). Peak values of

0.03 Sv are reached in exp. A2_1 around the year 3000.

Before the year 2500, when all but one collapses of the

NAMOC occur, the melt water input does not exceed

0.01 Sv. The experiment without interactive ice sheets

(A2-NOICE) shows basically the same behaviour as

the other A2 simulations. In a series of stabilisation

experiments at different CO2 levels with the present

model Winguth et al. (2005) did not see a difference in

the behaviour of the NAMOC in the experiments with

and without interactive ice sheets. Thus, the effect of

melt water input from Greenland has only minor

importance for the NAMOC in our simulations.

However, in the A1B simulations the melt water input

might have been important, as in the proximity of a

bifurcation point small causes can lead to large effects.

Stouffer et al. (2006) obtained a mean weakening of

the NAMOC of 30% with a melt water input of 0.1 Sv

in a recent model intercomparison study.

Jungclaus et al. (2006) or Swingedouw et al. (2006)

found a moderate reduction of the simulated NAMOC

Table 2 Vertically integrated
atmospheric moisture
transports into the Atlantic
catchment area north of 30�S

Data are averaged over the
years 2801–3000. The
watersheds are indicated in
Fig. 13a. Units are 1,000 m3/s

Arctic and Atlantic to 30�S (mSv) CTRL A1B_2–CTRL A1B_1–A1B_2

North America 329 164 61
South America –331 –68 –17
Atlantic across 30�S –363 –35 5
Africa 96 –25 –9
Asia –87 –36 12
Total input north of 30�S –355 –1 52
Total input north of 30�N 256 68 70

2000 2500 3000
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0.4

0.5

0.6

4000 5000

0.3

0.4

0.5

0.6

2000 2500 3000

0

0.02

0.04

4000 5000

0

0.02

0.04

Fig. 14 Time series of net
freshwater input in the North
Atlantic (north of 30�N) and
the Arctic (top) and the melt
water input from northern
hemisphere glaciers (bottom).
Displayed are running
averages over 20 years. The
unit for both panels are Sv.
For the colours of the
individual experiments, see
Fig. 11. Note the non-
constant scale of the x-axis!
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in case of an imposed/simulated melting rate of the

Greenland ice sheet of about 0.1 Sv, which is much

larger than the ice sheet melting simulated here.

Previous studies with GCMs gave quite different

estimates of the relative importance of changes in

atmospheric moisture transports in relation to the

warming effect for the weakening of the NAMOC.

Whereas Mikolajewicz and Voss (2000) have shown in

the ECHAM3/LSG1 model that the surface warming

contributes more to the weakening of the NAMOC

than the enhanced freshwater supply into the North

Atlantic, Dixon et al. (1999) arrived at the opposite

result for their model. Gregory et al. (2005) showed in

a model comparison that in most models the heat flux

effect on the NAMOC is stronger than the freshwater

effect. Latif et al. (2000) showed that their model did

not show any weakening of the NAMOC due to strong

moisture export from the tropical Atlantic to the

tropical Pacific leading to increasing upper ocean

salinity in the entire North Atlantic.

For each year and each experiment, the maximum

depth of convection has been determined in order to

elucidate the ventilation changes in the ocean (see

Fig. 15). Integrated over the area of the ocean this

yields an estimate of the amount of water which is in

contact with the surface mixed layer each year. The

absolute minimum value of this quantity is the

thickness of the surface layer (50 m) multiplied with

the area of the respective ocean basin. In the North

Atlantic, the time series reflect the same changes as

the time series of the overturning in the North

Atlantic (Fig. 11d). Changes up to the year 2100 are

moderate to small. Around the year 2200, the A2

experiments show a reduction to 30% of the unper-

turbed value within one century. In the collapsing

A1B experiments, this transition appears as well, al-

though somewhat delayed. All A1B experiments

show a shallowing of convection around the years

2200–2250 with at least a temporal halving of the

ventilated volume. The A1B-on simulations show

some recovery to intermediate levels of deep con-

vection, which is consistent with the shallowing of the

NADW cell in these experiments. Interestingly, a

sudden and strong reduction to less than 50% of the

unperturbed value occurs in experiment A1B_2 be-

tween the years 3000 and 3100. Thereafter, this

experiment recovers and reaches the same levels of

ventilation as the B1 experiment around the year

3300. The signal in the B1 experiments is quite small

with the strongest reduction by approximately 20%

between the years 2100 and 2400.

In the Southern Ocean, all climate change experi-

ments predict a weakening of the formation of AABW

(see Fig. 15b), with a strong reduction starting in the

21st century reaching minimal values between the

years 2200 and 2300. This behaviour can be explained

by the surface warming and the strongly enhanced

atmospheric freshwater input south of 45�S (0.2 Sv in

the A1B experiments). Minimal values of ventilated

volume in the B1 experiment are typically around 75%

and in the A1B and A2 experiments around 50% of the

control run values. The recovery is relatively slow.

Even in the year 5000, the ventilated volume is smaller

than in the control run. It should be noted that the

process of deep water formation on shelves is not very

well simulated in this model, as the shelves are not well

resolved. Thus the model forms most of its AABW by

open ocean convection.

In the North Pacific, the behaviour is more com-

plex (see Fig. 15c). Due to the surface warming, there

is initially a slight reduction of the ventilated volume

in all CO2 experiments. But as the model has no deep

convection in the North Pacific, this reduction is

smaller than in the North Atlantic. Due to a pole

ward shift of the west wind belt in the North Pacific,

the Kuroshio extends further northward (not shown).

After the collapse of NADW formation in the A2

experiments the temperatures in the North Atlantic

cool down substantially. This relative cooling

extends—similar to other climate simulations with

collapsed NAMOC (e.g. Schiller et al. 1997; Manabe

and Stouffer 1997)—over the entire Northern Hemi-

sphere. In winter, cold air outbreaks from Siberia

together with reduced freshwater input reinforce the

convection in the northwest Pacific. The effect is

similar in the A1B-off experiments, but the delay

between collapse in the North Atlantic and onset of

convection in the North Pacific is shorter due to the

weaker global mean warming. The area with convec-

tion deeper than 800 m, originally situated in the

centre of the North Pacific, spreads westward until it

reaches the coast. Around the year 2500, the associ-

ated shallow overturning cell develops rapidly. At this

time, the formation of deep water both in the North

Atlantic and in the Southern Ocean has been sup-

pressed for more than 300 years, resulting in a stag-

nant deep Pacific. Due to the amplified freshwater

fluxes, the meridional surface salinity gradient has

been enhanced in the North Pacific. The shallow

overturning cell advects this saltier subtropical water

masses northward into the convection region, further

enhancing the density of the water in the convective

cell and further amplifying the overturning cell which

gradually deepens to 2 km. The associated heat

transport into the northwest Pacific increases surface

temperatures and enhances evaporation, while the
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precipitation is largely unchanged. In the North

Atlantic, the effect is opposite. The onset of convec-

tion in the North Pacific and the collapse of North

Atlantic convection is stabilised by the anomalous

atmospheric moisture transports shown above for two

different A1B experiments, with a strong anomalous

moisture transport from the Pacific towards the

Atlantic.

At the end of the experiment A1B_1, the North

Pacific overturning cell reaches a strength of 18 Sv

and extends down to 2,500 m depth. The deep inflow

of AABW has a strength of 8 Sv. The deep Atlantic is

ventilated entirely from the south (6 Sv AABW). The

circulation pattern at the end of the A2_1 experiment

is similar, but the ventilation of the deep Atlantic is

still rather weak (2 Sv). A general enhancement of

the formation of intermediate water in the North

Pacific in case of a collapsed NAMOC cell has been

found in other atmosphere–ocean models before (e.g.

in an earth system model of intermediate complexity:

Wright and Stocker 1993 or in an atmosphere-ocean

GCM: Mikolajewicz et al. 1997). Saenko et al. (2004)

demonstrate the possibility of strong deep water for-

mation in the North Pacific in response to an imposed

negative freshwater flux perturbation in the North

Pacific.

3.2.4 Ice sheets and sea level

The evolution of the Greenland ice sheet is displayed

in Fig. 16a. Until the year 2200, the changes are rather

small. In the A1B-on experiments, a considerably re-

duced volume of the Greenland ice sheet is simulated

for the year 3000. This change corresponds to

approximately 0.9 m of global mean sea level. In the

A1B-off simulations, this reduction in Greenland ice

sheet volume is considerably smaller with approx.

0.2 m sea level equivalent (SLE). In the A2 experi-

ments, the volume is reduced by 0.6 m SLE. In the

following 1,000 years, the melting of Greenland is quite

substantial, reducing the volume of the Greenland ice

sheet to approximately two-thirds of its original value.

In the A1B-on experiments the volume is reduced by

1.7 m SLE; in the A1B-off experiments by only

0.3 m SLE. In the B1 experiments, the change in vol-

ume of the Greenland ice sheet is rather small, with a

reduction of 0.2 m SLE in the year 4000.

The distribution of changes in ice thickness is shown

in Fig. 17. At the end of this millennium, a strong

reduction in ice thickness near the coasts is simulated

in the A1B-on experiments. This is caused by enhanced

melting. The thickness in the interior of northern

Greenland is increased due to enhanced accumulation.
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Fig. 15 Time evolution of the
ventilated volume in m3 for
North Atlantic (a), Southern
Ocean (b), and North Pacific
(c). For the colours of the
individual experiments, see
Fig. 11. Note the non-
constant scale of the x-axis!
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Ice thickness at the south eastern tip of Greenland is

growing slightly for elevations above 2,000 m due to

stronger snowfall. The moderate warming, due to

weakened pole ward heat transport in the North

Atlantic, is too small to cause a substantial change in

melting. On the western and eastern flanks of the ice

sheet a few grid points become ice free. This pattern

amplifies during the next 1,000 years with a strong

reduction in ice thickness on the western, eastern, and

northwestern margin of the ice sheet. In the east and

the west, the ice sheet retreats by at least one grid point

(80 km). In the centre of North Greenland, ice thick-

ness is increasing by more than 50 m compared to

present values. In southeast Greenland, the area with

increasing thickness is almost unchanged after the year

3000. In the A1B-off experiments, the patterns of ice

thickness change differ significantly from the changes

in the A1B-on experiments. At the end of this mil-

lennium the reduction in ice thickness is strongest at

the eastern side of Greenland and almost negligible in

West Greenland. In contrast to the A1B-on experi-

ment, the main cause of the ice loss is not the enhanced

melting, but the reduced snowfall due to the cooling

associated with the collapse of the North Atlantic

overturning. At the coast of South Greenland, the

melting is strongly reduced causing a strong build up of

ice. Here accumulation rates increase. The lower

temperatures (partly due to the height effect) cause a
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Fig. 16 Time series of
different contributions to
global mean sea level rise. a
Northern hemisphere ice
sheets, b Antarctic ice sheet, c
global mean thermal
expansion of sea water, d total
global mean sea level rise.
Units are m. For the colours
of the individual experiments,
see Fig. 11. Note the non-
constant scale of the x-axis!
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higher fraction of the precipitation to fall as snow.

Thousand years later, the pattern of surface mass bal-

ance is essentially unchanged, but with increased

amplitudes. In West Greenland the ice sheet is even

advancing. The increase of ice thickness in the western

and southern margin of the ice sheet contributes to

explain the relative small reduction of the ice volume

seen in Fig. 16a.

In the A2 simulations the pattern of the changes in

ice thickness is relatively similar to the A1B-on

experiments. Except for southern Greenland, ice

thickness decreases at almost all margins. In the east-

ern and central part of Greenland, reduced snowfall in

the interior can explain the lowered thickness. This

effect also plays a role near the margin of the ice sheet.

In southern Greenland, increased precipitation rates

over the whole area and low melting rates at the

margins lead to larger ice thickness in elevated areas

and at several locations the ice sheet is expanding. In

the year 4000, the reduction in ice sheet thickness and

extent is drastic. An exception is southern Greenland,

where the thickness is almost identical to the thickness

1,000 years earlier.

The effect of the changes in ice sheets on the deep

water formation must be expected to be relatively

small. The additional freshwater input into the North

Atlantic is, in all experiments, dominated by the signal

from the changes in atmospheric moisture transports.

The effect of the melting of the Greenland ice sheet is

typically smaller by an order of magnitude. The total

additional freshwater input into the Arctic and North

Atlantic was 0.22 Sv at the end of the A2_1 experi-

ment, compared to 0.02 Sv input from Greenland

melting. This is confirmed by the results of the A2-

NOICE experiment without interactive ice sheets,

which behaves like the other A2 experiments (not

shown). However, in the A1B experiments, which are

close to a bifurcation point, the contribution of the

melting ice sheets might have influenced the ocean

circulation substantially. In stabilisation experiments

with the present model Winguth et al. (2005) show that

the inclusion of the effect of melt water from Green-

land has little effect on the evolution of the NAMOC.

The Antarctic ice sheet is growing in all green-

house simulations (see Fig. 16b). The accumulation in

the interior is dominating over enhanced melting at

A1B_2, 2801-3000 A1B_1, 2801-3000 A2_1, 2801-3000

A1B_2, 3600-4000 A1B_1, 3600-4000 A2_1, 3600-4000

Fig. 17 Changes in ice
thickness relative to the
control run. Top row
averaged for the years 2801–
3000, bottom row averaged
over the years 3600–4000.
Results are shown for one
A1B simulation with a non-
collapsed NAMOC (A1B_2),
one with a non-collapsed
NAMOC (A1B_1) and for
one A2 simulation (A2_1).
Units are m. Changes in the
ice mask relative to the
control run are indicated by
encircling in pink (ice sheet
retreat) and light blue (ice
sheet advance). Isolines of
surface topography are
plotted in black. Displayed
are the contours for 0 (land/
sea mask) and 2,000 m
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the coasts. It must be noted that the model does not

include an adequate treatment of ice shelves. A po-

tential disintegration of the West Antarctic Ice Sheet

due to a grounding line retreat caused by enhanced

basal melting on the ice shelves due to warmer ocean

temperatures (Warner and Budd 1998), cannot be

simulated. Other potentially important processes that

cannot be modelled with the present model are, e.g.

basal lubrication due to the transport of surface water

from summer melt through crevasses to the bottom of

the ice sheet (Zwally et al. 2002). The control run is

showing a slight drift of 0.2 m SLE in 1,000 years.

After the year 2200, the increase in volume is almost

linear in all experiments. In the A2 experiments, the

volume has increased by 3.2 m SLE. In the A1B

experiments, the increase lies between 2 and

2.2 m SLE and in the B1 experiment at 0.7 m SLE. A

more detailed analysis will be given elsewhere (Viz-

caı́no 2006).

Ridley et al. (2005) performed a 4 · CO2 experi-

ment, where HadCM3 was bi-directionally coupled to

a three-dimensional model of the Greenland ice

sheet. After 1,000 years, the Greenland ice sheet is

reduced to 40% of the initial volume. After 3,000

years, it is reduced to 4% of its original value. The

melt water has only a small effect on the NAMOC.

Maximum sea-level rise rates (5.5 mm year–1) are

reached over the first 300 years. Greve (2000) per-

formed several 1,000-year simulations with the

uncoupled three-dimensional ice sheet model SI-

COPOLIS and got a moderate reduction to 90% of

the initial volume of the Greenland Ice Sheet for an

uniform mean annual temperature increase of 3 K;

and almost complete disintegration (7 m SLE) for the

most extreme scenario with an assumed warming of

12 K. Alley et al. (2005) obtained sea level rises of 1,

2, and 3 m after 1,000-year simulations with the

model from Huybrechts and de Wolde (1999) for the

uniform increase in mean annual temperature, which

was obtained from an average of seven IPCC models,

in which the atmospheric CO2 stabilises at 550, 750,

and 1,000 ppm, respectively. Fichefet et al. (2003)

report a strong influence of the Greenland ice sheet

melt water discharge on the NAMOC until the year

2100, although the simulated melt water from

Greenland fluxes are comparable to the melting rates

obtained with our model (0.015 Sv). However, their

control run did show a considerable drift towards a

weaker NAMOC. It cannot be excluded that this re-

sult is affected by the model drift or that their model

is rather close to a bifurcation point of the NAMOC,

where even marginal changes in meltwater input can

cause a large impact.

Church et al. (2001) predict up to the year 2100 a

continuous growth of the Antarctic ice sheet, com-

pensating enhanced run-off from Greenland. Simula-

tions with a two-dimensional climate model coupled to

a three-dimensional ice sheet model by Huybrechts

and de Wolde (1999) show a moderate and constant

lowering of sea level, reaching 30 and 50 cm by the

year 3000 for 2· and 4 · CO2 experiments. In an

8 · CO2 scenario, the contribution to sea level rise is

positive, due to increased surface melting in the mar-

gins and to the effect of a warming ice shelf. Warner

and Budd (1998) and Huybrechts and de Wolde (1999)

showed that grounding line retreat along the major ice-

shelves could happen for basal melting rates >5–

10 m year–1, demising the West Antarctic Ice Shelves

after a few centuries.

Until the year 3000, the thermal expansion of sea

water leads to an increase of global mean sea level of

about 2 m in the A2 experiments, 1 m in the A1B runs,

and 0.25 m in the B1 runs (Fig. 16c). In the A1B-off

simulations, the onset of convection in the North Pa-

cific cools the ocean. This leads to a halving of the

thermal expansion in these experiments until the year

4000 and a slow decrease afterwards.

Figure 16d illustrates an unexpected change in glo-

bal mean sea level. In the A2 simulations, global mean

sea level rise peaks at roughly 0.9 m around the year

2700. For the remainder of these simulations, the glo-

bal mean sea level is slowly decreasing leading to 0.5 m

of global sea level rise in the year 5000. In the A1B-on

simulations the peak of 0.8 m is reached around the

year 3000. Between the years 3500 and 4000, the sea

level is falling rapidly due to the dominance of the

growth of the Antarctic ice sheet. In the year 4000, the

sea level is approximately 0.4 m higher than in the

control run. Thereafter the changes are rather small. In

the A1B-off simulations, the peak of 0.4 m is reached

in the year 2500, thereafter global mean sea level is

sinking. In the year 4000, it is 1.5 m lower than in the

control run due to the growth of the Antarctic ice

sheet. The net change in global mean sea level in the

B1 simulations is much smaller than in the other CO2

experiments.

The spatial distribution of sea level change at the

end of this millennium (averaged over the years 2801–

3000) is very different between the experiments (see

Fig. 18). The A2 experiments show a sea level rise

everywhere. Maximum sea level rise is simulated in the

northern North Atlantic and in the Arctic, where the

collapse of the deep water formation and the stable

stratification lead to a local sea level rise of typically

1.5 m. Maximal values of 1.8 m are simulated in the

Labrador Sea. In the northwest Pacific, the convection
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down to 2,000 m causes a minimum of sea level rise of

0.6 m. Common to all experiments, the lowest sea level

rise can be seen around Antarctica. This is a conse-

quence of the shift of the locations of convection. The

spatial pattern in the A1B-off simulations is very sim-

ilar, but the global mean value is substantially lower.

This can be explained by the similarity of the changes

in ocean circulation. The distribution of sea level

change in the A1B-on simulations is quite different:

The amplitude of regional differences of sea level

change is smaller due to the smaller changes in ocean

circulation relative to the control simulation. Rela-

tively high sea level rise is simulated in the Labrador

Sea (reduced NADW formation) and in low latitudes.

Minimal sea level rise is simulated at the coast of

Antarctica and in the northwest Pacific, the latter
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Fig. 18 Distribution of sea
level change averaged over
the years 2801–3000 for A2,
A1B_on, and A1B_off
ensembles. Displayed is the
anomaly relative to the
climate of the CTRL
simulation. Only dynamically
active grid points are
displayed. Units are m
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associated with a slight amplification in intermediate

water formation.

3.2.5 Carbon cycle

During the first centuries of all greenhouse experi-

ments, when the prescribed anthropogenic emissions

are strong, both ocean and terrestrial biospheres take

up anthropogenic carbon at comparable rates (see

Fig. 19). Initially, the terrestrial uptake is even slightly

larger (see Sect. 3.1). After the peak in atmospheric

CO2 concentrations has been passed, the amount of

carbon stored in the terrestrial biosphere levels off and

even starts to decrease slowly. Until the end of the

experiments, the carbon content in the ocean continues

to increase in all greenhouse experiments. At the year

4000, the increase in oceanic carbon content is

2,540 Pg C (A1B), 3,930 Pg C (A2), and 1,395 Pg C

(B1). The differences between the individual realisa-

tions of the A1B simulations are relatively small,

indicating that the strong changes of the MOC are

relatively unimportant. The numbers for the carbon

uptake of the terrestrial biosphere are 710 Pg C

(A1B), 1,025 Pg C (A2), and 360 Pg C (B1). In the

year 4000, the fraction of emitted carbon that remains

in the atmosphere increases substantially with

increasing emissions: Results range from 11% for the

B1_1 simulation up to 25% for the A2_1 experiment.

However, especially for the high emission scenario A2,

equilibrium is not yet reached in the year 4000 and the

ocean still takes up approx. 0.3 Pg C year–1 with the

long time constant of the deep circulation. Almost all

of this carbon stems from the atmosphere; the terres-

trial carbon storage is relative close to equilibrium.

The changes in ocean climate and circulation have a

marked impact on the export production in the ocean

(see Fig. 19d). From the year 2000 onwards, all CO2

experiments show a marked reduction in export pro-

duction similar to the results of previous studies (e.g.

Maier-Reimer et al. 1996). In the A2 experiments, the

total export production is reduced by 30% in the year

2500. The main reason for this reduction in produc-

tivity is the reduced nutrient availability in the

euphotic zone. Due to the surface warming, the deep

ocean has become stagnant. The nutrient content in the

deep ocean increases due to the accumulation of par-

ticulate organic matter from the surface and the re-

duced exchange with the upper ocean. The

consequence is a nutrient depletion of up to 30% in the

upper 1,055 m (see Fig. 19e). A similar effect has been

discussed in more detail in the paper of Winguth et al.

(2005), analysing experiments with prescribed CO2

concentrations. Towards the end of the experiments, in

all cases, the export production intensifies again.

Whereas in the B1 and A1B a similar level as in the

control run is reached, the high emission scenario A2

does not recover to more than 90% of the control run

level up to the year 5000, which is a consequence of the

substantial changes in ocean circulation. A two-

dimensional analysis of the changes in export produc-

tion (not shown) indicates a pole ward shift of the

production maxima at high latitudes due to warmer

SSTs. The reduction is strongest where the production

is strongest, especially in the upwelling zone of the

equatorial Pacific, where the export production is re-

duced in spite of enhanced wind-driven upwelling.

The change in vertically integrated carbon for both

land and ocean at the end of this millennium is shown

in Fig. 20. Carbon content increases almost every-

where, except for some land areas in the mid-latitudes

of the Northern Hemisphere. Here, warmer tempera-

tures enhance respiration. The reduced soil carbon

locally leads to a decrease of the total carbon content.

The simulated large increase in carbon content in all

scenarios for the regions north of 60�N is caused by a

pole ward shift of the boreal forest due to warmer

temperatures. Forest expansion can be seen as well for

the African and Indian monsoon regions, Australia,

and drier areas in North and South America. Only

some regions around the Mediterranean show a de-

crease in vegetation cover, because precipitation de-

creases here.

The increase of carbon content in the terrestrial

biosphere is mainly caused by the increased atmo-

spheric CO2 concentration. Off-line experiments with

the climate data of these experiments show that cli-

mate change has a negative effect on carbon storage

due to an increase in respiration in large areas, as was

reported in other coupled models (e.g. Cox et al. 2000;

Friedlingstein et al. 2001; Govindasamy et al. 2005;

Fung et al. 2005). However, in contrast to Cox et al.

(2000), on a global scale, the increased storage due to

CO2 increase in our model always dominates the de-

crease due to climate change. More details about the

simulated vegetation changes and the terrestrial car-

bon storage can be found elsewhere (Schurgers 2006).

The carbon content in the ocean increases strongest

in the North Atlantic. The signature of bottom

topography on the amount of carbon storage is obvi-

ous, at least in the Atlantic. This indicates that the

entire water column is exposed to higher carbon con-

tent. Three main mechanisms are contributing to the

carbon enrichment in the deep ocean: (1) physical

transport (advection, convection, mixing) of surface

waters that are highly enriched with anthropogenic

carbon (including changes of the solubility pump); (2)
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accumulation of particulate organic matter and CaCO3

shells sinking down from the surface ocean, and (3)

dissolution of marine sediments due to the more acidic

water. In the simulations without collapse of the

NADW formation, the first process dominates in the

North Atlantic. In the simulations with a collapsed

NAMOC cell, the deep waters of the North Atlantic

transform from a low nutrient/high oxygen water mass

into an oxygen depleted water mass enriched with

remineralised carbon and nutrients. In the A1B

experiments, the difference between the simulations

with and without collapse of NADW formation is

comparably small (compare Fig. 20b, c). The amount

of calcium carbonate in the sediment is reduced due to

dissolution caused by more acidic conditions in the

overlying water masses.

2000 2500 3000

0

1000

2000

3000

4000 5000

0

1000

2000

3000

2000 2500 3000

0

1000

2000

3000

4000

4000 5000

0

1000

2000

3000

4000

2000 2500 3000

0

1000

4000 5000

0

1000

2000 2500 3000

8

10

12

4000 5000

8

10

12

2000 2500 3000

500

600

700

4000 5000

500

600

700

a

b

c

d

e

Fig. 19 Time series of change
of carbon content in
atmosphere (a), ocean (b), and
land (c) compared to the
climate of the control run..
Units are Pg C. The panels
show global export production
(d) (in Pg C year–1) and
phosphate content (e) in the
upper 1,055 m of the model in
1012 mol. For the colours of
the individual experiments,
see Fig. 11. Note the non-
constant scale of the x-axis!
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Another maximum of oceanic carbon uptake is

associated with formation of subsurface water masses

around Antarctica. In the North Pacific, oceanic car-

bon uptake is relatively small or even slightly negative.

The deep water masses here show already in the con-

trol simulation a high enrichment with nutrients and
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Fig. 20 Anomalies in the
vertically integrated carbon
content for A2 (a), A1B_on
(b), A1B_off (c), and B1 (d).
Units are kg C/m2, data are
averaged over the years 2801–
3000. The oceanic data
include changes in the
sediment
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biogenic carbon. The amount of anthropogenic carbon

being advected to these regions with the newly formed

AABW is relatively small. The convection to inter-

mediate depths in the A2 and the A1B-off experiments

has mixed anthropogenic carbon down and brought

carbon enriched mid-depth water in contact with the

atmosphere, with respect to vertically integrated car-

bon both effects largely cancel each other. The mini-

mum of carbon uptake in the tropical eastern Pacific is

a consequence of the aforementioned strongly reduced

biological production in this area. This results both in

reduced accumulation of biogenic carbon and particu-

late organic carbon underneath as well as less accu-

mulation of organic sediment. The warmer surface

temperatures decrease the solubility of CO2 in the

surface waters. Thus, in both the A2 and the B1 sim-

ulations, the amount of carbon contained in these

ocean grid points is somewhat smaller than in the

control run (by up to 1 kgC/m2).

4 Summary and conclusions

A new earth system model consisting of the atmo-

spheric GCM ECHAM3, the ocean GCM LSG2, the

three-dimensional ice sheet model SICOPOLIS, the

marine biogeochemistry model HAMOCC3, and the

dynamic vegetation model LPJ was introduced. Some

important quantities of the model climate were com-

pared to observations. A modified version of the

periodically-synchronous coupling technique was

introduced and it was shown to work successfully. Due

to the resulting reduction in computational cost, it is

possible to perform long-term simulations of several

thousand years with a GCM-type earth system model

which hitherto have been performed with models of

intermediate complexity only.

The earth system model was forced with three dif-

ferent anthropogenic CO2 emission scenarios covering

the years 1751–3000. The scenarios follow the IPCC

emission scenarios B1, A1B, and A2, with an expo-

nential decay with a time constant of 150 years after

the year 2100. For each of these scenarios, an ensemble

of simulations was performed. Individual simulations

have been continued for another 2,000 years.

At the end of this millennium, the model simulates

increased atmospheric CO2 levels (416, 665, and

1,416 ppm). The atmospheric CO2 concentrations are,

at this time, slowly sinking due to negligible emissions

and ongoing oceanic carbon uptake. The climate

changes strongly reduce the ability of ocean and ter-

restrial biosphere to take up anthropogenic carbon.

Thus, the atmospheric CO2 concentrations obtained in

the year 3000 for the A2 scenario with and without

climate change are 1,416 and 969 ppm.

The model simulates, at the end of the millennium, a

global mean warming of 1.3, 3.0, and 4.9 K for the

three scenarios. The simulated atmospheric moisture

transports display enhanced convergence in the North

Atlantic. As a consequence, the NAMOC shows, in all

simulations, at least a temporal weakening. In the high

emission scenario A2, the NAMOC collapses without

any sign of recovery until the year 5000. The A1B

scenario brings the model very close to the bifurcation

point, with the NAMOC in three out of five simula-

tions collapsing. 4 · CO2 experiments with atmo-

sphere–ocean GCMs also show either a complete

collapse of deep water renewal (e.g. Manabe and

Stouffer 1994) or only a reduced ventilation of the

deep ocean (e.g. Voss and Mikolajewicz 2001a). Thus,

the predictions made on this aspect might be highly

model dependent, and it cannot be excluded that the

flux correction for freshwater fluxes applied in this

model might lead to a distortion of the bifurcation

diagram.

Whereas the warming pattern in the simulations

with non-collapsing NAMOC is rather similar to the

results obtained from other models (stronger warming

over land than over ocean, maximum warming in high

northern latitudes, moderate warming in the northern

North Atlantic and in the Southern Ocean), the sim-

ulations with a collapsed NAMOC lead to a substantial

cooling over the northern North Atlantic with some

extension to the north western European coasts.

For the Greenland ice sheet, the model simulated a

decrease in volume. This result is independent of the

choice of the emission scenario. The simulated melting

rates are, however, typically one order of magnitude

smaller than the additional freshwater input into the

North Atlantic due to changes in atmospheric moisture

transport. It is unlikely that they are the main driver of

the collapse of the NAMOC, but in the A1B simula-

tions, which are close to the bifurcation point of the

system, they could have been important. The volume

of the Antarctic ice sheet increases in all simulations.

The increase in accumulation in the interior due to

enhanced snowfall is stronger than the contribution of

enhanced melting near the coast. However, as the ice

sheet model does not include an adequate treatment of

the physics of ice shelves, a potential collapse of the

West Antarctic ice sheet could not be simulated

properly. The climate sensitivity of the atmosphere

model is relatively low. With a model with higher cli-

mate sensitivity, the simulated warming over Green-

land most likely would have been higher, leading to

higher melting rates.
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For the next 500 years, the model predicts an in-

crease of global mean sea level of up to 1 m. The

dominant effect is the thermal expansion of the ocean.

At least for the next 500 years, the contributions from

the Greenland and Antarctic ice sheets largely cancel

each other. In the year 4000 the changes in global mean

sea level relative to the control run scatter between

plus and minus 1.5 m. The collapse of the NAMOC

leads to a drastic reduction in Greenland melting, and

thus to an essential negative contribution of the cryo-

sphere to sea level rise dominated by the enhanced

accumulation over Antarctica. This also represents a

stabilising feedback for the NAMOC. In a warmer

climate, two partially compensating feedbacks modi-

fying the freshwater input into the North Atlantic act

on a collapsing NAMOC: An enhanced convergence of

atmospheric moisture transport and a reduction of the

melt water input from the Greenland ice sheet.

On longer time scales, the ocean is dominating the

uptake of anthropogenic carbon. Carbon content on

land increases, mostly due to the CO2 fertilisation ef-

fect. Warming leads to enhanced growth of boreal

forests in the north and enhances respiration of soil

carbon. The reduced ventilation of the deep ocean

leads to an accumulation of both nutrients and bio-

genic carbon in the deep ocean linked with reduced

biological production (by up to 30%) due to reduced

availability of nutrients in the euphotic zone. The re-

duced ventilation of the deep ocean as well as the

collapse of the NAMOC lead to reduced downward

physical transport of anthropogenic carbon, but also to

less upward transport of nutrient rich, high CO2 and

low oxygen waters. As a result of these compensating

effects, even the two-dimensional distribution of ver-

tically integrated additional carbon content reacts rel-

atively insensitive on a collapse of the NAMOC.

Climate change strongly reduced the ability of both

ocean and land to sequester anthropogenic carbon.

Thus, the simulated increase in atmospheric CO2

concentrations was up to 44% higher in comparison to

simulations neglecting the effect of climate change on

the carbon cycle.

Especially on time scales of several centuries and

longer, feedbacks between compartments not repre-

sented in atmosphere–ocean GCMs, which are the

traditional tools of climate research, become increas-

ingly important. Studies of long-term effects of

anthropogenic emissions of greenhouse gases will re-

quire the use of earth system models including ice

sheets, cycles of carbon and probably other elements.

The model simulations indicate the existence of an

important bifurcation point in the earth system. The

most likely SRES emission scenario, A1B, leads, in

some cases, to a collapse of the NAMOC with a

cooling over the North Atlantic; the higher emission

scenario A2 leads in all cases to a collapse of the

NAMOC. Interbasin atmospheric moisture transports

represent a feedback weakening the present mode of

thermohaline circulation. The simulated weakening of

the NAMOC in a typical IPCC setup until the year

2100 was rather moderate. This calls for comparable

experiments with more models, in order to estimate the

likelihood of potentially crossing the threshold of

irreversible climate changes. The warming caused by

the anthropogenic CO2 emissions is an almost perma-

nent feature and the cooling process after the peak

CO2 concentrations have been reached is a very slow

process with time scales much longer than 1,000 years.
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5 Appendix 1: Periodically synchronous coupling

technique

During the synchronous simulation periods the air sea

coupling coefficient a0 is calculated as a function of sea

ice thickness and sign of the heat flux according to

a0 ¼

30 Wm�2K�1

in case of surface melting/abscence of sea ice

for all other cases

min 30,
2 m

0:0666667 mþHice

� �
Wm�2K�1

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð3Þ

The net air–sea heat flux Fho and the surface tem-

perature of the ocean T0 are stored daily for all grid

points additionally to mass and momentum fluxes. For

simplicity we introduce like Rahmstorf and Willebrand

(1995) an effective restoring temperature T* such that

Fh0 ¼ a0 ðT� � T0;oldÞ ð4Þ

In the ocean only periods a new effective coupling

coefficient an is calculated from Eq. 3 using actual ice
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thickness Hice and air–sea heat flux Fh0. A perturbation

atmospheric temperature Ta is introduced:

cadTa=dt¼�kTaþAhDTa�a0;newTa

�ðða0;new�a0;oldÞT� �a0;newT0;new�a0;oldT0;oldÞ;
ð5Þ

where ca (=3 · 106 Wsm–2 K–1) represents the effective

heat capacity of the lower troposphere. The first term

on the right hand side is a linear damping with a coef-

ficient of 2 Wm–2 K–1 representing the weak radiative

negative feedback on large-scale surface temperature

anomalies. The horizontal exchange is entirely diffusive

with a diffusion constant Ah of 2.5 · 106 m/s2. The third

term represents the heat loss of the anomalous air

temperature to the ocean. The bracket assembles terms

stemming from anomalies in the air–sea heat flux due to

changes in ocean conditions relative to the conditions

where the original heat flux has been calculated. The

values follow Stone and Miller (1980). The behaviour of

this equation has been discussed in detail in Marotzke

and Pierce (1997). Equation 5 for Ta is solved implic-

itly. The freshwater and momentum fluxes from the

previous synchronous integration periods are used

without further modifications.

Using the forcing of only 1 year repeatedly would

lead to a strong model drift in the ocean only periods

due to rectification processes and to an unrealistic

variability in the ocean due to the ocean being exposed

for a long time to anomalies stemming from interan-

nual variability. In order to represent both the mean

climatological forcing and its variability reasonably

well, several years of data have to be used repeatedly.

Whereas the representation of the mean and variability

becomes better with increasing number of years, this

introduces an artificial delay in case of changing cli-

mate, too. Experiments showed that an archive length

of 8 years seems to be the minimum length in order to

obtain an acceptable approximation of the mean cli-

mate and variability without large artificial model drift

in the ocean-only simulation periods.

Two different approaches have been used for the

length of the ocean-only periods. The simplest approach

uses fixed lengths of the synchronous and ocean-only

periods. In this paper, we used alternating periods of two

synchronous years and eight ocean-only years. Com-

pared to the fully coupled model this is 4.7 times faster.

An alternative approach yielding an even higher reduc-

tion in computer time involves an interactive calculation

of the length of the ocean-only period from the actual

state of the ocean. The model is switched into the fully

synchronous mode with atmospheric GCM only when

SST and sea ice properties are very different than the

ones used for calculation of the atmospheric forcing. As

this involves a yes/no decision for a rather complex

problem, thus some subjectivity is unavoidable. The

anomalous air-sea heat flux is used for calculating this

criterion. The quantity chosen to calculate is a global

mean of the squared anomalous heat flux. If the sum

over the time since the beginning of the ocean-only

period, where older values are discarded with an

e-folding time of 1 month, exceeds a cut off value (in this

study: 3,600 W2m–4), the surplus is added to a final cut

off criterion. If this exceeds another predefined cut off

value (in this study: 360 · 3602 W2m–4), the ocean-only

integration is stopped and the atmospheric forcing is

calculated again interactively by the atmospheric GCM.

The second variable was introduced in order to guar-

antee that only long-term mismatches in ocean surface

conditions lead to a stop of the ocean-only integrations

and to make the response function more stiff. This

approach allows to choose the weighting between the

potential inaccuracies and artificial delays and the

required computer time. In any case, strong changes in

air-sea heat flux, especially at the sea ice edge, switch the

mode of integration and the atmospheric GCM is swit-

ched on more often. Ocean-only periods without sub-

stantial change in oceanic surface conditions can reach a

predefined maximal length (48 years in this study).

For the land vegetation model LPJ and for the ice

sheet model SICOPOLIS a similar approach is adop-

ted, but the decision for a potential end of the simu-

lation period without atmospheric GCM is made in the

ocean model. During the periods of fully interactive

coupled simulations, atmospheric forcing data for LPJ

and SICOPOLIS are stored and used during the sub-

sequent simulation periods where the ocean is driven

by an energy balance model.

The validity of this method has been tested by

repeating some simulations with a fully synchronously

coupled model. The results are discussed in Appendix 2.

6 Appendix 2: Synchronous versus periodically

synchronous coupling

In order to be useful, the periodically synchronous

coupling technique has to reproduce the climate of a

fully synchronous integration, and it should only have a

small effect on the transient behaviour of the coupled

system. The climate of the 1,000-year fully-synchro-

nous integration CTRLS differs only marginally from

the climate of the 2,250 periodically-synchronous con-

trol integration CTRL. The difference in climate of the

surface temperature between the two experiments is

shown in Fig. 21a. Positive values of up to 0.2 K are
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simulated in the northern subtropics; negative values

with a peak value of 0.6 K in the Southern Ocean.

These deviations are related to the long-term varia-

tions in the formation of AABW and the resulting

changes of the MOC in the oceans. For comparison,

the standard deviation of 1,000-year means of calcu-

lated from a 10,000 year long control run without

interactive ice sheets is shown in Fig. 21b. The differ-

ences between the climates of the fully-synchronous

and the periodically synchronous integrations exceed

only in few places one standard deviation of the long-

term variability. For the first 1,000 years of the syn-

chronous and the periodically synchronous coupled

simulations, the difference in the global mean SST is

0.01 K, but fluctuations of 1,000-year means in the

10,000-year integration with fixed ice sheets show peak

to peak fluctuations of more than 0.15 K.

In order to test whether the periodically synchro-

nous coupling technique induced any artefacts on the

simulated climate signals, one part of experiment A2_1

was repeated with a fully synchronously integrated

model. The simulation A2_1S covers the years 1901–

2500, and thus the entire period with strong changes in

the surface conditions. Comparison of the different

time series for the synchronous A2_1S integration and

the periodically synchronous A2 simulations shows

that the synchronous integration has very similar

behaviour as the periodically-synchronously coupled

integrations. This is true for all oceanic quantities like,

e.g. global mean near surface air temperature, ocean

heat uptake, and time series of meridional overturning

(see Fig. 11). There is a slight delay introduced by the

periodically synchronous coupling, especially for the

collapse of the NAMOC. Whereas the forcing of

temperature seems to work quite well with the energy

balance treatment, there is a systematic delay in the

application of changes in atmospheric moisture trans-

ports, as the data in the archive correspond to years

with lower temperatures and CO2 concentrations. As a

consequence, the periodically-synchronous coupling

leads to a delay of roughly two decades with respect to

the response of the system to changes in atmospheric

greenhouse gas composition, which can be seen most

clearly in the biogeochemical components of the model

(see Fig. 19a–c). The collapse of the NAMOC shows

the same superimposed multidecadal oscillations for all

a
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Fig. 21 a Difference in the
climate of 1,000 year long
synchronous control
integration CTRLS and the
periodically synchronous
control integration CTRL. b
Standard deviation of 1,000
year means from a 10,000
yearlong control integration
with prescribed ice sheets.
Units are K
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A2 experiments, an indication that the dynamics of the

transitions are treated adequately in the periodically-

synchronous case.

The CO2 concentration in the atmosphere in the

periodically-synchronous simulations is slightly lower

than the synchronous simulation (up to approximately

50 ppm around the years 2300–2500). For the periods

without calculation of an atmospheric GCM in the

periodically-synchronous coupling, the land vegetation

model was forced with somewhat too low temperatures

during the period of rapidly rising atmospheric tem-

peratures (because of the forcing with climate data

from the archive), and took up slightly too much car-

bon. A similar delay can be seen in the ice sheet model.

However, the focus of this paper is on centennial to

millennial scale changes and the bias from the coupling

technique is, for most parameters, within the error bars

set by natural variability. Thus, we conclude that the

coupling technique is appropriate in order to address

the objectives of this study.
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