
Xiaolan L. Wang Æ Val R. Swail

Climate change signal and uncertainty in projections
of ocean wave heights

Received: 10 August 2005 / Accepted: 23 September 2005 / Published online: 9 November 2005
� Springer-Verlag 2005

Abstract In this study, projections of seasonal means
and extremes of ocean wave heights were made using
projections of sea level pressure fields conducted with
three global climate models for three forcing-scenarios.
For each forcing-scenario, the three climate models’
projections were combined to estimate the multi-model
mean projection of climate change. The relative impor-
tance of the variability in the projected wave heights that
is due to the forcing prescribed in a forcing-scenario was
assessed on the basis of ensemble simulations conducted
with the Canadian coupled climate model CGCM2. The
uncertainties in the projections of wave heights that are
due to differences among the climate models and/or
among the forcing-scenarios were characterized. The
results show that the multi-model mean projection of
climate change has patterns similar to those derived
from using the CGCM2 projections alone, but the
magnitudes of changes are generally smaller in the
boreal oceans but larger in the region nearby the Ant-
arctic coastal zone. The forcing-induced variance (as
simulated by CGCM2) was identified to be of sub-
stantial magnitude in some areas in all seasons. The
uncertainty due to differences among the forcing-sce-
narios is much smaller than that due to differences
among the climate models, although it was identified to
be statistically significant in most areas of the oceans
(this indicates that different forcing conditions do make
notable differences in the wave height climate change
projection). The sum of the model and forcing-scenario
uncertainties is smaller in the JFM and AMJ seasons
than in other seasons, and it is generally small in the
mid-high latitudes and large in the tropics. In particular,
some areas in the northern oceans were projected to
have large changes by all the three climate models.

1 Introduction

Changes in the Earth’s climate occur as a result of both
internal variability within the climate system and exter-
nal factors. The external factors can be anthropogenic or
natural. The increasing concentration of atmospheric
greenhouse-gases (due to anthropogenic emissions)
tends to warm the surface and lower atmosphere of the
Earth, while an increase in some types of aerosols tends
to cool them (Houghton et al. 2001). Natural factors,
such as changes in solar output or explosive volcanic
activity, can also cause radiative forcing and hence
influence the Earth’s climate.

Complex physically-based climatemodels are required
to provide detailed estimates of feedbacks and regional
features in the climate system. Although confidence in the
ability of these models to provide useful projections of
future climate has improved due to their demonstrated
performance on a range of space and time-scales, the
present-day climate models cannot yet simulate all as-
pects of climate (Houghton et al. 2001). For example,
there are particular uncertainties associated with clouds
and their interaction with radiation and aerosols.

Actually, there are several levels of uncertainty in the
generation of ‘‘regional’’ climate change information
[including generation of parameters/elements that are
not directly available from the output of atmosphere–
ocean general circulation models (AOGCMs), such as
ocean wave heights]. The first level of uncertainty is
associated with alternative scenarios of future emissions,
their conversion to atmospheric concentrations and the
radiative effects of these. This level of uncertainty is also
associated with social and technological developments.
The second level of uncertainty is related to the simu-
lation of the transient climate response by AOGCMs for
a given emission (forcing) scenario. The final level of
uncertainty occurs when the AOGCM data are used to
generate ‘‘regional’’ climate change information. In this
regard, uncertainties are associated with imperfect
knowledge and/or representation of physical processes,
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limitations due to the numerical approximation, sim-
plification and assumptions in the models and/or ap-
proaches, and inter-model or inter-method differences in
the simulation of climate response to given forcing
conditions (Houghton et al. 2001).

Besides, climate model simulations are a combination
of a forced climate change component together with
internally generated natural variability. The internal
variability of the global and regional climate system
adds a further level of uncertainty in the evaluation of a
climate change simulation.

As an important element of the climate system, ocean
wave heights (among many other ocean surface charac-
teristics) could be affected by anthropogenic forcing.
However, ocean wave heights are not directly available
from the output of global climate models. Useful pro-
jections of future wave height climate need to be pro-
duced through dynamical or statistical ‘‘downscaling’’
approaches, just like other regional climate change
information. Therefore, there are various sources of
uncertainty in the generation of ocean wave height cli-
mate change projections. Using projections of future
climate made with the Canadian coupled climate model
CGCM2 for the IPCC IS92a and the SRES (special re-
port on emissions scenarios; Nakicenovic and Swart
2000) A2 and B2 forcing-scenarios, Wang and Swail
(2005) and Wang et al. (2004a) produced ocean wave
climate change scenarios for the northern hemisphere
oceans for the twenty-first century. Their results show
that significant changes can be anticipated in both the
North Atlantic and the North Pacific under all the three
forcing-scenarios. The rate and sign of the projected fu-
ture wave height changes are not constant throughout
the century; and in some regions, these appear to be quite
dependent on the forcing conditions. The rate of change
appears to have a positive relationship with the rate of
increase in the greenhouse-gases forcing (Wang and
Swail 2005). These among-scenarios differences lie within
the first level of uncertainty mentioned above. The exis-
tence of these various sources of uncertainty requires us
to characterize the uncertainty, to evaluate the level of
confidence in a ‘‘regional’’ climate change simulation.

One of the criteria to evaluate the level of confidence
in a ‘‘regional’’ climate change simulation can be based
on how well the climate change simulations converge
across models and methods (Houghton et al. 2001).
Aiming to characterize the emission-scenario and
AOGCM related uncertainties (i.e., the first and second
levels of uncertainty), to provide a better estimate of the
projected climate change of ocean wave heights, this
study made and analyzed projections of ocean wave
heights using projections of future climate conducted
with three coupled AOGCMs, for the IS92a, A2 and B2
forcing-scenarios.

The rest of this paper is organized as follows. The
data sets and methodologies are briefly described in
Sects. 2 and 3, respectively. The estimates of climate
changes projected by the three climate models combined
are presented in Sect. 4. The relative importance of

forcing-induced variance and the emission-scenario and
AOGCM related uncertainties in the wave height cli-
mate change projections are discussed in Sects. 5 and 6,
subsequently. This study is completed with a summary
and some discussions in Sect. 7.

2 Datasets

It has been shown that, on the monthly/seasonal time
scale, significant wave height (SWH) variations in the
northern hemisphere oceans over the past four decades
are closely associated with contemporaneous mean sea
level pressure (SLP) variations in the region (Wang and
Swail 2001, 2002; Kushnir et al. 1997). Such relation-
ships between wave height statistics and SLP fields have
been used to make projections of wave height climate
change scenarios (Wang et al. 2004a; Wang and Swail
2005; WASA Group 1998; von Storch and Reichardt
1997). Similar ‘‘downscaling’’ approaches as in Wang
et al. (2004a) were adopted in this study. The SLP–SWH
relationships in each season were represented by a pair
of regression models, one for seasonal means of SWH,
another for seasonal extremes of SWH. Thus, observa-
tions of seasonal SLP quantities, and of seasonal means
and maxima of SWH are needed to train the regression
models. Seasonal means and maxima of SWH were de-
rived from the ERA-40 wave data for 1958–2001 (Up-
pala 2001; Caires et al. 2004a), which are available at
six-hourly intervals on a 1.5�-by-1.5� lat/long grid over
the oceans. Similarly, monthly and seasonal mean SLP
fields were derived from the six-hourly SLP of the ERA-
40 reanalysis for 1958–2001 (Uppala 2001; Simmons and
Gibson 2000; Gibson et al. 1996), which are on a global
2.5�-by-2.5� lat/long grid. Then, the monthly squared
SLP gradients (i.e., sum of the squared zonal and
squared meridional SLP gradients, which is propor-
tional to wind energy) were also calculated from
monthly means of SLP, and subsequently seasonally
averaged. Further, we refer the 30-year period from 1961
to 1990 as the baseline period, and the baseline period
mean field, as the baseline climate. The baseline climate
of the ERA-40 seasonal mean SLP (or SLP gradient
index) was subtracted and the remaining quantities (i.e.,
anomalies) were used as predictors when training the
regression models. In other words, the predictors are
anomalies of seasonal mean SLP and SLP gradient in-
dex relative to their baseline climates. Thus, projections
of future anomalies of the SLP quantities (i.e., AOGCM
simulated SLP quantities minus its baseline climate as
simulated by the same AOGCM) are needed to feed into
the regression model to make projections of the pre-
dictand (i.e., seasonal means and maxima of SWH).
These were obtained as follows.

First, projections of future seasonal mean SLP and
SLP gradient index were obtained from three coupled
AOGCMs simulations for the IS92a, A2, and B2 forc-
ing-scenarios (downloaded from the IPCC Data Distri-
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bution Centre web-site: http://ddcweb1.cru.uea.ac.uk/
asres/gcm_data/GCM_data.html). The three climate
models are: the Canadian CGCM2 (Flato and Boer
2001), the Hadley Centre’s HadCM3 (Gordon et al.
2000), and the ECHAM4/OPYC3 of the Max-Planck-
Institut (Roeckner et al. 1996a, b). These models were
selected because they have similar resolutions among the
global climate models that have climate change projec-
tions for the IS92a, A2 and B2 forcing-scenarios for a
common period of considerable length (cf. the IPCC
Data Distribution Centre web-site; the spatial resolution
of the data is given below). For each of the three forcing-
scenarios, three integrations with the same forcing but
different initial conditions were run with CGCM2, but
only one integration was run with each of the other two
climate models. The IS92a scenario simulations with
CGCM2 and HadCM3 cover the period 1900–2100, but
with ECHAM4/OPYC3 it covers the period 1860–2049.
All the A2 and B2 scenarios simulations cover the period
1990–2099 (or 1950–2099 with HadCM3).

The ERA-40 SLP fields (used to represent observa-
tions) are available on a global 2.5�-by-2.5� latitude-
longitude grid. The projections of SLP fields are on a
global grid of 96-by-73 grid-points (2.5�-latitude by
3.75�-longitude) for HadCM3, of 128-by-64 grid-points
(approximately 2.79�-latitude by 2.8125�-longitude) for
ECHAM4/OPYC3, and of 96-by-48 grid-points
(approximately 3.75�-latitude by 3.75�-longitude) for
CGCM2. All these SLP fields were converted to a global
96-by-48 Gaussian grid used by CGCM2.

Then, for each climate model, the simulated baseline
climate of seasonal mean SLP was calculated and used
to derive the simulated anomalies of seasonal mean SLP,
which was done for each forcing-scenario separately.
Note that the CGCM2 or ECHAM4/OPYC3 simula-
tions for the A2 or B2 scenario do not cover the baseline
period; thus, the simulated anomalies of seasonal mean
SLP for the A2 or B2 scenario were derived using the
baseline climate of the same variable simulated by the
same model for the IS92a scenario. Similarly, the sim-
ulated anomalies of SLP gradient index were derived.

The simulated anomalies of seasonal mean SLP and
SLP gradient index were then used as predictors in the
SLP–SWH regression relationships to make projections
of future seasonal means and extremes of SWH (see
Sect. 3.1 below). The projections of ocean wave heights
were then subject to analysis of variance (ANOVA)
analyses to assess the relative importance of the forcing-
induced variance (climate change signal), and to char-
acterize the emission-scenario and AOGCM related
uncertainties (see Sects. 3.2, Appendix).

3 Methodologies

3.1 Regression and non-stationary GEV analyses

As mentioned before, projections of SWH are based on
the SLP–SWH relationships derived from the ERA-40

data, which are represented by regression models in this
study. Since we are dealing with both seasonal means
and extremes of SWH (Gaussian and non-Gaussian
variables), both conventional and generalized regression
models were used here to represent the SLP–SWH
relationships.

For the seasonal means (Gaussian variable), the fol-
lowing regression model was fitted:

ht ¼ aþ bPt þ cGt þ et; ð1Þ

where ht denotes the time series of seasonal mean SWH
anomaly at a wave gridpoint, Pt andGt are the time series
of seasonal mean SLP anomaly and SLP gradient index
for the wave gridpoint, respectively, and et denotes a
Gaussian random process. Note that the SLP quantities
(Pt and Gt), which are required for each wave gridpoint,
were calculated from values at four nearest SLP grid-
points (all within about 500 km radius from the wave
gridpoint), using weights proportional to the inverse of
the distance. Here, Pt contains information about the
mean state of SLP at time t, and Gt contains information
about its variation in space, over the area within 500 km
radius from the wave gridpoint (Wang et al. 2004a).

For each wave gridpoint, model (Eq. 1) was trained
using the time series ht, Pt, and Gt derived from the
ERA-40 wave and SLP fields for 1958–2001 (44 years).
The statistical significance of the regression parameter b
or c (which represents the relationship between the
predictand ht and the predictor Pt or Gt) was determined
by performing likelihood ratio tests, in which the sum of
squared errors (SSE) of the full model (Eq. 1) was
compared with the SSE of the one-predictor model that
excludes the predictor being tested (i.e., ht=a+c Gt+et
for the significance of b, ht=a+b Pt+et for that of c,
and ht=a+et for the significance of b and c combined;
Johnson and Wichern 1982). Note that skillful predic-
tions of the predictand are impossible without a close
relationship between the predictors and the predictand.
Fortunately, the results (cf. Table 1, Fig. 1) show that
variation of seasonal mean SWH is closely related to
both predictors Pt and Gt. Thus, cross-validation was
used to determine the skill of model (Eq. 1). Specifically,
we withheld all data at times t�1, t, and t+1 when
training model (Eq. 1) to make a cross-validated pre-
diction for time t (t=1,2,...,44 for the 44 year period
from 1958 to 2001). Then, the predictive skill of model
(Eq. 1) is represented by the serial correlation between
the ERA-40 predictand time series (i.e., the ERA-40
seasonal mean SWH) and its cross-validated prediction
time series. The results (cf. Fig. 2) show that model
(Eq. 1) has highly significant (at least at 5% level) pre-
dictive skill at the vast majority (about 60–70%) of the
area of wave data. Low predictive skill is mainly seen in
the narrow zone along 30� S and along the equator, as
well as in the 20�N–30�N zone. Since model (Eq. 1) is
significantly skillful at about two-thirds of the area of
wave data, time series of Pt and Gt derived from the
climate model simulations were substituted into the fit-
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ted model (Eq. 1) to make projections of seasonal mean
SWH anomalies for the period of 1990–2099 (1990–2049
for the ECHAM4/OPYC3 IS92a scenario), i.e.,

ĥt ¼ âþ b̂Pt þ ĉGt; ð2Þ

where (and throughout this paper) ŷ denotes an estimate
of y. The projected time series ĥt was then subject to a
trend analysis (see Sect. 4 below). The projections were
also subject to an ANOVA (see Sects. 3.2, Appendix).

Note that non-Gaussian behaviour is a particular
concern for extremes, and extremes from the changing
climate system are most likely those of a non-stationary
process and thus of time-dependent characteristics.

Therefore, the non-stationary generalized extreme value
(GEV) analysis as described in Wang et al. (2004a) was
carried out in this study to represent the relationship
between seasonal extremes of SWH and the predictors
Pt and Gt. Specifically, the following five nested GEV
models were fitted to the ERA-40 seasonal maxima of
SWH at each wave gridpoint:

� GEV0ðl;r;nÞ;
� GEV1ðlt¼loþr1Pt;r;nÞ;
� GEV2ðlt¼loþr1Ptþr2Gt;r;nÞ;
� GEV3ðlt¼loþr1Ptþr2Gt;logðrtÞ¼boþq1Pt;nÞ;
� GEV4ðlt¼loþr1Ptþr2Gt;logðrtÞ¼boþq1Ptþq2Gt;nÞ;

Table 1 The percentages of area in which the indicated regression parameters (b, c, r1, and r2; see Sect. 3.1) were found to be significantly
different from zero at the 5% level, which measure the field significance of the regression parameters

Predictand Parameters JFM AMJ JAS OND

Mean SWH b 51.9 41.6 43.5 42.7
c 70.3 63.9 65.4 67.7
b and c 80.5 73.1 74.9 75.0

Maximum SWH r1 (GEV1 vs. GEV0) 27.2 19.1 22.0 22.9
r2 (GEV2 vs. GEV1) 43.8 39.4 39.8 41.3
r1 and r2 (GEV2 vs. GEV0) 51.4 43.4 46.7 47.4

According to Livezey and Cheng (1983), a rejection rate of 19% or
higher would indicate a field significance at the 5% level in a field of
18 or more spatial degrees of freedom. The ERA-40 significant
wave height data is very likely to have more than 18 spatial degrees
of freedom, because the number of its leading EOFs (Empirical
Orthogonal Functions) required to represent even 80% of its total
variance is 25 (and 37 for 95% of the total variance). Thus, these

rejection rates indicate a field significance at the 5% level or higher.
Note that leading EOFs are EOFs ordered by their associated
percentages of the total variance, from the largest to the smallest. A
dataset is unlikely to have a large number of spatial degrees of
freedom if a small number of its leading EOFs can explain most of
its total variance

Fig. 1 The p values of the
regression parameters b and c
(combined), representing the
significance level (1�p) of the
relationships between seasonal
mean SWH and the predictors
Pt and Gt, respectively. The
contour values are p=0.80,
0.95, and 0.99. Areas of p ‡ 0.95
are hatched; and their
percentages are given in
parentheses above
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where l (or lt), r (or rt), and n are the location, scale,
and shape parameters of the GEV distribution, respec-
tively. The statistical significance of the linear relation-
ships built into the GEV models (and the goodness of fit
of the GEV models themselves) was assessed by per-
forming likelihood ratio tests (see Wang et al. 2004a for
the details). Consistent with what was reported by Wang
et al. (2004a) and Wang and Swail (2005), results of the
tests show that the location parameter is significantly
correlated with both predictors Pt and Gt (cf. Table 1),
but the scale parameter appears to be independent of
either Pt or Gt. In other words, the above GEV2 is the
model of best fit. Therefore, the fitted GEV2 was used to
make projections of SWH extremes. Specifically, time
series of Pt and Gt derived from the climate model
simulations were substituted into the fitted expression
for the location parameter to produce time series of the
location parameter estimates for the period of 1990–
2099 (1990–2049 for the ECHAM4/OPYC3 IS92a sce-
nario):

l̂t ¼ l̂o þ r̂1Pt þ r̂2Gt: ð3Þ

Such time series were then substituted into the fitted
GEV2ðl̂t; r̂; n̂Þ to estimate possible future 20-year return
values of SWH, which were then subject to ANOVA
analyses (see Sects. 3.2, Appendix). Besides, as in Wang
et al. (2004a), the time series of the projected location
parameter values l̂t were subject to a linear/quadratic
trend analysis (see Sect. 4 below).

Note that there are a total of 15 simulations: one for
each of the three forcing-scenarios with each of the three
climate models (that is 3·3), plus two extra integrations
for each of the three forcing-scenarios with the CGCM2
(that is 2·3). For each of the 15 simulations, the above
projections were done for each of the four seasons sep-
arately, with the four seasons being defined as January–
March (JFM), April–June (AMJ), July–September
(JAS), and October–December (OND).

Data discontinuity is always a concern, especially for
the SH, because there were generally much fewer
observation data available in the pre-satellite era and
there were very few data over the SH oceans in that
period (Sterl 2004; Caires et al. 2004b; Wang et al.
2005). The possible discontinuity could be a mean-shift
or an abrupt change in the variance or both (Wang et al.
2005). This kind of discontinuity may or may not have
an effect on the above regression relationships (between
predictand ht or lt and the predictors Pt and Gt). In
order to assess the effects of possible data discontinuity
around year 1979 (when satellite data started to exist),
we also carried out the above regression analyses using
normalized predictand and predictors time series.

More specifically, we normalized the time series Pt

and Gt, and the wave height data (seasonal means and
maxima) series with respect to their means and variances
in the first and second 22-year periods (1958–1979 and
1980–2001), separately. Say, let �x1 and r̂2

1 denote
respectively the mean and variance of time series xt in

Fig. 2 Serial correlations
between the ERA-40 seasonal
mean significant wave heights
(i.e., the predictand time series)
and its cross-validated
prediction time series, which
measure the predictive skill of
model (Eq. 1) (see Sect. 3.1).
The contour interval is 0.2.
Dashed and solid lines indicate
negative and non-negative
contours, respectively.
Hatching indicates areas of
significant (at 5% level)
predictive skill. The percentages
of these areas are given in
parentheses about
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the first 22-year period, and �x2 and r̂2
2; in the second 22-

year period. Then, we normalized time series xt as follows:
yt ¼ ðxt � �x1Þ=r̂1 for t £ 1979 and yt ¼ ðxt � �x2Þ=r̂2 for t
> 1979. The possible abrupt changes in the mean/vari-
ance around year 1979 should be greatly diminished
from the normalized time series yt. Thus, we also carried
out the above regression analyses using the normalized
predictand and predictors time series. The climate model
projections of the predictors time series Pt and Gt were
also normalized with respect to their means and vari-
ances in the whole projection period (mostly 1990–2099)
and used to make projections of the normalized pre-
dictand value. The mean and standard deviation of the
corresponding projections made without the normali-
zation procedure were calculated and used to scale the
projections of the normalized predictand value (e.g.,
x̂t ¼ ŷt � r̂0 þ �x0; where �x0 and r̂0 are calculated from the
projections of xt made without the normalization pro-
cedure), so that projections made with and without the
normalization procedure have the same mean and vari-
ance and can be compared with each other to assess the
possible effects of data discontinuity around year 1979.
In general, the results show good agreement in terms of
the patterns of projected change (see Sect. 4 below for
more details).

3.2 Analysis of variance

Since there are various sources of uncertainty in the
generation of projections of wave height climate change
information, it is necessary to characterize the various
sources of uncertainty and to assess the relative impor-
tance of the forcing-induced variance. To this end, both
the one- and two-factor ANOVA models (Huitson 1966;
von Storch and Zwiers 1999) were used in this study.

Note that ensembles of the CGCM2 simulations have
been produced with the same projected forcing but with
different initial conditions that lead to different evolu-
tions of the internal natural variability. Thus, an
assessment of the relative importance of the CGCM2
projected climate change can be done with a one-factor
ANOVA-based test.

LetYts denote time series of SWH (means or extremes)
projected by the CGCM2 with one of the three forcing-
scenarios (time t=1,2,...,n, where n=110 for period
1990–2099, simulation s=1,2,...,S where S=3 for a 3-
member ensemble; the word ‘‘ensemble’’ is used to indi-
cate S>1). Then, the one-factor ANOVA model for Yts

(Huitson 1966; von Storch andZwiers 1999) has the form:

Yts ¼ mþ bt þ �ts; ð4Þ

where m is the grand mean of Yts, bt are deviations from
the grand mean that arise from the effects of the pre-
scribed forcing (i.e., the forcing effects, which are com-
mon to all simulations with the same forcing-scenario),
and ets represent internally generated variations specific
to simulation s. Here, it is assumed that (1) the forcing
effects bt are deterministic and are treated as fixed

because the forcing conditions are prescribed identically
in each simulation, (2) ets is an iid Gaussian random
variable with mean zero and variance re

2. Thus,
model (Eq. 4) is a one-way fixed effects ANO-
VA (von Storch and Zwiers 1999).

Then, the null hypothesis that the prescribed forcing
conditions do not influence the variability in Yts (i.e.,Hb:
bt=0 for t=1,2,...,n) can be tested using the statistic Fb

defined in the Appendix. The proportion of the total
variance in Yts that is due to the forcing effects can also
be estimated (see estimator Pb in Appendix).

Mathematically/statistically, Zwiers et al. (2000) have
shown that the above ANOVA-based test is much more
powerful than the test that compares the ensemble var-
iance with the variance of a ‘‘control’’ simulation (i.e., a
simulation with zero forcing; see Sect. 5 of their paper).
The power of test is proportional to S, the number of
simulations in the ensemble (see Fig. 1 of Zwiers et al.
2000). This ANOVA-based test is also more powerful
than a regression trend analysis approach, because it
does not need to specify the form of the temporal vari-
ation (e.g., linear or quadratic trends...) in Yts. For
example, if a straight line (linear trend) is fitted while the
temporal variation is really quadratic, then the test on
the linear time coefficient becomes less efficient because
there is still a systematic time component that remains in
the residuals and inflates the estimate of the residual
variance. [Nevertheless, for the northern hemisphere
oceans, Wang et al. (2004a, b) and Wang and Swail
(2005) have estimated the systematic trends in Yts using
a nested regression models approach. A similar regres-
sion approach is also used later in Sect. 4 below.]

Similarly, let Xijt denote time series of seasonal SWH
quantities (means or extremes) projected by climate
model i with forcing-scenario j (i=1,2,...,m; j=1,2,...,q;
time t=1,2,...,n. Here, m=3, q=3, and n=60 for period
1990–2049, which is the common period for which all
the three climate models have simulations for the three
forcing-scenarios). Then, we used the following two-
factor ANOVA model (Huitson 1966; Wang and Zwiers
1999; von Storch and Zwiers 1999) to partition the total
variance of Xijt into four components:

Xijt ¼ xþ ci þ hj þ dij þ eijt; ð5Þ

where x is the grand mean of Xijt, ci represent a bias in
Xijt that varies from one climate model to the next but is
constant for a given model regardless of the kind of
forcing that is used (and hence is referred to as ‘‘inter-
model variability’’); hj represent the component of the
response to forcing that varies from one forcing scenario
to another but is common among all the three climate
models (thus referred to as ‘‘inter-scenario variability’’);
dij represent variations in response to forcing j that vary
from one model to the next (i.e., deviations from the
mean-model response hj); and eijt are the effects of
internal variability and the common forcing (forcing
conditions that are common to all the three scenarios)
and are assumed to have zero-mean and variance re

2.
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The model factor ci is treated as deterministic, because it
is presumably characteristic of the group of climate
models used. Similarly, the forcing-scenario factor hj is
also treated as deterministic, representing the charac-
teristic of the group of forcing scenarios used. The
interaction term dij (also referred to as ‘‘model-scenario
uncertainty’’) is needed here because not all models re-
spond to the same forcing (say, the IS92a forcing) in the
same way. Also, this term would be deterministic rather
than random because it is presumably characteristic of
the model (i.e., the same deviation from the common
response would be produced each time that the same
experiment is run). Therefore, model (Eq. 5) is a two-
factor fixed effects ANOVA model.

Then, the null hypothesis that there are no inter-
model variability effects in Xijt (i.e., Hc: ci=0 for
i=1,2,...,m) can be tested using the statistic Fc defined in
the Appendix. As a result, the relative importance of the
inter-model variability in Xijt (relative to the effects of
internal variability and the common forcing) is assessed.

Similarly, as described in the Appendix, the null
hypothesis that (1) there are no inter-scenario variability
effects in Xijt (i.e., Hh: hj=0 for j=1,2,...,q) can be tested
using the statistic Fh; (2) there are no interaction effects
(i.e., Hd: dij=0 for i=1,2....,m and j=1,2,...,q) can be
tested using the statistic Fd; and (3) there are no effects
arising from the model and/or forcing-scenario uncer-
tainties (i.e., Hc+h+d: ci = hj = dij = 0 for i=1,2,...,m
and j=1,2,...,q) can be tested using the statistic Fc+h+d

(see Appendix).
The proportion of the total variance in variable Xijt

that is due to the effects of inter-model variability, inter-
scenario variability, and the interaction between them,
as well as the total effects of the model and forcing-
scenario uncertainties can also be estimated (see esti-
mators Pc, Ph, Pd, and Pc+h+d in the Appendix)

Note that in the above two-factor ANOVA, only one
of the three integrations with CGCM2 was used, because
only one integration was available from the other two
climate models (i.e., HadCM3 and ECHAM4/OPYC3).
Also, for a given variance proportion of the factor being
tested, the power of the above ANOVA-based tests is
proportional to the S and n (one-way ANOVA), or to
the m, q, and n (two-way ANOVA). For example, with
ensemble size S=3 and time series length n=110, the
forcing-induced variance has about 97% likelihood to be
identified as statistically significant at 5% level when its
variance proportion is 20%, and the likelihood reduces
to about 55% when the variance proportion is 10%
(courtesy of Dr. Sofia Caires). Similarly, the small S, m,
and q (all equal 3) limit the power of the ANOVA-based
tests, but the large n (n=110 or n=60) more or less
alleviates this problem.

4 Projected changes in ocean wave heights

First of all, for either the A2 or the B2 forcing-scenario,
the three time series of seasonal mean (or extreme) SWH

projected for period 1990–2099 (110 years) with the
three climate models were combined into a single time
series, to estimate the mean climate change projected by
the three climate models. More specifically, let xi denote
the projected value ðĥti or l̂ti

Þ for year ti, then
ti={1,2,...,110, 1,2,...,110, 1,2,...,110} for i={1,2,...,110,
111,112,...,220, 221,222,...,330}, that is, the first, second,
and third group of 110 values in time series xi were
projected respectively by the first, second, and third
climate models for the 110 years. Then, the following
regression models were fitted to time series xi at each
grid point:

� RM0 : xi¼a0þei ði.e.,notrendinxiÞ;
� RM1 : xi¼a0þa1tiþei ði.e.,a lineartrendinxiÞ;
� RM2 :xi¼a0þa1tiþa2t2i þei ði.e.,aquadratic trend in xiÞ;

where a0, a1 and a2 are the regression parameters, and ei
denotes a zero-mean AR(1) process (i.e., red noise).
Here, the use of red (instead of white) noise is to
diminish the effect of positive autocorrelation on the
power of test for the significance of trends (i.e., regres-
sion parameters a1 and a2; von Storch and Navarra
1995; Zhang and Zwiers 2004; Wang and Swail 2001). A
higher order autoregressive process is not necessary
here, since few partial correlations at lag >1 are sig-
nificant at the (approximately) 5% level. Zhang and
Zwiers (2004) show that the iteration scheme proposed
by Wang and Swail (2001) for estimating the lag-1
autocorrelation (q) and trend in a time series works
better than a non-iteration scheme. Thus, the lag-1
autocorrelation (q) of time series xi, and the above
regression parameters, are estimated by applying the
iteration scheme of Wang and Swail (2001) on the pre-
whitened time series wi=(xi � q xi-1) (for ti={1,2,...,
109, 1,2,...,109, 1,2,...,109} and i={1,2,...,109,110,
111,...,218,219,220,...,327}). The pre-whitening process
is necessary only when q ‡ 0.05, because only large po-
sitive autocorrelations would notably increase the
apparent level of significance of trends (cf. von Storch
and Navarra 1995). In other words, a white noise is
assumed in the above regression analysis for all locations
where the final estimate of q<0.05.

Standard F-tests were used to intercompare pairs of
regression models RMj and RMk (j>k; using the pre-
whitened time series when necessary), to determine the
statistical significance of the estimated trend component
(see Wang et al. 2004a for more details). The percent-
ages of areas where RM0 was rejected in favor of RM2

are 42–62% for the A2 scenario, and 22–42% for the B2
scenario (cf. Figs. 3, 4, 5, 6, 7). According to Livezey
and Cheng (1983), a rejection rate of 22% or higher
would indicate a field significance at the 5% level in a
field of 15 or more spatial degrees of freedom. The
global wave height field in question is very likely to have
more than 15 spatial degrees of freedom, because the
number of its leading EOFs required to represent even
80% of its total variance is greater than 15 (it ranges
between 19 and 41, depending on season). These indicate
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that both ĥti and l̂ti have a linear/quadratic trend com-
ponent that is of field significance at the 5% level, for
both the A2 and B2 scenarios. Thus, the following trend
curves were estimated: ĥtrðtiÞ ¼ â0 þ â1ti þ â2t2i ; and
l̂trðtiÞ ¼ â0 þ â1ti þ â2t2i ; where â0; â1; and â2 denote the
estimated parameters. Since the changes are non-linear,
the differences ½ĥtrðt91Þ � ĥtrðt1Þ�; or the differences be-
tween the two 20-year return values derived respectively
from the fitted models GEV½l̂trðt91Þ; r̂; n̂� and
GEV½l̂trðt1Þ; r̂; n̂�; were calculated and used to show the
total changes in the period from time t1 to time t91. Here,
t91=91 and t1=1, which corresponds respectively to
year 2080 and year 1990. The total changes in period
1990–2080 are shown in Figs. 3, 4, 5, 6, 7.

For the seasonal means of SWH projected with the
A2 forcing-scenario, as shown in Fig. 3, for boreal
winter and fall (JFM and OND), the areas of large in-
creases in the North Pacific (NP) and the North Atlantic
(NA) are similar to what was reported by Wang and
Swail (2005) using only the CGCM2 projections. In
boreal winter, the projected changes are characterized by
significant increases in the mid-latitudes of the eastern
NP and high-latitudes of western NP, as well as in the
northeast Atlantic and in the southwest NA (off the
southeastern coast of the United States). The total in-
crease during the period from 1990 to 2080 is up to

about 12 cm (cf. Fig. 3a; or equivalently about 6% of
the climate value for year 1990). In boreal spring and
summer (AMJ and JAS), significant increases in sea-
sonal mean wave heights were projected for the north-
east Atlantic, with some increases in the subtropical
eastern NA and in the mid-latitudes of the eastern NP
(Fig. 3b, c; up to about 10 cm or 5%). In boreal fall, the
pattern of projected changes (Fig. 3d) is also similar to
that shown in Wang and Swail (2005) for the northern
oceans, however, changes projected by the three models
combined are much smaller than those projected by
CGCM2 alone.

In the southern hemisphere, the changes projected for
the JFM mean SWH are characterized by significant
decreases in the region between 40�S and 60�S and some
increases nearby the Antarctic coastal zone (Fig. 3a). In
the other three seasons, the projected changes are
characterized by large increases nearby the Antarctic
coastal zone and some increases in the subtropical South
Pacific (SP), with decreases in the zone between 40�S and
60�S (Fig. 3b–d).

Note that changes similar to those shown in Fig. 3
were also estimated from projections made with the
normalization procedure described in Sect. 3.1. The
differences in absolute value are smaller than 4 cm in
most areas, being largest (up to 12 cm) in the region

Fig. 3 Changes (cm) in the indicated seasonal mean SWH from
1990 to 2080 (values of 2080 � values of 1990), as estimated from
combining the three climate models’ projections with the SRES A2
forcing-scenario. Dashed and solid lines indicate negative and non-
negative contours, respectively. Hatching indicates areas of

significant linear/quadratic trends in the projected seasonal means
of SWH (i.e., areas where the null hypothesis of no trend was
rejected in favor of model RM2 at 5% level). The percentages of
these areas (i.e., rejection rates) are given in parentheses above
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Fig. 4 a–b Differences between the changes estimated from projections made without and with the normalization procedure described at
the end of Sect. 3.1. c–d The same as in Fig. 3 but for changes estimated from projections made with the normalization procedure

Fig. 5 The same as in Fig. 3 but for the three climate models’ B2 scenario projections
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nearby the Antarctic coastal zone in all seasons other
than JFM (cf. Fig. 4a–b; the other seasons are similar to
Fig. 4b and hence not shown). In general, there are few
notable differences in the patterns of projected change,
although the rejection rates are slightly lower with the
normalization procedure (cf. Figs. 3a, c, 4b, d; the other
seasons are similar and hence not shown). That is, the
possible data discontinuity around year 1979 does not
significantly affect the patterns of projected change. This
is also the case for the projections of wave height ex-
tremes and hence will not be discussed further hereafter.

With the weaker B2 forcing-scenario, as shown in
Fig. 5, the projected changes are generally smaller but
have patterns similar to those projected with the A2
scenario. The biggest differences between the A2 and the
B2 scenarios are seen in the southern hemisphere in the
OND season (see Figs. 3d, 5d). We do not know why the
A2 and B2 scenarios show different patterns of projected
change. However, there is little difference (in terms of
pattern of change) between the two scenarios in the re-
gions off both the Atlantic and the Pacific coasts of the
United States in boreal winter (see Figs. 3a, 5a).

For the seasonal extremes, as shown in Figs. 6 and 7,
the patterns of projected changes are also similar to, but
not as smooth as their seasonal mean counterparts.
Again, the weaker B2 forcing-scenario is generally

associated with smaller changes than the A2 scenario.
The JFM changes are characterized by increases (up-to
about 50 cm or 7%) in the regions off both the Atlantic
and the Pacific coasts of the United States, with the B2
forcing-scenario being associated with slightly larger
increases in the region off the Atlantic coast of United
States (Fig. 7a). With the A2 forcing-scenario, increases
were also projected in the northeast Atlantic in all sea-
sons, being largest in the JAS season (up to about 50 cm
or 9% cf. Fig. 6c). In the southern hemisphere, signifi-
cant increases in seasonal extremes of SWH were pro-
jected for the region nearby the Antarctic coastal zone in
the AMJ and JAS seasons, with decreases in the zone
between 40�S and 60�S (cf. Figs. 6b, c, 7b, c). Such a
pattern of change was also projected for the OND sea-
son with the A2 forcing-scenario (Fig. 6d).

Overall, the projected changes in wave heights are
consistent with the projected changes in extra-tropical
storm tracks and cyclone activity. For example, the NP
storm track was projected by CGCM2 to ‘‘rotate’’
clock-wise (i.e., to shift southward over the eastern NP
and northward over western NP) in winter, and to shift
northward in spring (Wang et al. 2004b). These chan-
ges in the mean position of the storm track are asso-
ciated with changes in the occurrence location and
frequency of strong cyclones (Wang et al. 2004b). The

Fig. 6 Changes (cm) in the indicated seasonal 20-year return values
of SWH from 1990 to 2080 (values of 2080 � values of 1990), as
estimated from combining the three climate models’ projections
with the SRES A2 forcing-scenario. Zero-contours are not drawn.
Solid and dashed lines indicate positive and negative contours,

respectively. Hatching indicates areas of significant linear/qua-
dratic trends in the location parameter of seasonal SWH extremes
(i.e., areas where the null hypothesis of no trend was rejected in
favor of model RM2 at 5% level). The percentages of these areas
(i.e., rejection rates) are given in parentheses above
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areas of more frequent occurrence of strong cyclones
were identified to have significant increases in ocean
wave heights, and those of less frequent strong cyclone
activity, decreases in wave heights. This connection
makes sense physically.

5 Relative importance of the forcing-induced variance

As mention before, for each of the three forcing-
scenarios, three integrations were conducted with
CGCM2 with different initial conditions. These 3-
member ensemble simulations allow us to assess the
relative importance of the variability that is due to the
prescribed forcing (i.e., forcing-induced variability or
climate change signal), by means of a one-factor ANO-
VA, as described in Sect. 3.2. The one-factor ANOVA
was applied to the A2 and B2 ensemble projections of
seasonal SWH quantities (means or extremes) for each
season, separately. The results are selectively shown in
Figs. 8 and 9, in which hatching indicates areas in which
the null hypothesis of zero forcing-induced variability
(i.e., Hb: bt=0 for t=1,2,...,n) was rejected at 5% sig-
nificance level. The percentages of areas in which Hb was
rejected (rejection rates) are also listed in Table 2.

Figure 8 shows the proportion of the total variance in
the CGCM2 projected seasonal mean SWH that is due
to the forcing prescribed in the A2 scenario. In boreal
winter, the forcing-induced variance is largest and most

significant in the mid-latitudes of eastern NP, and in the
tropics of NP and NA (Fig. 8a). In the other three
seasons, the largest proportions of forcing-induced var-
iance are also seen in the NP, with the center of high
variance-proportions shifting westward to the central
NP (Figs. 8b–d). The forcing-induced variance was also
identified to be statistically significant in the zone be-
tween 40�S and 60�S and in the tropical South Atlantic
(SA) in all seasons, and also in the northeast Atlantic in
the OND season (Fig. 8d). The rejection rates range
between 24% and 27% (cf. Table 2), which are very
likely of 5% field significance because the projected wave
height fields very likely have 15 or more spatial degrees
of freedom (see the ad hoc argument given in the second
paragraph of Sect. 4).

Note that, in the region nearby the Antarctic coastal
zone, the area of significant forcing-induced variance
does not correspond well with the area of large increases
shown in Fig. 3. The discrepancy is largely due to the
inter-model variability, because we see much better
correspondence if we replace Fig. 3 with the corre-
sponding changes estimated from CGCM2 simulations
(instead of combining the three climate models’ projec-
tions, as is the case in Fig. 3). In this region, CGCM2
projects significant increases of up to about 10, 25, and
16 cm in JFM, AMJ, and JAS, respectively, with no
significant change in OND (not shown). These changes
are much smaller than the three model mean projections
of change shown in Fig. 3.

Fig. 7 The same as in Fig. 6 but for the three climate models’ B2 scenario projections
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Fig. 8 The proportion of the total variance in the CGCM2
projected seasonal mean SWH that is due to the forcing prescribed
in the A2 scenario. The contour interval is 10%. Hatching indicates
areas of statistically significant forcing-induced variance (i.e., areas

where the null hypothesis of zero forcing-induced variance is
rejected at 5% level). The percentages of these areas (i.e., rejection
rates) are given in parentheses above

Fig. 9 The same as in Fig. 8 but for the proportion of the total variance in the CGCM2 projected seasonal 20-year return values of SWH
that is due to the forcing prescribed in the A2 scenario

120 Xiaolan L. Wang Æ Val R. Swail: Wang and Swail: Climate change signal and uncertainty in projections of ocean wave heights



For the weaker B2 scenario, patterns of the forcing-
induced variance proportions are similar to those shown
in Fig. 8 and hence are not shown in this paper, but the
proportions are generally smaller (e.g., about a half of
those shown in Fig. 8a in the mid-latitudes of eastern
NP), and the areas of significant forcing-induced vari-
ance are much less extensive (see Table 2).

For the projections of seasonal extremes, the patterns
of forcing-induced variance and variance-proportions
are similar to those identified in the projections of sea-
sonal mean SWH (cf. Figs. 8, 9). The largest differences
between the seasonal means and extremes are seen in the
AMJ season in the subtropics of NP and NA, where the
forcing appears to induce remarkably larger variance in
the seasonal extremes than in the seasonal means (see
Figs. 8b, 9b). At the 5% significance level, the rates of
rejecting the null hypothesis Hb are also similar: 22–27%
for the A2 scenario, and 8–16% for the B2 scenario (cf.
Table 2). According to Livezey and Cheng (1983), a
rejection rate of 8.2% (10%) would indicate a field sig-
nificance at the 5% level in a field of 160 (80) or more
spatial degrees of freedom. The CGCM2 projected glo-
bal wave height data is very likely to have more than 80
but less than 160 spatial degrees of freedom, because its
first leading 80 (120) EOFs represent about 90% (95%)
of its total variance. Thus, rejection rates of 10% or
higher very likely indicate a field significance at the 5%
level, and rejection rates of 8.2% or lower, no field sig-
nificance. Very likely, the changes projected for the B2
scenario are field significant only in the JFM and AMJ
seasons, but insignificant in the OND season; while
those projected for the A2 scenario are of field signifi-
cance in all seasons (Table 2).

6 Characteristics of the model and scenario
uncertainties

Remember that, for each of the three forcing-scenarios,
one simulation was performed with each of the three
climate models. Thus, there are a total of 9 projections
of seasonal mean (or extreme) SWH for the period of
1990–2049 (because the ECHAM4/OPYC3 IS92a pro-
jection covers only up to 2049). These projections can be
classified into a 3-by-3 table, according to the three cli-

mate models (the ‘‘model factor’’) and the three forcing-
scenarios (the ‘‘forcing or scenario factor’’). This allows
for the two-factor fixed effects ANOVA described in
Sect. 3.2, which was carried out for each of the four
seasons, and for the seasonal means and extremes of
SWH, separately. As a result, the null hypothesis that
there are no effects of inter-model variability or inter-
scenario variability or model-scenario uncertainties (i.e.,
Hc or Hh or Hd or Hc + h + d; see Sects. 3.2, Appendix)
are tested, with the rejections rates shown in Table 2.
The proportions of the total variance in the projected
SWH quantities (means or extremes) that is due to either
the inter-model or the inter-scenario variability or both
of them, as well as their statistical significance, were also
estimated and selectively shown in Figs. 10, 11.

Figure 10 shows the proportion of the total variance
in the projected JFM and JAS seasonal 20-year return
values of SWH that is due to the three sources of
uncertainty: (1) uncertainty due to differences among the
climate models (i.e., inter-model variability); (2) uncer-
tainty due to the differences among the forcing-scenarios
(i.e., inter-scenario variability); (3) uncertainty due to
different model sensitivities to differences in forcing
conditions (i.e., interaction or model-scenario uncer-
tainty). Clearly, among the three sources of uncertainty,
the inter-model variability is the largest, accounting for
up to 50% of the total variance in the tropical Pacific; it
dominates the pattern of the ‘‘total’’ uncertainty (i.e., the
sum of the above three sources of uncertainty; see
Fig. 11a). The inter-scenario variability is much smaller.
Its variance proportions rarely exceed 10%. The rela-
tively small inter-scenario variability is not surprising,
because the differences among the three forcing-scenarios
used here are not big (the IS92a scenario is similar to the
A2 scenario, only is the B2 scenario weaker; see Flato
and Boer 2001 or Nakicenovic and Swart 2000). It should
be pointed out that the inter-scenario variability is sta-
tistically significant in 49–78% of the area of wave data
(Table 2), although it is relatively small in general. This
means that different forcing conditions do make signifi-
cant differences in the projections of ocean wave heights.

In the other two seasons, the situation is similar. The
uncertainty due to differences among the three climate
models (the model uncertainty) is much larger than the
uncertainty due to differences among the three forcing-

Table 2 The percentages of the area (i.e., rejection rates) in which the indicated null hypothesis (Hb or Hc or Hh or Hd or Hc+h+d; see
Sect. 3.2) was rejected at 5% significance level

Seasonal means 20-year return values

JFM AMJ JAS OND JFM AMJ JAS OND

Hb (A2) 26.7 24.0 24.4 24.6 27.2 26.4 26.6 21.6
Hb (B2) 16.4 9.9 9.4 8.2 16.4 12.2 10.4 7.9
Hc 87.3 81.9 89.7 86.5 87.8 91.2 93.9 90.1
Hh 46.7 42.9 57.2 66.2 49.0 61.0 72.2 77.6
Hd 63.2 57.6 66.2 77.0 63.3 76.0 82.3 84.2
Hc+h+d 90.1 86.4 92.8 93.9 91.2 94.5 96.7 97.1

These measure the field significance (Livezey and Chen 1983) of the related model and/or scenario uncertainties (see the last paragraph of
Sect. 5 for more details)
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scenarios (the scenario uncertainty). Thus, only the
‘‘total’’ uncertainty is shown in Fig. 11. Clearly, among
the four seasons, the uncertainty is smaller in boreal
winter and spring than in the other two seasons. And it
is generally small in the middle-high latitudes, especially
in boreal winter and spring; but it is large in the tropics
(Fig. 11; here small or large is relative to the effects of
internal variability and the common forcing).

For the projections of seasonal mean SWH, the three
sources of uncertainty, and the sum of them, have
characteristics that are quite similar to those shown in
Figs. 10 and 11, in terms of both the pattern and the
magnitude (and hence are not shown in this paper).
Again, the model uncertainty is larger than the scenario

uncertainty. The inter-scenario variability is also statis-
tically significant, although it is much smaller than the
inter-model variability (especially in the tropics).

7 Summary and discussions

In this study, we have made and analyzed projections of
seasonal means and extremes of ocean wave heights
using projections of possible future climates conducted
with three global climate models for three forcing-sce-
narios. We have estimated the multi-model mean climate
change by combining the three climate models’ projec-
tions for the same forcing-scenario. The relative

Fig. 10 The proportion of the total variance in the projected JFM
and JAS seasonal 20-year return values of SWH that is due to the
effect of the indicated sources of uncertainty. The contour interval
is 10%. Hatching indicates areas of statistically significant

uncertainty (i.e., areas where the null hypothesis of zero inter-
model or inter-scenario or interaction effects is rejected at 5%
level). The percentages of these areas (i.e., rejection rates) are given
in parentheses above
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importance of the variability in the projected wave
heights that is due to the forcing prescribed in the A2 or
B2 scenario was assessed on the basis of the CGCM2
ensemble simulations. We have also characterized the
uncertainty in the wave height climate change projec-
tions that is due to differences among the three climate
models and/or among the three forcing-scenarios.

The results show that the multi-model mean projec-
tions of climate change has patterns similar to those
derived from using the CGCM2 projections alone, but
the magnitudes of changes are generally smaller in
boreal oceans and larger in the region nearby the Ant-
arctic coastal zone. The forcing-induced variance was
identified to be statistically significant in some areas in
all seasons, being largest in the NP in boreal winter with
the A2 (or IS92a; not shown) forcing-scenario.

It has also been shown that, in the projections of
wave height climate change, the uncertainty due to dif-
ferences among the three climate models is much larger
than that due to differences among the three forcing-
scenarios. The small scenario uncertainty is not sur-
prising because the IS92a scenario is similar to the A2
scenario. The sum of the model and forcing-scenario
related uncertainties is smaller in the JFM and AMJ
seasons than in the JAS and OND seasons, and it is
generally small in the mid-high latitudes and large in the
tropics (relative to the effects of internal variability and
the common forcing). In particular, the areas of large

projected changes (e.g. the mid-latitudes of eastern NP)
were identified to have inter-model variability that is
small in terms of variance proportion (cf. Figs. 8a, 11a).
In other words, all the three climate models projected
large changes in these same areas, so the confidence of
the projections for these areas should be higher. Also,
the inter-scenario variability was identified to be statis-
tically significant in most areas of the oceans, although it
is small relative to the inter-model variability. This
indicates that different forcing conditions do make sig-
nificant differences in the wave height climate change
projection.

It should be pointed out that the model uncertainty
presented in this study is limited to the three climate
models used. Its characteristics could change if other
global climate models were used or added in this study.
Similarly, the inter-scenario variability is also limited to
the three forcing scenarios analyzed.

Also, there are other sources of uncertainty that are
not discussed in the present study. For example, the
statistical downscaling completed in this study takes into
account only projected changes in SLP and thus might
well be associated with the problem of imperfect
knowledge and/or representation of the physical pro-
cesses (although variations in atmospheric pressure may
somehow reflect changes in other variables such as sea
ice cover). This problem is common to all statistical
downscaling approaches, in addition to their common

Fig. 11 The proportion of the total variance in the projected
seasonal 20-year return values of SWH that is due to the effects of
forcing and model uncertainties. The contour interval is 10%.

Hatching indicates areas of statistically significant (at 5% level)
model and/or scenario uncertainties. The percentages of these areas
(i.e., rejection rates) are given in parentheses above
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assumption that the statistical relationship will hold
under the climate model projected future climate con-
ditions. It adds uncertainty in the projections, which
belongs to the third level of uncertainty. However, we
did not discuss the third level of uncertainty, i.e., the
uncertainty due to different approaches taken to gener-
ate ‘‘regional’’ scale climate change information from
global climate model simulations, such as the use of
different regional climate models (RCMs), or dynamical
versus statistical downscaling approaches, or the use of
different predictor variables in a statistical downscaling
model, or the use of GEV versus generalized pareto
distribution (GPD) models for making projections of
extremes, and so on. In this regard, the GEV approach
has been compared with a non-stationary GPD ap-
proach (Caires et al. 2005).

In addition, the quality of the simulated SLP and
wave heights (especially extremes) in ERA-40 could also
have an impact on the resulting projections. According to
Caires and Sterl (2005), the two main limitations of the
ERA-40 significant wave height data are the existences of
inhomogeneities and underestimation of the wave height
values that discourages the use of the data in design
studies. They have thus attempted to improve the ERA-
40 wave height fields. The use of their corrected ERA-40
wave data could probably improve the accuracy of wave
height climate change projections. Differences between
the projections made using the raw ERA-40 wave data
(as in this study) and those made using the corrected
ERA-40 data represent another source of uncertainty,
which also belongs to the third level of uncertainty and
should be investigated in the future.
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8 Appendix: analysis of variance

According to the one-factor ANOVA model (Eq. 4) (see
Sect. 3.2), the total sum of squares of variable Yts:

SSY ¼
X

t

X

s

ðYts � YooÞ2 ð6Þ

can be partitioned into two statistically independent
variance components (Huitson 1966):

SSY ¼ SSb þ SS�; ð7Þ

where

SSb ¼ S
X

t

ðYto � YooÞ2 ¼ S
X

t

b2
t þ ðn� 1Þr̂2

� ;

SS� ¼
X

t

X

s

ðYts � YtoÞ2 ¼ nðS � 1Þr̂2
� ;

and a ‘‘o’’ is used to replace a subscript when an arith-
metic average is taken over that index (this notation is
used throughout this section). The null hypothesis

Hb : bt ¼ 0 for t ¼ 1; 2; . . . ; n

can be tested by comparing

Fb ¼
SSb=ðn� 1Þ

SS�=½nðS � 1Þ� ð8Þ

with the critical value Fp[(n�1), n(S�1)] where Fp [m1,m2]
denotes the p-quantile of the F distribution with m1 and
m2 degrees of freedom. And the proportion of the total
variance in Yts that is due to the effects of factor bt is
estimated as

Pb ¼
SSb � n�1

nðS�1Þ SS�

SSY
: ð9Þ

Similarly, according to the two-factor fixed effect
ANOVA model (Eq. 5) (see Sect. 3.2), the total sum of
squares of variable Xijt:

SSX ¼
X

i

X

j

X

t

ðXijt � XoooÞ2 ð10Þ

can be partitioned into four statistically independent
variance components (Huitson 1966):

SSX ¼ SSc þ SSh þ SSd þ SSe; ð11Þ

where

SSc ¼ nq
X

i

ðXioo � XoooÞ2 ¼ nq
X

i

ĉ2i þ ðm� 1Þr̂2
e ;

SSh ¼ nm
X

j

ðXojo � XoooÞ2 ¼ nm
X

j

ĥ2j þ ðq� 1Þr̂2
e ;

SSd ¼ n
X

i

X

j

ðXijo � Xojo � Xioo þ XoooÞ2

¼ n
X

i

X

j

d̂2ij þ ðm� 1Þðq� 1Þr̂2
e ;

SSe ¼
X

i

X

j

X

t

ðXijt � XijoÞ2 ¼ mqðn� 1Þr̂2
e :

Therefore, the null hypothesis

Hc : ci ¼ 0 for i ¼ 1; 2; . . . ;m

can be tested by comparing

Fc ¼
SSc=ðm� 1Þ

SSe=½mqðn� 1Þ� ð12Þ

with the critical value Fp[(m�1), mq(n�1)]. And an
unbiased estimator of the proportion of the total vari-
ance in Xijt that is due to the effects of factor ci is

Pc ¼
SSc � m�1

mqðn�1Þ SSe

SSX
: ð13Þ
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Similarly, the null hypothesis

Hh : hj ¼ 0 for j ¼ 1; 2; . . . ; q

can be tested by comparing

Fh ¼
SSh=ðq� 1Þ

SSe=½mqðn� 1Þ� ð14Þ

with the critical value Fp[(q�1), mq(n�1)]. And the
proportion of the total variance in Xijt that is due to the
effects of factor hj is estimated as

Ph ¼
SSh � q�1

mqðn�1Þ SSe

SSX
: ð15Þ

The null hypothesis

Hd : dij ¼ 0 for i ¼ 1; 2; . . . ;m and j ¼ 1; 2; . . . ; q

can be tested by comparing

Fd ¼
SSd=½ðm� 1Þðq� 1Þ�

SSe=½mqðn� 1Þ� ð16Þ

with the critical value Fp[(m�1)(q�1), mq(n�1)]. And
the proportion of the total variance in Xijt that is due to
the interaction effects dij is estimated as

Pd ¼
SSd � ðm�1Þðq�1Þmqðn�1Þ SSe

SSX
: ð17Þ

Also, the null hypothesis

Hcþhþd : ci ¼ hj ¼ dij ¼ 0 for i ¼ 1; 2; . . . ;m and j
¼ 1; 2; . . . ; q

can be tested by comparing

Fcþhþd ¼
ðSSc þ SSh þ SSdÞ=ðmq� 1Þ

SSe=½mqðn� 1Þ� ð18Þ

with the critical value Fp [(mq�1), mq(n�1)]. And the
proportion of the total variance in quantity Xijt that is
due to the total effects of all factors (i.e., ci, hj, and dij) is
estimated as

Pcþhþd ¼
ðSSc þ SSh þ SSdÞ � ðmq�1Þ

mqðn�1Þ SSe

SSX
: ð19Þ
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