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Abstract Interannual-to-interdecadal ocean–atmosphere
interaction in midlatitudes is studied using an idealized
coupled model consisting of eddy resolving two-layer
quasi-geostrophic oceanic and atmospheric components
with a simple diagnostic oceanic mixed layer. The model
solutions exhibit structure and variability that resemble
qualitatively some aspects of the observed climate vari-
ability over the North Atlantic. The atmospheric cli-
matology is characterized by a zonally modulated jet.
The single-basin ocean climatology consists of a midl-
atitude double jet that represents the Gulf Stream and
Labrador currents, which are parts of the subtropical
and subpolar gyres, respectively. The leading mode of
the atmospheric low-frequency variability consists pre-
dominantly of meridional displacements of the zonal jet,
with a local maximum over the ocean. The first basin-
scale mode of sea-surface temperature has a red power
spectrum, is largely of one polarity and bears qualitative
similarities with the observed interdecadal mode
identified by Kushnir. A warm sea-surface temperature
anomaly is accompanied by anomalously low atmo-
spheric pressure, an intensified model Gulf Stream and a
weakened Labrador current. This mode is found not to
be affected significantly by oceanic coupling. In the
western part of the basin, this sea-surface temperature
pattern is shown to be forced by the slowest components
of the surface-wind anomaly through a delayed modu-
lation of the baroclinic time-dependent boundary cur-
rents which advect mean SST, with synchronous
variations in the two oceanic jets. The response in the

east is found to be dominated by local atmospheric
forcing. Basin-scale intrinsic oceanic variability consists
of a damped oceanic oscillatory mode in the baroclinic
flow field that is excited by the atmospheric noise. Its
period is around 5.5 years, but it has a negligible influ-
ence on the evolution of sea-surface temperature. Im-
portant for this mode’s excitation is the meridional
position of the atmospheric center of action relative to
the ocean gyres.

1 Introduction

Ocean–atmosphere interaction in midlatitudes is a
potential source of interannual-to-interdecadal climate
predictability, based on the midlatitude ocean’s long
intrinsic time scales. However, the existence of signifi-
cant coupled modes of variability has not been
unambiguously established. We investigate interactions
between the wind-driven ocean gyres and modes of
midlatitude atmospheric variability using a coupled
model of intermediate complexity.

Such modeling studies provide a means of isolating
the roles of processes intrinsic to either the atmosphere
or ocean, versus the coupling between them. Steadily
forced eddy resolving models can themselves generate
vigorous internal oceanic variability with interannual
and interdecadal time scales (e.g., Cessi and Ierley 1995;
Ierley and Sheremet 1995; Berloff and McWilliams
1999). In the weak friction limit, modeled oceanic in-
ternal variability crucially depends on the ability of the
model to capture baroclinic instability (Meacham and
Berloff 1997a, b; Berloff and Meacham 1997, 1998; Di-
jkstra and Katsman 1997; Ghil et al. 2002). The differ-
ence between the reduced-gravity and two-layer models
comes primarily from the changes in the inertial recir-
culation dynamics when baroclinic eddies are included
(e.g., Spall 1996). Simple coupled models have tended to
support the importance of ocean dynamics in deter-
mining midlatitude SST variability (Liu 1993; Jin 1997;
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Weng and Neelin 1998; Münnich et al. 1998; Cessi
2000). However, these models have been limited to linear
one-layer or reduced-gravity oceans coupled to ad hoc or
highly simplified atmospheric parameterizations.

General circulation model (GCM) studies have given
conflicting results, providing no consensus as to whether
coupled modes of midlatitude variability are important
or not. Some of them produce behavior interpreted as a
coupled mode (Latif and Barnett 1994, 1996; von Storch
1994; Robertson 1996; Grötzner et al. 1998). Others
suggest that midlatitude coupling is of limited impor-
tance to decadal climate variability (Kushnir and Lau
1992; Ferranti et al. 1994; Peng et al. 1995; Saravanan
1998; Danabasoglu 1998; Saravanan et al. 2000;
Robertson 2001; Schneider et al. 2002).

The aim of this study is to fill the gap between the
rather ad hoc simple coupled models of midlatitude
ocean–atmosphere interaction, and GCMs. The model
of intermediate complexity consists of an eddy resolving
two-layer quasi-geostrophic (QG) ocean in a rectangular
basin representing the North Atlantic ocean, coupled to
a two-layer channel QG atmosphere. An explicit diag-
nostic oceanic mixed layer is included. This is the first
time, to our knowledge, that a simple eddy resolving
ocean model has been coupled to a dynamically con-
sistent atmospheric model. Thus, the model is one of the
simplest midlatitude-climate process models that retains
a fairly complete set of the relevant physics. The quasi-
geostrophic formulation in the atmosphere is imple-
mented to describe both the climatology and variability
around it, which allows us to use a specified heat flux at
the top of the atmosphere as the natural forcing function
of the climate. Diabatic physics is also explicitly included
in the quasi-geostrophic ocean. However, a lot of po-
tentially important physics is simply missing from the
model: the geometry is highly simplified, there is only
one ocean basin, there is no topography on land, the
land model itself is very crude, etc. These will have an
effect on the model climate, making it different from
what is inferred from observations. Nevertheless, we
believe that of primary importance in understanding the
system as complicated as climate is to concentrate on
dynamically consistent subsets of the full physics, fol-
lowed by incremental conceptual drift towards realism.
This motivates our strategic choice of an idealized
model, not meant to reproduce reality, but rather to
point to potentially important generic properties asso-
ciated with the resolved dynamics. It would be possible
then to seek for the traces of such properties in obser-
vations of the real climate system.

Joint evolution of the oceanic and atmospheric
components of the midlatitude climate involves many
feedbacks, which may operate differently depending on
the temporal and spatial scales of the system’s evolution
(e.g., Marotzke and Pierce 1997). On interannual time
scales sea-surface temperature (SST) anomalies over the
North Atlantic are known to be largely driven by the
atmosphere through anomalous surface heat fluxes and
shallow Ekman currents (Bjerknes 1964; Wallace et al.

1990). These lead to the well-known SST tripole pattern
over the North Atlantic (Deser and Blackmon 1993) that
accompanies the North Atlantic Oscillation (NAO) in
atmospheric sea-level pressure (SLP). Here, zonally
banded SST anomalies bear a direct local relationship
with the surface winds, because negative SST anomalies
are generated by anomalously strong westerlies though
enhanced evaporation and anomalously southward
Ekman currents, and vice versa.

On interdecadal time scales, however, the observed
SST pattern lacks this distinctive local relationship with
the surface winds, suggesting a coupled mode (Bjerknes
1964; Kushnir 1994). The SST difference pattern be-
tween 1950–1964 (warm years) and 1970–1984 (cold
years) has positive polarity over most of the North At-
lantic Ocean, except near the western boundary between
the Gulf Stream and the Labrador currents (35–45�N)
where there is a strong local cold anomaly (Kushnir
1994). There are two primary positive SST anomalies,
located northeast of Bermuda and in the Labrador Sea
respectively. This pattern is accompanied by an anom-
alously low SLP center over the mid Atlantic at about
45�N, such that interdecadal warming south of 45�N is
associated with enhanced surface westerlies. Similar
observations in earlier decades lead Bjerknes (1964) to
the hypothesis that this type of interdecadal warming is
linked to a basin-scale interaction in which the Gulf
Stream responds to an intensifying subtropical anticy-
clone. It has since been found that temperature anom-
alies in the upper 1000 m of the ocean exhibit a similar
spatial structure (Levitus 1989a, b) and are accompanied
by changes in the intensity of the Gulf Stream (Great-
batch et al. 1991), lending further credence to the ocean’s
active role.

In the linear theory of the atmospheric response to a
low-level heating anomaly in midlatitudes, a baroclinic
surface cyclone is forced downstream of the heating so
as to balance the heating by meridional advection. On
the basis of a qualitative similarity to linear theory,
Kushnir (1994) suggested that the concurrent mid-basin
anomalously low SLP described in the previous para-
graph could be a baroclinic response of the atmosphere
to a heat source over the Labrador Sea, so that the
ocean may drive the atmosphere on the interdecadal
time scales in the North Atlantic region. Kushnir and
Held (1996) provide supporting evidence for this view
using a coarse-resolution GCM, while also pointing out
that the evidence from atmospheric GCM studies is of-
ten contradictory. More recently, large ensembles of
GCM experiments by Rodwell et al. (1999) and Mehta
et al. (2000) have provided more convincing evidence of
oceanic forcing over the North Atlantic.

We attempt to develop a conceptual understanding of
how the coupled feedbacks might work, if at all, on the
interdecadal time scale in a model much simpler than
reality. We will provide a demonstration of how a simple
pattern of atmospheric variability induces a spatially
complex SST response via different processes operating
in different parts of the basin. One of our goals is to
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address the potential for oceanic eddies to play an im-
portant role in midlatitude climate variability. After
discussing the model formulation in Sect. 2, we start by
investigating the uncoupled variability that is intrinsic to
the atmosphere and ocean components separately in
Sect. 3. The models are then coupled together in Sect. 4.
Here we find that the behavior of a coupled model dif-
fers little from that of the ocean-only run forced by the
atmospheric history from the coupled integration, and
the atmospheric behavior is virtually identical to that of
the atmosphere-only model forced by fixed SSTs. The
effect on the model atmosphere of prescribing a leading
SST anomaly from the coupled run is shown to be weak.
The summary and discussion can be found in Sect. 5.

2 Model formulation

Our model is a simplified version of that developed by Dewar
(submitted 2002). The equations governing the dynamical modules
of the model are two layer quasi-geostrophic (e.g., Pedlosky 1987),
using high resolution of 160 km in the atmosphere and 10 km in
the ocean.

2.1 Model geometry

The model geometry is depicted in Fig. 1, with a vertical cross
section through the model on the top and a plan view shown in the
bottom panel. The ocean basin is meant to represent a midlatitude
portion of the North Atlantic ocean and extends longitudinally
from XW = 3520 km to XE = 8640 km (approximately 60� wide at
45�N) and latitudinally from YS = –3200 km to YN = 2400 km

(16�N to 66�N) with y = 0 corresponding to the 45�N. Atmo-
spheric latitudinal boundaries are situated at Ya,S = YS and Ya,N
= 3200 km, i.e., at 16�N and 74�N respectively. The longitudinal
atmospheric boundaries at Xa,W = 0 and Xa,E = 20480 km (a bit
less than the length of the zonal circle at 45�N) are open, and
periodic conditions are assumed. The atmosphere overlies the
ocean and land. The interior oceanic and atmospheric depths are
Ho = 4 km andHa = 10 km. The mean depth of the lower oceanic
layer is Do,2 = 3 km. A rigid lid is assumed, so the mean thickness
of the upper oceanic layer is Do,1 = Ho – Do,2. On the top of the
ocean there is a mixed layer of the constant thickness hmix = 30 m.

2.2 Atmospheric component

The atmospheric model is described in detail in Kravtsov et al.
(submitted 2002 see http://www.atmos.ucla.edu/tcd/MG/ser-
gey.html). The equations for the barotropic component w and
baroclinic component s of the stream function are

@qw
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Here

qw ¼ r2w þ by; qs ¼ r2s � 1

R2
d

s

are the barotropic and baroclinic component of the potential vor-
ticity, respectively, and s is related to the atmospheric temperature
Ta, to be defined later. h1 = 0.3 and h2 = 0.7 are nondimensional
thicknesses of the lower and upper atmospheric layers,
Rd = 383 km is the Rossby radius of deformation, f0 = 10–4 s–1 is
the Coriolis parameter, b = 1.87 · 10–11 m–1 s–1 is the gradient of
the Coriolis parameter at 45�N, td = 4.62 days is the bottom drag
time scale, and AH = –2 · 1016 m4 s–1 is the damping coefficient. In
our model, damping acts on both the barotropic and baroclinic
component of the motion in the form of superviscosity. The at-
mospheric forcing function F is described in the next subsection
and has dimensions of velocity, and JðA;BÞ � @A

@x
@B
@y � @A

@y
@B
@x is the

Jacobian.
Additional damping terms with the characteristic time scales of

td
0 = 17 days, td

1 = 23 days, td
2 = 29 days and td

3 = 37 days are
included, following Vautard et al. (1988). They act selectively on
the first zonal planetary modes (0, 1, 2, 3) to prevent the excessive
accumulation of energy in these modes that is inherent to rigid-lid
channel models, due to the lack of meridional and vertical disper-
sion. These missing processes affect primarily the largest zonal at-
mospheric scales (Held 1983). The fields wk and sk, 1 £ k £ 3, are
obtained by Fourier transforming w and s in x and then truncating
their inverse transform to retain only the k-th spectral component.

2.3 Radiation and heat exchange

The coupled model is forced by temporally constant, latitudinally
varying insolation, so the model climatology is not specified in
advance. Over land, the insulating condition is imposed. The net
(incident less reflected) shortwave radiation at the top of the at-
mosphere R, expressed in W m–2, isFig. 1. Model geometry, see text
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R ¼ 182:04 � 162:92 sinð2y=aEÞ ; ð2Þ

where aE = 6400 km is the radius of the Earth. This formula is a
reasonable fit to observations (e.g., Stephens et al. 1981). We
parametrize other heat fluxes through the SST Ts, and the atmo-
spheric temperature Ta to be defined later. Our atmosphere is
transparent to shortwave radiation, while it radiates in the long-
wave range both upward and downward with intensity B and ex-
changes heat fluxes with the ocean: O is the outgoing longwave
oceanic radiation and HSL is the sensible and latent heat exchanged
between the ocean and the atmosphere.

Thus, over the ocean, the atmospheric forcing function is

F ¼ 1

qacPDhs
ðOþ HSL � 2BÞ ; ð3Þ

where Dhs = 50 K is the difference in potential temperature be-
tween the layers, qa = 1 kg m–3 is the representative atmospheric
density, and cP = 1000 Jkg–1 K–1 is the atmospheric heat capacity.
Neglecting the heat capacity and conductivity of the land surface
results in the forcing function

F ¼ 1

qacPDhs
ðR� BÞ ; ð4Þ

valid over land.
The atmospheric back radiation B (Budyko 1969) is paramet-

rized as

B ¼ B0 þ BtTa ; ð5Þ

where the values of B0 = 213 W m–2 and Bt = 1.63 W m–2 C–1 are
taken from Wang and Stone (1980) and Ta is measured in degrees
C. We define an atmospheric equilibrium temperature as the mean
temperature of the atmosphere in the absence of the heat exchange
with the ocean:

Teq ¼ 1

BtRa

Z Z
Ra

ðR� B0Þdx dy : ð6Þ

The atmospheric temperature Ta is then found as the average
temperature of an air column in a given location

Ta ¼ Teq �
f0s
g0Ha

Dhs : ð7Þ

Reduced gravity is assigned the value g0 � gHa
hs

dhs
dz 	 0:7, where g

=9.82 m s–2,z is a vertical coordinate and hs = hs(z) stands for the
potential temperature profile at static equilibrium.

The outgoing oceanic longwave radiation absorbed by the at-
mosphere is

O ¼ rBT 4
r þ 4rBT 3

r Ts ; ð8Þ

here Tr = 273 K is a reference temperature, rB = 5.7 · 10–8 W K–4

is the Boltzmann constant, and Ts is measured in degrees C. The
heat exchange between the ocean and the atmosphere is parame-
terized in a standard fashion (Haney 1971) as

HSL ¼ kðTs � TaÞ ; ð9Þ

with k= 30 W m–2C–1.

2.4 Ocean model

The ocean model is standard and subjected to no-slip boundary
conditions. We choose a horizontal viscosity of A = 300 m2 s–1

and oceanic Rossby radius of deformation of about 45 km. With
these, the ocean model is put into a moderately turbulent regime of
Berloff and McWilliams (1999).

The ocean–atmosphere coupling occurs through the mixed
layer, where the geostrophic and Ekman currents, as well as local
air–sea heat exchange can affect SST. The latter, in turn, influences
the atmosphere. Assuming perfect mixing of the heat and

momentum and neglecting (small) mass transports due to the
horizontal density gradients in the mixed layer, we obtain the fol-
lowing expressions for the x- and y-velocity components uo and vo:

uo ¼ � 1

f0

@p1

@y
þ sy

f0hmix
; ð10aÞ

vo ¼ 1

f0

@p1

@x
� sx

f0hmix
: ð10bÞ

The velocity in the mixed layer is the sum of the two parts, namely,
the geostrophic component expressed through the upper oceanic
interior layer stream function p1, and the Ekman component due to
the direct action of the atmospheric wind stress (sx,sy) on the mixed
layer. In consistency with our atmospheric model, the wind stress is
a linear function of the atmospheric wind

sx ¼ cDu1; sy ¼ cDv1 ; ð11Þ

where cD = 2 · 10–5 m s–1.
The SST dynamics is governed by

@Ts
@t

þ @

@x
ðuoTsÞ þ

@

@y
ðvoTsÞ

¼ wE
hmix

T1 : 0wE 
 0

Ts : wE < 0
þ Fa�o

qocP ;ohmix
þ jr2Ts ; ð12Þ

�

where qo = 1000 kg m–3 is the representative oceanic density,
Fa–o is the vertical heat flux experienced by the ocean surface,
cP,o = 4000 J kg–1 K–1 is the oceanic heat capacity, T1 = 10 �C is
the temperature of the upper oceanic interior layer, j = 300 m2 s–1

is the mixed-layer thermal diffusivity and the Ekman pumping is

wE ¼ hmix
@uo

@x
þ @vo

@y

� �
:

If wE<0 (downward), the ocean interior experiences the heat flux

Fo ¼ �qocP ;owEðTs � T1Þ : ð13Þ

In solving Eq. (2), the insulating condition is imposed on the
boundaries.

In our model, a single temperature represents the entire atmo-
spheric column, and enters the bulk-formula parametrization of the
air–sea heat exchange (9). Therefore, SST affects the interior at-
mospheric circulation directly, so that the sensitivity of the model
atmosphere to surface boundary condition may be overestimated
relative to that in a model with higher vertical resolution. However,
this does not necessarily imply that the coupled effects will be ex-
aggerated. The possibility of a coupled low-frequency variability in
such a system is not a trivial matter. Marotzke and Pierce (1997)
studied the evolution of an SST anomaly in a simple 50-m-thick
slab mixed-layer model coupled to a one-dimensional diffusive at-
mosphere through the relaxation law with the coupling coefficient k
= 50 W m–2 K–1, so that the tendency in the SST equation due to
air–sea heat exchange (proportional to k/hmix = 1) is the same as in
our model. They provided an elegant demonstration of the de-
pendence of the model response on the spatial scale of the SST
anomaly and identified various relevant time scales, corresponding
to different stages of SST evolution. Here, we will explore the po-
tential for oceanically induced SST anomalies to affect the atmo-
spheric circulation and be reinforced by the latter on the slow time
scales associated with the ocean currents.

3 Uncoupled results

3.1 Atmospheric climate and variability

A summary of experiments is given in Table 1. We first
specify the SST distribution as
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Ts ¼ 12:4 þ 17:0 sinð2y=aEÞ ð14Þ

and perform a 75-year-long atmospheric integration
(experiment A1 of Table 1). Equation (14) fits well the
observed annual mean temperature profile (e.g., North
et al. 1981). Displayed in Fig. 2 is the time averaged
distribution of the zonally averaged zonal velocity in
each of the atmospheric layers. It shows a well-centered
midlatitude westerly atmospheric jet in both layers with
a reasonable meridional structure. The amplitude of the
upper layer jet is slightly weaker than observed and the
lower layer winds at the sides of the atmospheric channel
are distorted due to deficiencies of the quasi-geostrophic
formulation.

3.1.1 Time averaged fields

Spatial distributions of the time averaged atmospheric
fields are shown in Fig. 3. In Fig. 3a, isotachs of the
zonal barotropic component of the wind are plotted,

along with the turbulent barotropic kinetic energy
(shading). Figure 3b shows the distributions of the at-
mospheric temperature and its variance (shading).
Maximum zonal winds occur over land with the jet
break situated above the ocean in the model (consistent
with the thermal wind balance), while the observed At-
lantic jet extends further into the ocean. In the oceanic
region, the model’s atmospheric temperature and SST
are tied together by a strong relaxation law, representing
the ocean–atmosphere heat flux. This flux directly affects
the baroclinic structure of the model atmosphere. In the
land region, where an insulation condition is imposed,
the north-to-south temperature contrast is affected di-
rectly by the solar forcing and the resulting temperature
gradient is steeper. There is no pronounced stationary
wave in the model atmosphere due, most likely, to the
absence of mountains in the model.

3.1.2 Variance

The model produces a clear storm track. The tempera-
ture variance (constructed using unfiltered daily data)
has a maximum slightly downstream of the maximum
winds location (Fig. 3b), and can be shown to be dom-
inated by the high-frequency baroclinic disturbances.
The barotropic-wind variance (Fig. 3a), which is domi-
nated by the lower frequencies, is maximum even further
downstream, closer to the exit of the jet and slightly to
the north of the jet axis. Although the position of the
mean jet relative to the ocean differs from observations,
the relative locations of the jet break, storm track and
maximum low-frequency barotropic activity are well
reproduced. The amplitudes of the variances also agree
with observations. The atmospheric temperature vari-
ability over the ocean (Fig. 3b) is weak partly because of
the direct effect of the air–sea heat exchange mentioned,
and partly because the weaker atmospheric jet over the
ocean is more baroclinically stable. However, this should
not seriously impact the coupled behavior because the
ocean tends to be insensitive to the high-frequency
content of the atmospheric variability. In contrast, there
is vigorous barotropic-wind variability over the ocean
(Fig. 3a). Oceanic variability and ocean–atmosphere
coupled behavior are likely to be associated primarily
with, and sensitive to, the time-dependent structure of
the barotropic wind, since it is here that the atmospheric
low frequences almost entirely reside.

3.1.3 EOFs

To analyze the spatial structure of the atmospheric
variability further, we perform a standard principal
component (PC) analyses of the atmospheric fields
(unfiltered daily data). In Fig. 4, we plot the first em-
pirical orthogonal function (EOF) of the barotropic
streamfunction, accounting for approximately 35% of
the total variance. The zonally averaged structure of this

Table 1. Summary of the experiments

Experiment Forcing

A1 (atmosphere-only) Fixed SST according to Eq. (14)
O1a (ocean-only) Atmospheric climatology of A1
O1b (‘‘control’’ or
‘‘idealized’’ ocean-only)

Atmospheric history of A1

CO (coupled) Fully coupled experiment
A2 (atmosphere-only) SST climatology of CO
O2a (ocean-only) Atmospheric climatology of CO
O2b (‘‘additional’’ or
‘‘adjusted’’ ocean-only)

Atmospheric history of CO

A3 (atmosphere-only) Climatological SST + leading
SST anomaly of CO

Fig. 2. Time-mean zonally averaged barotropic zonal wind from
the atmosphere-only integration (A1 of Table 1). Solid line: upper
layer; dashed line: lower layer. y = 0 corresponds to 45�N
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EOF corresponds to the meridional shifts of the jet and
is qualitatively similar to that obtained by Koo (2001) in
an atmospheric model without asymmetries at the lower
boundary. This EOF can be compared to the midlati-
tude part of the Arctic Oscillation (AO). There is,
however, no opposite-polarity center in the north, most
likely due to the channel geometry of the model.

This EOF also exhibits a nontrivial zonal modulation
over the midlatitude ocean that is capable of introducing
a spatially coherent forcing on the ocean circulation
through Ekman pumping. Although the zonal asym-
metry in the model’s leading mode of atmospheric
variability over the ocean is smaller than observed, there
is nonetheless a qualitative similarity with the North
Atlantic, where the southern pole of the wintertime AO
straddles the mean surface zonal-wind maximum. It is

worth noting that even full atmospheric GCMs exag-
gerate the zonal symmetry of the AO (e.g, Robertson
2001).

The corresponding PC has a red spectrum without
any localized peaks (Fig. 5a). This power spectrum was
computed by dividing the time series into overlapping
5500-day segments and averaging over the 10 periodo-
grams so obtained. In Fig. 5b, we plot in more detail the
low-frequency portion of the spectrum. In this case, 200-
day means of the PC time series were used to construct a
multi-taper spectrum with five tapers (Dettinger et al.
1995), describing the low-frequencies in more detail. The
spectrum is very weakly red. Also plotted in Fig. 5b are
90% and 95% confidence intervals (Mann and Lees
1996). There is no known physical mechanism able
to support such an ultra-low-frequency oscillatory

Fig. 3a, b. Atmospheric cli-
matology of the atmosphere-
only integration (A1 of
Table 1). a Time-mean baro-
tropic zonal velocity (contours,
every 3 m s–1); total turbulent
eddy kinetic energy (shading,
every 20 m2 s–2); b time-mean
atmospheric temperature (con-
tours, every 3 �C); atmospheric
temperature variance (shading,
every 5 �C2). Heavy line marks
oceanic boundaries, small
rectangle within the ocean will
be referred to in later analyses
(see text)

Fig. 4. Leading atmospheric
empirical orthogonal function
(EOF) of the barotropic
streamfunction for the atmo-
sphere-only run (A1 of
Table 1), which accounts for
35% of total variance; contour
interval 106 m2 s–1, negative
contours dashed, zero contour
omitted
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behavior in the atmosphere, so the seemingly significant
peaks seen in the spectrum are most likely due to sam-
pling variations.

3.2 Oceanic climate and variability

3.2.1 Climatology and time-dependent behavior

We next perform two uncoupled 375-year-long oceanic
experiments and analyze the last 300 years of these in-
tegrations. The first run (hereafter the steadily forced run;
O1a of Table 1) is forced by the climatological values
taken from the atmosphere-only integration. The second
oceanic integration (the stochastically forced; O1b of
Table 1) uses the daily-archived output from the atmo-
spheric run. The atmospheric run is only 75-years-long,
so we use the atmospheric data repeatedly five times.

The climatology is very similar in both ocean-only
runs, and is shown for the stochastically forced run in
Fig. 6. The barotropic transport is plotted in Fig. 6a,
oceanic interface height relative to the boundary in
Fig. 6b and SST distribution in Fig. 6c. Note that by
our definition (see Fig. 1), a negative interface height
corresponds to a deeper ‘‘thermocline’’. Thus, in Fig. 6
there is a clockwise circulation around the subtropical
gyre and an anticlockwise one around the subpolar gyre,
both of which are largest in the upper layer. Due to the
use of the no-slip boundary condition, the climatology is
characterized by the presence of a double jet near the
western oceanic boundary (see Haidvogel et al. 1992),
which corresponds to the Gulf Stream and Labrador
Current. In reality, the two currents exist as separate
entities at distances from the western boundary up to
half the basin size, where they eventually merge. The
maximum value of the barotropic transport found in the

Fig. 5a, b. Atmospheric power
spectrum of the atmosphere-
only run (A1 of Table 1), con-
structed from PC-1 of the
barotropic streamfunction.
a Full spectrum; b low-fre-
quency portion. Smooth solid
line: red-noise AR(1) fit to the
spectrum; dashed line: 90%
confidence level; dotted line:
95% confidence level

Fig. 6a–c. Ocean climatology of the ocean-only integration (O1b
of Table 1) forced with daily-sampled atmospheric time series from
the atmosphere-only integration (A1 of Table 1). Later EOF
analyses will be performed in the small rectangle within the ocean;

negative contours dashed, zero contours omitted. a Barotropic
transport; contour interval 10 Sv; b interface displacement relative
to the boundary; contour interval 40 m; c SST; contour interval
3 �C
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subtropical gyre recirculation region is about 60 Sv. The
structure of the baroclinic circulation shown in Fig. 6b,
and of the SST field (Fig. 6c), are also reasonable (see
Cessi 2000). In the deep ocean, the baroclinic and
barotropic components of the flow tend to compensate
each other, leading to the surface-intensified currents.

Although the climatologies of the two runs are simi-
lar, the variability is dramatically different. In the
steadily forced integration, the variability in the model
has a spectrum dominated by low-frequency baroclinic
motions with most intensity in the region of the western
boundary currents separation. These motions have a
scale of the oceanic internal Rossby deformation radius
and form vortex-like structures similar to those found in
many other quasi-geostrophic models (e.g., Berloff and

McWilliams 1999). An EOF analysis (not shown) indi-
cates that the variabilities of the two jets are independent
(or decoupled) of each other. The EOFs of the oceanic
fields for the stochastically forced integration are plotted
in Fig. 7, using both unfiltered (upper panels) and 5-
year-low-pass filtered (lower panels) oceanic data. The
filter (Otnes and Enochson 1978) is applied to 200-day
means of the data time series. Only the data from a small
rectangle in Fig. 6 has been used for the EOF analysis,
corresponding to the region of most intense oceanic
variability.

In all cases the leading EOF is well separated from
the second EOF, and accounts for a significant portion
of the oceanic variability (see caption of Fig. 7). The first
EOF of the unfiltered barotropic transport (Fig. 7a)

Fig. 7a–f. Leading oceanic EOFs of the ocean-only stochastically
forced integration (O1b of Table 1), constructed using the data
within the small rectangle of Fig. 6. Upper panels use raw data in
the EOF analysis; 5-year-low-pass filtered data used in the lower
panels. a, d Barotropic transport (35% and 50% of total variance);

contour interval 5 Sv; b, e internal interface displacement (28% and
63% of total variance); contour interval 10 m; c, f SST (27% and
44% of total variance); contour interval 0.2 �C. Negative contours
dashed, zero contours omitted
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shows a pattern similar to that of the first EOF of the
atmospheric barotropic stream function (Fig. 4). It is
clearly directly forced by the atmospheric wind, and we
verify this later. An interesting feature of the oceanic
baroclinic pressure variability (Fig. 7b) is a synchronous
and large-scale (larger than the oceanic internal Rossby
radius) variability in the double-jet region. This syn-
chronization occurs through the atmosphere and is ab-
sent in the steadily forced run. The combined effect of
the baroclinic and barotropic modes produces a large
amplitude (	1.5 �C) large-scale (	1000 km) meridio-
nally aligned SST dipole (Fig. 7c).

The lower panels of Fig. 7 show that on interannual-
to-interdecadal time scales, the oceanic regional vari-
ability is dominated by the baroclinic component of the
circulation. The similarity between Fig. 7b, e confirms
that the baroclinic response of the ocean is dominated by
the low frequencies. The baroclinic motions influence the
barotropic field through nonlinear interaction (see
Fig. 7d, e) and advect SST (Fig. 7f). The EOF of
low-pass filtered SST still retains a large-scale dipolar
component evident in Fig. 7c, albeit with a smaller
amplitude and smaller-scale spatial modulation. It may
still be potentially important in inducing an atmospheric
response on very long time scales.

3.2.2 Connection with the atmospheric variability

Figure 8 shows the 5-year-low-pass filtered normalized
PC1 of the oceanic interface displacement

(corresponding to the EOF in Fig. 7e), lagged by 2.75
years, together with the normalized PC1 of the atmo-
spheric barotropic wind (corresponding to the EOF in
Fig. 4). This lag produces a maximum correlation of
0.7 between the two time series, demonstrating that the
leading component of oceanic variability follows the
low-frequency component of the atmospheric history; it
involves no dynamically active internal oceanic mode
excited by the atmospheric noise. The time lag required
for maximum correlation may be understood by com-
puting the time necessary for the long oceanic baro-
clinic Rossby waves to travel across the scale of the
atmospheric forcing (DL 	 2000 km) to the western
boundary of the ocean, where most of the variability
occurs. This calculation gives

DLb�1R�2
d 	 2:23 year ;

which is close to the time lag value mentioned. We
cannot conclude definitively, however, that oceanic
Rossby-wave propagation determines the time lag be-
tween the atmospheric forcing and the oceanic re-
sponse. Dewar (2001) argues that nonlinear adjustment
of oceanic inertial recirculation might be more impor-
tant. In addition, mean-circulation advective time
scales are also on the order of several years.

3.2.3 Basin-scale oceanic variability

The simple ocean models reviewed in the introduction
often exhibit basin-scale behavior (e.g., Jin 1997; Cessi
2000). Figure 9 shows the leading EOFs using the data
from the whole oceanic basin on a coarser 160 · 160-km
grid.

The structures of the basin-scale EOFs are consistent
with those of the regional analysis in Fig. 7, indicating
that the latter structures near the western boundary form
an important part of the leading basin-scale variability.
None of the corresponding spectra (not shown) exhibits
any significant spectral peaks and, as in the regional case,
the basin-scale oceanic variability can be clearly inter-
preted as a direct response to the atmospheric forcing,
conducted to the regions of strong currents by, arguably,
the large-scale baroclinic Rossby waves.

4 Coupled results

4.1 Atmospheric climate and variability

We now couple the oceanic and atmospheric models and
perform a 500-year-long integration of the full model,
analyzing the last 350 years of this integration (experi-
ment CO of Table 1). The model components were spun
up using the uncoupled runs. The coupled model is in
statistical equilibrium, i.e., there is no long-term drift
of the model variables during the last 350 yr of the
integration.

Fig. 8. Evolution of the stochastically forced ocean run (O1b of
Table 1). Solid line: 5-year-low-pass filtered time series of the
atmospheric PC-1 (corresponding to the EOF in Fig. 4); dashed
line: 5-year-low-pass filtered PC-1 time series of the oceanic
interface displacement (corresponding to the EOF in Fig. 7b, e),
lagged by 2.75 years

Kravtsov and Robertson: Midlatitude ocean–atmosphere interaction in an idealized coupled model 701



The climatological structure of the atmosphere aris-
ing in the coupled integration is shown in Fig. 10. It
should be compared to that from the uncoupled inte-
gration (Fig. 3). The jet in the coupled run is slightly
weaker and displaced slightly equatorward (panel (a)),
consistent with angular momentum conservation. An
increase in temperature variance is clearly seen from
comparison of Figs. 10b and 3b. The total barotropic

turbulent kinetic energy in the coupled run is also in-
creased (see Figs. 3a and 10a). Despite these quantitative
changes, the spatial structure of the atmospheric mean
values and variances remains similar.

The changes in the strength of the atmospheric vari-
ability between the coupled and uncoupled runs can be
explained as the result of differences in the climatologi-
cal SST field and corresponding adjustments in the

Fig. 10a, b. Atmospheric
climatology of the coupled
run (CO of Table 1). Details
as in Fig. 3

Fig. 9a–c. Leading basin-scale EOFs for the stochastically forced
ocean-only run (O1b of Table 1). a Barotropic transport (25% of
total variance); contour interval 5 Sv; b interface displacement

(34% of total variance); contour interval 5 m; c SST (23% of total
variance); contour interval 0.1 �C. Negative contours dashed, zero
contours omitted
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strength of the atmospheric flow. To confirm this, we
have performed an additional 75-year-long atmosphere-
only integration forced by the SST climatology from the
coupled run (experiment A2 of Table 1). The spatial
pattern and strength of the climatological and time-de-
pendent atmospheric circulation in this run are virtually
indistinguishable from those in the coupled run (but see
below).

The first EOF of the barotropic streamfunction
(Fig. 11) is similar in structure to that in the uncoupled
case. An examination of the atmospheric spectra corre-
sponding to the leading EOF of the barotropic wind
(Fig. 12) shows that there is no additional regularity
introduced into the atmospheric behavior through cou-
pling on interdecadal time scales. The spectra in Fig. 12
were constructed analogously to those in Fig. 5 and are
very similar to those of the uncoupled run. Not more
than 5% of frequencies pass the 95% confidence level in
Fig. 12b, indicating that the spectral peaks seen there
can be attributed to sampling variations. The relative
power contained in the high- and low-frequency por-
tions of both coupled (Fig. 12) and uncoupled (Fig. 5)
spectra is roughly the same (see Robertson 2001), pro-
viding further evidence that the coupling is negligible
and that the dominance of the low frequencies in the

model atmosphere is due to intrinsic atmospheric non-
linearities (see James and James 1989).

A more careful analyses can be performed by com-
paring the coupled spectrum with the spectrum (not
shown) of the corresponding PC from the atmosphere-
only run forced by the climatological SST from the
coupled run (A2 of Table 1, see above). It is then pos-
sible to identify a very weak, but distinguishable increase
in the power contained in the low-frequency portion of
the coupled model spectrum.

4.2 Oceanic climate and variability

4.2.1 Climatology and time-dependent behavior

Changes in climatology The oceanic climatology result-
ing from the coupled integration is displayed in Fig. 13.
It should be compared with analogous uncoupled results
(Fig. 6). The qualitative nature of the circulation and
SST pattern are similar in the two runs. However, there
is an important southward displacement of the gyres in
the coupled relative to the uncoupled case, of about
500 km. In addition, the spatial scale of the recirculation
zone (Fig. 13a) is dramatically increased in the coupled

Fig. 11. Leading atmospheric
EOF of the coupled run (CO of
Table 1). Details as in Fig. 4;
the EOF explains 41% of total
variance

Fig. 12a, b. Atmospheric
power spectrum of the coupled
run (CO of Table 1). Details as
in Fig. 5; in multi-taper spec-
trum, seven tapers are used here
rather than five tapers used to
construct Fig. 5
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run, especially in the subtropical-gyre region. There is an
additional tropical gyre (Fig. 13a, b) and the mean
north–south SST gradient is increased in accordance
with a similar increase in the atmospheric temperature
gradient (see Figs. 3b and 10b). An additional uncou-
pled oceanic integration forced by the atmospheric his-
tory from the coupled run (O2b of Table 1) reproduces
all these changes, showing that they are entirely due to
an adjustment of the oceanic and atmospheric circula-
tions that arise during the first decade after coupling.
Regional response We perform a regional EOF

analysis of the oceanic fields in the small rectangle in
Fig. 13 and compare it with analogous analysis of the
uncoupled fields (Figs. 7 and 8). We find that in this
regional sense, the coupled system behaves very similarly
to the uncoupled one (not shown). That is, the low-fre-
quency response in the region of the boundary currents
confluence zone and inertial recirculations is predomi-
nantly baroclinic and represents a passive synchronous
adjustment of the two jets to the atmospheric anomalies,
generated to the east of the western oceanic boundary
and possibly carried to this boundary by large-scale
baroclinic Rossby waves. Since the location of the at-
mospheric anomaly is the same in the coupled and un-
coupled runs, the time lag of the oceanic response should
be the same as well, and it is indeed found again to be
2.75 years.
Oceanic intrinsic mode Interesting differences arise in

the analysis of the basin-scale oceanic EOFs. The first
EOF of the interface displacement (Fig. 14a, compare
with Fig. 9b) possesses a broad spectral peak around 5.5
years (Fig. 14b), with no counterpart in the uncoupled
integrations discussed in Sect. 3. However, this mode is
reproduced in an additional ocean-only integration us-
ing the atmospheric history from the coupled run as a
forcing (O2b of Table 1), while it is absent from the
ocean-only integration forced by the atmospheric cli-
matology from the coupled run (O2a of Table 1). It thus
appears to be a damped intrinsic mode of the oceanic

Fig. 13a–c. Oceanic climatology of the coupled run (CO of Table 1). Details as in Fig. 6

Fig. 14. a Leading EOF of the ocean interface displacement for
the coupled run (CO of Table 1); (34% of total variance); contour
interval is 5 m. Negative contours dashed, zero contour omitted;
b power spectrum of the PC corresponding to the EOF in a
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circulation that is excited by the atmospheric stochastic
forcing. Note that the period of the oscillation is twice
the time lag, mentioned in previous paragraph.

The ability of the atmospheric noise to excite this
mode appears to depend on the relative locations of the
oceanic time-mean circulation and atmospheric sto-
chastic forcing, since this differs significantly between
the control (forced by the atmospheric history from the
idealized atmosphere-only integration; O1b of Table 1)
and the additional (forced by the atmospheric history
from the coupled run; O2b of Table 1) ocean-only in-
tegrations. The meridional displacement of the jets does
not affect the eigenmodes due to b-plane QG approxi-
mation, where all latitudes away from the boundaries
are dynamically equivalent.

There is no apparent signature of this mode in the
barotropic transport and SST fields. Thus, the heat flux

due to advection of the mean SST by a baroclinic field
anomaly is weak compared to other components of the
total heat flux. This is due to the spatial structure of the
mode, whose currents are directed almost perpendicular
to SST gradients, at least in the locations where the
latter are strong. Since the only way for the ocean to
affect the atmosphere is through SST, the internal oce-
anic mode does not influence the atmosphere, which is
consistent with the red-noise structure of the atmo-
spheric variability.
Basin-scale response of SST to atmospheric forc-

ing None of the other oceanic basin-scale EOFs exhibit
any significant peaks in the spectra of the corresponding
PCs. In Fig. 15, we plot the first EOF of the barotropic
transport, the second EOF of the interface displacement
and the first EOF of SST, using 200-day means
(upper panels), as well as the leading EOFs of the

Fig. 15a–f. Leading oceanic EOFs of the coupled run (CO of
Table 1), using 200-day-binned data (upper panels) and 5-year-low-
pass filtered data (lower panels). a, c EOF-1 of the barotropic
transport (26% and 58% of total variance); contour interval 2 Sv;
b EOF-2 of the interface displacement (26% of total variance);

e EOF-1 of the interface displacement (42% of total variance);
contour interval 5 m; c, f EOF-1 of SST (24% and 35% of total
variance); contour interval 0.1 �C. Negative contours dashed, zero
contour omitted
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5-year-low-pass filtered data (lower panels). The first
EOF of SST (Fig. 15c, f) has a structure that is quali-
tatively similar to that observed by Kushnir (1994):
positive temperature anomalies of realistic amplitude
occur over most of the northern model ocean, with two
centers of action near the western boundary. They are
separated by a negative anomaly, whose boundary co-
incides with the location of the two climatological jets,
which are considered to be the model ‘‘Gulf Stream’’
and ‘‘Labrador’’ currents. Two other centers are located
toward the eastern boundary, where a positive anomaly
is seen in the north and a negative anomaly in the south.
However, the amplitude of the negative anomaly is
much larger than that of the weak observed anomaly in
the tropics, due, probably, to an oversimplified mixed-
layer model.

The SST pattern in Fig. 15c is concurrent with a
negative atmospheric pressure anomaly over the ocean
(Fig. 11), in a similar manner to that found in inter-
decadal observations (Kushnir 1994). The time series of
the leading PCs of the atmospheric streamfunction and
SST are highly correlated (correlation of 0.7) at zero lag
(recall that the sampling interval we use is 200 days).
Correlating the PCs of the other oceanic fields and at-
mospheric pressure anomalies shows that the patterns
plotted in Fig. 15a, b, c occur approximately simulta-
neously (correlation of 0.5). The temporal correlations
between the time series of the oceanic and atmospheric
fields are even higher (correlation of 0.7) if we use the
5-year-low-pass filtered data. The same behavior is
obtained in the ocean-only integration using the atmo-
spheric history from the coupled run as a forcing (O2b
of Table 1). All of this argues that the spatial structures
obtained represent a passive response of the ocean to the
low-frequency evolution of the atmospheric flow. A
negative atmospheric pressure anomaly accompanies a
warm basin-scale SST pattern (Fig. 15c), intensified
model ‘‘Gulf Stream’’ and reduced intensity of the
model ‘‘Labrador current’’ (Fig. 15a, b). These features
have also been alluded to in observations of interdecadal
variability in the North Atlantic (Levitus 1989a, b;
Greatbatch et al. 1991).

4.2.2 Mixed-layer dynamics

We next investigate the evolution of the SST pattern in
Fig. 15c, f and show that the dynamics differ across the
basin. To do this, we compute the SST (T) anomaly
evolution associated with the EOFs of atmospheric and
oceanic circulation (Figs. 11 and 15d, e), together with
their corresponding PC time dependences. The mixed-
layer Eq. (12) is finite differenced on a coarse 160 · 160-km
grid and integrated forward in time for 350 years, with
geostrophic (ug,vg) components of mixed-layer velocities,
as well as the atmospheric temperature Ta, prescribed
as time-dependent fields, and time-mean SST ð�TT Þ
prescribed according to the full model solution.

Dynamically important terms in this equation are shown
to be the following:

@T
@t

¼ �u0g
@�TT
@x

� v0g
@�TT
@y

þ k
qocP ;ohmix

T 0
a þ E0 þ � � � ; ð15Þ

where an overbar denotes a time mean, u¢g,v¢g are the
geostrophic velocity anomalies in the upper oceanic
layer, T¢a is the atmospheric temperature anomaly as-
sociated with the circulation pattern in Fig. 11, and E¢
term is explained later. Recall that there is no depen-
dence of the surface heat flux on wind speed in the
coupled model. In the geostrophic field, we will also
distinguish between barotropic and baroclinic compo-
nents of the flow. The entrainment heat flux parametri-
zation in our mixed-layer model is highly nonlinear (see
Eq. 12). Thus we combine Ekman advection and en-
trainment heat fluxes in E¢. To determine E¢, we take the
time series of the wind anomaly (Fig. 11), the time series
of the modeled SST anomaly (Fig. 15f), mean wind and
mean SST, and compute the time-mean entrainment
heat flux as in Eq. (12). In the integration of Eq. (15), we
first compute an entrainment heat flux using the same
data with an exception of SST, which is now computed
explicitly (T). E¢ is then found as the difference between
this instantaneous value and previously determined time
mean.

The results of this integration are summarized in
Fig. 16. In Fig. 16a, we plot the first EOF of SST from
the mixed-layer run with all the terms included. The
pattern obtained is reasonably close to that in Fig. 15c
away from the zonal boundaries. The differences arise
due to the fact that the time-dependent fields used to
force the mixed-layer model are not perfectly correlat-
ed. The amplitude of the anomaly is slightly weaker
than that from the coupled-model integration (note
different contour interval), which can be due to the
coarse spatial and temporal resolution in the mixed-
layer model used here. Our mixed-layer model is po-
tentially more justifiable in the midlatitude region, than
in the tropical or polar regions, where significant
changes in the mixed-layer depth and convective ac-
tivity occur.

Figure 16b shows the result of neglecting Ta vari-
ability. There are some quantitative differences
throughout the basin, but the general structure survives.
The heat flux associated with the atmospheric tempera-
ture anomaly generally tends to damp the SST anomaly,
rather than to reinforce it.

However, dramatic changes occur over the ocean
interior when we remove the effects of the anomalous
Ekman and entrainment heat fluxes. In Fig. 16c, the
only term retained in Eq. (15) is the advection of the
mean temperature by the anomalous baroclinic current.
Comparing Fig. 16c and a shows that near the western
boundary, the anomalous SST structure is primarily
determined by that heat transport. The barotropic con-
tribution (Fig. 16d) has a similar structure, but a
somewhat smaller amplitude.
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5 Summary and discussion

We have studied the behavior of an idealized eddy re-
solving quasi-geostrophic coupled ocean–atmosphere
model, meant as a minimal representation of the midl-
atitude climate over the North Atlantic. The coupling
between the two-layer oceanic and atmospheric dy-
namical components occurs through a simple mixed-
layer parametrization, where a diagnostic momentum
closure allows us to compute the currents advecting SST;
the latter influences the atmospheric circulations
through the associated air–sea heat fluxes.

The atmospheric climatology consists of a zonally
modulated climatological jet that has a reasonable in-
tensity. The relative locations of the jet break, storm

track and maximum low-frequency barotropic activity
are consistent with theoretical and observational ex-
pectations. The time-mean oceanic circulation consists
of subtropical and subpolar gyres with a double mid-
latitude jet structure that bears similarities to the Gulf
Stream–Labrador Current system. The Gulf Stream is
known to separate from the coast at Cape Hatteras and
to flow eastward a considerable distance before merging
with the cold Labrador Current.

The coupled model reproduces some of the essential
features of observed interdecadal variability over the
North Atlantic. In the simulations, low atmospheric
pressure anomalies (see Fig. 11) are accompanied by
positive SST anomalies (Fig. 15f) over most of the
midlatitude and northern part of the ocean basin (see
Kushnir 1994), and by an intensified model Gulf Stream

Fig. 16a–d. Leading EOF of
SST obtained in the different
versions of the mixed layer
integration (see text). Contour
interval 0.03 �C. a Full mixed
layer model; b no forcing by the
anomalous atmospheric tem-
perature; c only the advection
of the mean SST by the anom-
alous baroclinic current is in-
cluded; d only the advection of
the mean SST by the anoma-
lous barotropic current is
included
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and weakened Labrador currents (Fig. 15d, e) (see
Greatbatch et al. 1991). The model’s SST anomalies also
bear similarities with the pattern of interior oceanic
temperature decadal change observed by Levitus (1989a,
b). Negative SST anomalies occur between the Gulf
Stream and Labrador currents, as well as at low lati-
tudes (see Kushnir 1994).

We find, however, that the atmospheric behavior on
time scales longer than interannual depends little on
oceanic dynamics. The slight redness of the power
spectrum of the barotropic atmospheric field (Fig. 12) is
attributed to internal atmospheric nonlinearities (see
James and James 1989), since there is virtually no change
in the relative amplitude of the low- and high-frequency
motions in the coupled and uncoupled atmospheric in-
tegrations. On the other hand, the oceanic low-fre-
quency variability and SST anomalies are found to be
primarily determined by the structure and time-depen-
dence of the intrinsic atmospheric variability (Fig. 8).

Near the western boundary, the ocean-only integra-
tions forced by the atmospheric climatology (O1a, O2a
of Table 1) show that the variability in each of the two
jets is independent of the other jet; it is dominated by
baroclinic instability of the mean jet with spatial scales
close to the ocean’s Rossby deformation radius. This
variability has a red spectrum due to nonlinearities in the
ocean dynamics. The situation is very different in
the integration forced by the atmospheric history from
the coupled run (O2b of Table 1). Here, the dominant
mode of oceanic regional variability is a delayed (by 2.75
years) synchronous response of the two jets to the at-
mospheric evolution. It has a larger spatial scale com-
pared to the steadily forced case and its time dependence
is fully determined by the temporal evolution of the at-
mospheric variables (Fig. 8). There is a dramatic in-
crease in the size of the oceanic recirculation zones,
which can be attributed to the action of the atmospheric
noise. Thus, on both regional and basin scales, the at-
mospheric intrinsic variability in the model is shown to
determine the ocean’s leading low-frequency behavior.

The zonal location of the atmospheric variability may
also affect the temporal characteristics of the model’s
variability due to a different delay time associated with
the zonal shift of the atmospheric forcing. However, the
passive oceanic response on time scales longer than the
baroclinic adjustment time scale (manifested as our ba-
sin-scale SST mode) would not be altered.

Detailed analyses of the mixed layer dynamics
(Fig. 16) demonstrate that in the region of the confluent
mean western boundary currents, where strong merid-
ional SST gradients occur, the SST response is largely
due to the advection of mean SST by anomalous baro-
clinic currents associated with the wind anomaly. Over
the rest of the basin, heat fluxes associated with the
anomalous Ekman currents and entrainment in the
mixed layer dominate. Thus, anomalously low SLP is
associated with anomalous easterly surface winds north
of 45�N leading to northward Ekman advection and
warming. The effects of anomalous air–sea fluxes are

relatively small, although their effect is underestimated
by the model due to the absence of a dependence on the
wind speed in Eq. (9).

Our model results suggest that observed interdecadal
variability in the North Atlantic (e.g., Kushnir 1994) is
consistent with a passive response of the ocean to at-
mospheric intrinsic variability, with the local surface
processes dominating to the east, and a delayed modu-
lation of oceanic currents near the western boundary.
Thus, our results provide further evidence that the ocean
plays an important advective role in interdecadal SST
variability in the region of the Gulf Stream and Labra-
dor current (Bjerknes 1964; Kushnir 1994). Our overall
interpretation is generally consistent with the recent
coarse resolution GCM study by Saravanan et al.
(2000).

The model captures the negative SST anomalies
along the western boundary seen in Kushnir (1994) and
also in the coupled GCM study of Delworth et al.
(1993). In our model they are associated with southward
advection of mean SST by the anomalous geostrophic
currents between the double jets. They have a y-scale
determined by the distance between the two jets and
would not exist without them. However, if the separa-
tion of the Gulf Stream and Labrador Current is driven
by the coastline in reality, the same physics are possible
before the two currents merge.

We thus speculate, based on our model results, that
observed interdecadal SST changes over the North At-
lantic can be driven by very-low-frequency components
of the atmosphere’s intrinsic ‘‘noise.’’ In the model, the
latter do have a structure that resembles the NAO,
within the confines of the channel geometry. Krahmann
et al. (2001) have suggested a similar scenario from an-
alyses of a forced OGCM.

A notable discrepancy with the observations docu-
mented by Kushnir (1994) occurs in the nature of the
atmospheric low which accompanies the basin-scale
warm SST anomaly. In the model, the atmospheric low
is cold and equivalent barotropic, with the warm SST
resulting from anomalous poleward Ekman advection.
In the observations, Kushnir and Held (1996) show ev-
idence that the SLP anomaly is warm and baroclinic.
They suggest that the latter may be a linear response of
the atmosphere to the SST anomaly. To understand
better the nature of SST effects on the atmospheric cir-
culation in our model, we have performed an additional
75-year-long atmosphere-only run, which is forced by
the climatological SST from the coupled run plus the
SST anomaly distribution shown in Fig. 15c (experiment
A3 of Table 1). We find that the atmospheric response
to an imposed SST anomaly is very weak in amplitude
compared to intrinsic atmospheric ultra-low-frequency
variability (not shown). Therefore, it is likely that irre-
spective of the nature of SST dynamics in our model, its
effect on the atmospheric behavior will be negligible.

A more advanced atmospheric model is required to
check whether our results are sensitive to vertical reso-
lution, to the wind speed dependence in the air–sea heat
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flux parametrization, or to the more realistic climatolo-
gy. The GCM results of Peng et al. (1995, 1997) indicate
that the atmospheric response to midlatitude SST
anomalies may be strongly dependent on the back-
ground flow.

While the model does not exhibit coupled modes of
variability, ocean–atmosphere coupling is found to give
rise to important changes in model climatology, high-
lighted by comparing the original ocean-only integration
(Fig. 6; experiment O1b of Table 1) with the one forced
by the atmospheric history from the coupled run (the
adjusted run; experiment O2b of Table 1). In the latter,
the gyres are located 5� farther to the south, very similar
to the fully coupled run (Fig. 13), consistent with
changes in the distribution of the climatological Ekman
pumping (not shown), while the meridional shift of the
atmospheric variability center is negligible (see Figs. 4
and 11). Thus, the relative meridional locations of the
ocean gyres and atmospheric variability are changed,
which has important implications for the variability of
SST and ocean circulation. In the coupled model, the
leading EOF of SST (Fig. 15c) is more similar to
Kushnir’s (1994) observed pattern in the western basin,
than is the uncoupled EOF (Fig. 9). The latitudes of
maximum zonal wind anomalies are much closer to the
double oceanic jets in the coupled run, tending to force
changes in their intensities. The recirculation zone has a
much larger spatial scale. In the first ocean-only run, the
anomalous currents and mean SST are not spatially
compatible, because the latter does not influence the
climatology of the model atmosphere.

In addition to the passive oceanic response to the
atmospheric forcing, we also find an intrinsic damped
oscillatory oceanic mode in the baroclinic pressure field,
that is excited by the atmospheric noise. It has a period
of around 5.5 years, which is close to twice the charac-
teristic time necessary for the large-scale internal oceanic
Rossby waves to propagate from the region of maximal
atmospheric low-frequency variability to the western
boundary of the ocean. This mode is found to have a
negligible influence on SST evolution due to orthogo-
nality of the associated currents to mean SST gradients.
It is not found in the original ocean-only integration,
again highlighting the importance of coupling in setting
the mean state.

Our high-horizontal-resolution ocean model does
possess a rich spectrum of the intrinsic variability, as-
sociated with baroclinic eddies, but the atmospherically
forced modes strongly dominate over this variability.
This result suggests that coarse resolution ocean GCMs,
not resolving oceanic eddies, may be sufficient for sim-
ulations of the midlatitude climate dynamics. On the
other hand, our model may be overly viscous. Dewar
(2001) has argued that oceanic nonlinear baroclinic ac-
tivity may affect midlatitude SST variability, and ob-
servational support is found by Qiu (2000), so that
experiments in a more turbulent oceanic regime should
be pursued. Furthermore, the spatial structure of the
leading pattern of SST variability in the vicinity of the

western oceanic boundary is found to be due to the
presence of the double midlatitude oceanic jet, which, in
turn, requires the use of high horizontal resolution and
no-slip boundary conditions (see Haidvogel et al. 1992).
A double jet has not been reproduced in equivalent-
barotropic models of the oceanic circulation (e.g., Jin
1997), suggesting that two layers, at least, are required in
order to capture its essential dynamics.

Our model does not reproduce the vigorous ocean-
only modes found by Speich et al. (1995) in an
uncoupled equivalent-barotropic ocean model. This
discrepancy may be due to differences in model for-
mulation (quasi-geostrophic versus shallow-water, two-
layer versus 1.5-layer, higher horizontal resolution,
no-slip versus free-slip boundary conditions, higher
Reynolds number). In midlatitudes, the isopycnal dis-
placements are small so that the QG approximation is
well founded and is likely to reproduce the shallow-
water results. Our model is dynamically more complete
than the reduced-gravity model, since it resolves baro-
clinic instability.

Our results also contrast with previous idealized
studies of midlatitude ocean–atmosphere interaction
(Liu 1993; Jin 1997; Weng and Neelin 1998; Münnich
et al. 1998; Cessi 2000) that found coupled midlatitude
dynamics to be important. However, all of these studies
effectively specified an ocean–atmosphere feedback, to-
gether with white noise, while ours is a fully coupled
model. The positive feedback in these models is associ-
ated with hypothesized intensification of the atmo-
spheric jet in response to changing SST pattern. If,
however, the atmospheric jet response is realized pri-
marily through shifts in the jet position, as it is in our
model, then the positive feedback may not occur.

Schneider et al. (2002) have analyzed the behavior of
a coupled GCM in the Pacific and alluded to a mode of
variability, dynamically similar to that in our model (see
also Xie et al. 2000). Delworth et al. (1993) found an
SST pattern that is similar to ours, in the global GCM
study, which they associated with variability of the
thermohaline circulation in the North Atlantic. Our re-
sults suggest that it might equally be due to wind in-
duced processes in the upper ocean. Nonetheless, such
anomalies could influence the sea-ice distribution (e.g.,
Kelly et al. 1987) leading to changes in the North
Atlantic Deep Water formation (Aagard and Carmack
1989) and thus affect the thermohaline circulation.
Indeed, Delworth and Mann (2000) have found obser-
vational and modeling evidence of an interdecadal
thermohaline circulation signal in the North Atlantic
ocean that they interpret as an internal ocean mode
excited by a spatially coherent atmospheric forcing.

While providing a clear conceptual interpretation of
interdecadal climate variability in midlatitudes, the re-
sults from an idealized intermediate coupled model must
be treated with caution. However, our model results give
a reference null description of the midlatitude low-
frequency variability, which can then be tested against
more complete models.
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