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Abstract Various aspects of the simulated behaviour of
cyclones in thirteen models participating in the AMIP1
exercise are presented. In the simulation of the winter
climatological mean sea level pressure field for the
Northern Hemisphere, the models produce reasonable
simulations of the ‘‘semi-permanent’’ features of the cli-
matology. The greatest departures from the observed
climatology occur near the exit regions of the oceanic
storm tracks; i.e., over northwestern North America,
over and to the west of the British Isles and in the
Mediterranean. The departures in the three geographical
areas are very systematic in that at least eleven of the
models exhibit similar departures from observations. In
the Southern Hemisphere the intensity of the circumpolar
trough is generally well simulated but positioned slightly
too far north. Most models exhibit errors south of Africa,
New Zealand, and South America. The simulations of
the cyclone events show that the models are reasonably
successful in reproducing the large-scale aspects of ob-
served cyclone events but deficiencies in the details of the
simulations are apparent. The paucity of simulated
events to the south of the Alps and to the east of the

Rockies suggests that the models have difficulty simu-
lating lee cyclogenesis. Over much of North America, the
models have difficulty simulating the correct level of
synoptic activity as demonstrated by the low numbers of
both cyclone events and anticyclone events. The models
have difficulty simulating the distribution of cyclone
events as a function of central pressure. The most com-
mon problem is that the models exhibit an ever increasing
deficit of events with decreasing central pressure. This
problem is more apparent in the Southern Hemisphere
than in the Northern Hemisphere and does not appear to
be resolution dependent. There is an apparent ENSO
signal in the observed Northern Hemisphere interannual
variability of intense winter cyclone events. With the
exception of ECMWF, the models fail to reproduce this
phenomenon. There is some evidence that the models do
indeed respond to the interannual variability in the SSTs,
but the response tends to be negatively correlated with
that of the real atmosphere. In the Southern Hemisphere,
there does not appear to be ENSO-induced interannual
variability in the observed numbers of cyclone events.
Consequently, it could be argued that the models have
been reasonably successful in the Southern Hemisphere
since they, like the observations, do not exhibit any
ENSO-induced interannual variability.

1 Introduction

The goal of intercomparison studies, of which only one
is the Atmospheric Model Intercomparison Project
(AMIP), is the improvement of model simulations.
Typically, these intercomparisons are pursued by per-
forming various diagnostic calculations on the outputs
from a group of models in order to document similarities
and differences among models and, if reliable data are
available, to compare their simulations to observations.
In the AMIP1 exercise, ten-year simulations were per-
formed using observed sea surface temperatures (SSTs)
and sea-ice extent for the period January 1, 1979 to
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December 31, 1988. A complete discussion of the
AMIP1 experimental design is given in Gates (1992).

The behaviour of cyclones in general circulation
models (GCMs) is an important feature of real and
simulated atmospheres. Cyclones are usually accompa-
nied by cloudiness and precipitation and are often
associated with extreme weather events. They are
responsible for much of the poleward heat transport and
if projections of future climates made by GCMs are to
be credible, it is important that cyclone behaviour be
simulated with a high degree of fidelity.

In the present study, model simulations of the winter
cyclone event climatologies for the Northern and the
Southern Hemisphere extra-tropics are examined. The
summer season is not considered because of its much
lower level of synoptic activity. When models are under
development, the monthly or seasonally averaged mean
sea level pressure (MSLP) field is always examined;
however, the day-to-day behaviour is rarely considered.
Consequently, the model parametrizations have not
been adjusted to improve the simulation of cyclone be-
haviour. In this respect, it can be argued that diagnostic
calculations based on fields which were not examined
during the development of the models might be a more
stringent test of model performance. In addition, the
number of cyclone events is sensitive to the SSTs.
Lambert (1996) showed that there is a noticeable ENSO
signal in the observed intense winter cyclone event fre-
quencies. This makes the cyclone event climatology
particularly relevant in diagnosing and evaluating the
AMIP1 models which are forced by observed interan-
nually varying SSTs and sea-ice extent.

2 Observation-based data

The primary observation-based data used for the intercomparison
are the European Centre for Medium-Range Weather Forecasts
Reanalyses (ECMWF/ERA). The production of these data is
described in Gibson et al. (1997). Additional data for the
Northern Hemisphere are the NMC Operational Analyses
(Trenberth and Olson 1988) and the NCEP/NCAR reanaly-
ses (Kalnay et al. 1996). A processing error makes the latter
analyses unsuitable for use near the surface in the Southern
Hemisphere. Between 1979 and 1993, NCEP assimilated the
synthetic PAOBS observations with incorrect longitudes as
discussed in Kistler et al. (2001). The quality control procedure
removed about half of the incorrectly positioned reports but the
remainder were used in the analyses. (The PAOBS data were not
used in the ECMWF/ERA analyses.)

Since one of the models in this study is an ECMWF model, it
might be perceived that the ECMWF model could benefit, espe-
cially in the Southern Hemisphere where the data density is
relatively low, because a later version is used in the reanalysis data
assimilation system. Kistler et al. (2001) reported on the results of
forecast experiments for both the Northern and the Southern
Hemispheres using the NCEP Reanalysis data as initial conditions.
Their results showed that without the inclusion of the satellite data
in the analyses, the forecast skill in the Southern Hemisphere was
noticeably lower than that of the Northern Hemisphere. If the
satellite data were used, then the skill in both hemispheres was
comparable. One can conclude that if satellite data are available
then there are sufficient data to define the state of the atmosphere
and that the influence of the ‘first-guess’ field used in the assimi-

lation cycle is minimal. The satellite data were available from 1979
onward and they were also used in the ERA analyses. This indi-
cates that the use of the ERA analyses for verification does not
present any advantage to the ECMWF model.

The observation-based datasets were available on latitude-
longitude grids and were first interpolated to 96 by 48 point
Gaussian grids, then transformed to spectral coefficients with a
triangular truncation at 32 waves and finally synthesized onto
polar stereographic grids with a spacing of 381 km at 60 degrees
latitude.

3 Participating models

The models participating in the AMIP1 exercise employ various
physical parametrization schemes and computational procedures.
The models use different horizontal and vertical representations
with a wide range of resolutions. The models are described in detail
in Phillips (1994). High frequency MSLP data were available from
the 13 models which are listed in Table 1. This table gives the
models’ horizontal and vertical representations and resolutions as
well as the grids on which their data were received. Data were
available every 12 h except for the COLA and DERF models for
which data were available every 24 h.

Two pairs of models are linked because they have a common
ancestor. The GLA and GSFC models evolved from the same
model as is the case for the ECMWF and the UGAMP models. For
the GLA-GSFC pair, the subsequent evolution from the common
model has resulted in many differences, such as the vertical reso-
lution and layering, initialization data, the dynamics and radiation
time steps, time filtering, cloud emissivity, convection scheme,
cloud formation, snow and ice treatment, surface albedo, and land
surface processes. These differences complicate the attribution of
model performance to model formulation. In the case of ECMWF-
UGAMP there has been little change from the parent model. The
difference between the two models is in the treatment of convection.
The ECMWF model uses a Tiedtke scheme (Tiedtke 1989) while
the UGAMP model uses the Betts-Miller scheme (Betts and Miller
1994). Even with this high degree of similarity, caution must be
exercised in attributing differences in the results between these two
models to their convective formulations.

The model data were transformed to a common grid in order
to facilitate intercomparison. The spectral models whose data
were received on Gaussian grids were transformed to spectral
coefficients with the same resolution as the model which produced
the data. The spectral fields were then synthesized onto Northern
and Southern Hemisphere polar stereographic grids with a grid
spacing of 381 km at 60 degrees latitude. The grid point models
whose data were received on latitude-longitude grids were first
interpolated to 96 by 48 point Gaussian grids, then spectrally
analyzed to spectral coefficients with a triangular truncation at 32
waves and finally synthesized onto the polar stereographic grids.

4 Analysis

There are two types of cyclone frequency climatologies; cyclone
track climatologies and cyclone event climatologies. Historically,
these have been extracted manually by examining a long series
MSLP analyses. The cyclone track climatology is extracted by
mapping all the cyclone trajectories in a geographical region over a
period of time. The area under consideration is divided into anal-
ysis ‘‘boxes’’ (typically grid squares) and the number of cyclone
trajectories that pass through each grid square are counted
(e.g. Whittaker and Horn 1984). Such analyses are helpful in
identifying regions of high cyclone activity, preferred directions
taken by lows and identifying long-term trends and variability. In
this method, each cyclone is counted only once in each grid square
along its track. A rapidly moving cyclone will be counted in exactly
the same manner as a slowly moving cyclone and as a consequence
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this method does not give an indication of the duration of weather
associated with mid-latitude low pressure systems. There is also a
subtle bias in this procedure as pointed out by Taylor (1986) who
showed that the cyclone track frequency depends on the orientation
of the cyclone tracks and the grid squares.

The second method of analysis counts the number of cyclones
in each analysis box over a given period of time. As a result, slowly
moving lows can be counted more than once in an analysis box and
rapidly moving cyclones will not necessarily be counted in all the
analysis boxes along its path (Petterssen 1956). This method also
will identify regions of increased cyclone activity, provide infor-
mation on the preferred trajectories, and can show long-term
trends. In addition, as a result of the multiple counting, it does
provide an indication of the frequency of weather, such as cloud-
iness and precipitation, that are typically associated with cyclones.

In order to extract cyclone climatologies from many model
simulations it is a practical necessity that an objective computer-
based procedure be used, since manual procedures are too time
consuming to use in the intercomparison of models. A variety
of procedures have been developed for the automatic identification
of midlatitude cyclones. The simplest of these is described in
Lambert (1988) in which the sole criterion for the identification of a
cyclone is a minimum in the 1000 mb geopotential or MSLP field.
The advantage of this method is that it is economical to use and
conceptually straightforward and identifies regions of high cyclone
activity. A disadvantage is that the procedure will identify features
which cannot be considered mid-latitude cyclones such as thermal

lows and minima in the pressure or height fields resulting from
extrapolation under high terrain. In an attempt to address the
problem of inclusion of these spurious lows when using only
the minimum in the pressure field, procedures have been developed
which use additional criteria for the identification of cyclones.
König et al. (1993) and Trigo et al. (1999) employed an additional
requirement that the Laplacian of the pressure field at the cyclone’s
centre must exceed a threshold value. Although this procedure is
effective in reducing spurious events, there will be a few true events
which will not satisfy the criteria and will not be enumerated. This
leads to a subjective determination of the threshold in an attempt to
maximize the removal of spurious events and minimize the removal
of true events. A further disadvantage is that the threshold value
depends on the type and resolution of the grid used to extract the
cyclone event counts. Somewhat different identification criteria
were used by Sinclair and Watterson (1999) to identify cyclones.
They computed the vorticity from the smoothed 1000 mb height
field and a cyclone event was defined as the occurrence of a vor-
ticity maximum above a certain threshold. In addition to being
sensitive to the threshold value, it is also sensitive to the smoothing
procedure and the method can produce spurious counts in regions
of strong horizontal shear.

The difficulties posed by the counting procedures outlined have
lead to a another widely used procedure. This involves selecting an
easily diagnosed field from the model simulation, for which reliable
observational estimates are available, as a proxy for cyclone
activity; (see e.g. Blackmon 1976; Lau 1988; Wallace et al. 1988).

Table 1 Participating AMIP Models

Modelling group Resolution Data grid

Horizontal Vertical

Bureau of Meteorology
Research Centre,
Australia (BMRC)

Spectral R31 Sigma 9 GG 96 · 78

Canadian Climate
Centre, Canada (CCC)

Spectral T32 Hybrid 10 GG 96 · 48

Center for Ocean Land
Atmosphere Studies,
USA (COLA)

Spectral R40 Sigma 18 GG 128 · 102

Commonwealth Scientific
and Industrial Research
Organisation,
Australia (CSIRO)

Spectral R21 Sigma 9 GG 64 · 56

Colorado State
University, USA (CSU)

Finite Difference 4 · 5 Modified Sigma 17 LL 72 · 46

Dynamical Extended
Range Forecasting at
GFDL, USA (DERF)

Spectral T42 Sigma 18 GG 128 · 64

European Centre for
Medium Range
Weather Forecasts
(ECMWF)

Spectral T42 Hybrid 19 GG 128 · 64

Goddard Laboratory for
Atmospheres, USA (GLA)

Finite Difference 4 · 5 Sigma 17 LL 72 · 46

Goddard Space Flight
Center, USA (GSFC)

Finite Difference 4 · 5 Sigma 20 LL 72 · 46

Meteorological Research
Institute, Japan (MRI)

Finite Difference 4 · 5 Hybrid 15 LL 72 · 46

Recherche en
Prévision Numérique,
Canada (RPN)

Spectral T63 Sigma 23 GG 192 · 96

The UK Universities’
Global Atmospheric
Modelling Programme,
UK (UGAMP)

Spectral T42 Hybrid 19 GG 128 · 64

United Kingdom
Meteorological Office,
UK (UKMO)

Finite Difference 2.5 · 3.75 Hybrid 19 LL 96 · 73
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Typically, these fields are variances which are filtered to retain
synoptic time scales (periods from about two to six days). This
technique is not particularly suitable for isolating cyclone beha-
viour since anticyclones as well as cyclones contribute to the vari-
ance. Rogers (1997) gives an example of filtered variance for the
winter MSLP field averaged over 1951–1990. If this is compared to
one of the standard cyclone event climatologies; e.g. Petterssen
(1956), it can be seen that the maxima in the two fields do not agree
well. The filtered variance misses the Gulf of Alaska and Medi-
terranean centres and displaces the Icelandic centre to the west.

Clearly, there is no ideal procedure for identifying cyclones.
Even if manual counting were a viable option, it too, is not without
difficulties. Typically climatologies are the accumulation of the
work of many analysts which can result in a lack of homogeneity in
the results. For the present study, it was decided to adopt the
simple and economical objective scheme described in Lambert
(1988) to produce cyclone event climatologies described previously.
Its simplicity leads to the inclusion of spurious events and no
attempt is made to exclude them during application of the proce-
dure. It was felt that a scheme which enumerates all true events and
includes some spurious events is preferable to a scheme that uses a
subjectively determined threshold to give a balance between cor-
rectly removing spurious events and erroneously removing real
events. Incipient lows, such as those resulting from lee cyclogenesis,
are especially at risk of being excluded from the analyses if a
threshold is applied.

Despite the simplicity of the scheme described, it was shown in
Lambert (1988) that, when applied to observation-based data, it
produced a climatology that was quantitatively and qualitatively
similar to the standard event climatologies; e.g. Petterssen (1956).
In this scheme, the criterion for a cyclone event is the occurrence of
a grid point value of MSLP that is lower than each of its four
nearest neighbours. For each event, the grid coordinates and the
MSLP at the centre grid point are noted. The influences of spurious
events can be partially accounted for by noting that they tend to be
associated with geographical features making their identification
straightforward on geographical displays. In addition, spurious
lows tend to be weak so that they will not likely influence statistics
on moderate or strong cyclone events.

Using twice-daily polar stereographic MSLP fields, the total
number of cyclone events over a 120 day winter period for each
model and the observation-based data were computed. Since each
grid cell of the polar stereographic grid used is roughly 380 km on a
side, the event totals are the number of events per 145 000 km2.
Following the advice of Hayden (1981), no adjustment of the event
totals arising from the changing area of polar stereographic grid
squares as a function of latitude is made. For the Northern
Hemisphere, the winter period commenced on November 16
resulting in nine winters during the period January 1979 and
December 1988 and for the Southern Hemisphere there were ten
winter periods beginning on May 17. Since the data for COLA and
DERF models were available only once per day, the extracted
event totals were doubled.

5 Results

5.1 Climatological winter MSL pressure field

The December-January-February (DJF) MSLP mean
for the extratropical Northern Hemisphere was com-
puted for each of the models as well as the average over
all the models. It was noted in Lambert and Boer (2001)
that the model mean is an important field to consider
since it compares very favourably to observations and is
often better than any of the individual models. The
model mean is displayed in Fig. 1 as a contoured field
with the departure from the ECMWF/ERA reanalysis
shaded. The model mean is reasonably successful in

reproducing the MSLP climatology. The semi-perma-
nent features such as the Aleutian Low, the Icelandic
Low, and the Siberian High are particularly well simu-
lated. The largest departures of the model mean from the
observed field occur over northwestern Canada, off the
British Isles, over the Mediterranean, and north of
Hawaii. The corresponding results for the Southern
Hemisphere winter, June-July-August (JJA), are given in
Fig. 2. Again, the model mean is quite successful in
simulating the observed climatology. The largest differ-
ences occur over the high terrain of Antarctica and are
mainly an indication of the different techniques used to
extrapolate below ground. Smaller differences occur in
the south Pacific Ocean near the coast of Antarctica, the
south Indian Ocean near the coast of Antarctica and
north of the circumpolar trough near New Zealand and
South America suggesting that the intensity of the
trough is well simulated but positioned slightly too far
north.

The systematic behaviour of the models in simulating
the Northern Hemisphere DJF MSLP climatology is
given in Fig. 3. The contoured values are the observed
(ECMWF/ERA) MSLP. The shaded values give the
number of models which exhibit a departure from the
observations of a like sign. Positive values indicate that
the model simulations are systematically higher than the
observations and negative values indicated a negative
systematic error. For example, a value of –11 indicates
that 11 of the 13 models simulate values of MSLP which
are lower than those observed. The strong correspon-

Fig. 1 The simulated Northern Hemisphere mean sea level pressure
field averaged over the thirteen AMIP1 models for December–
January–February in millibars (contoured) and its departure from
the ECMWF/ERA analyses in millibars (shaded)
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dence between the shadings of Figs. 1 and 3 indicates
that the models exhibit a significant similar error in the
simulation of the MSLP field.

The corresponding results for the Southern Hemi-
sphere are displayed in Fig. 4. As was the case for the
Northern Hemisphere, the models exhibit a noticeable
systematic error concentrated in regions where the error
in the model mean was also large.

5.2 Cyclone frequencies

The model mean cyclone event climatology was com-
puted by averaging the number of events over all the
models. The 120-day Northern Hemisphere winter result
is displayed in Fig. 5. The corresponding observed event
climatology based on the ECMWF/ ERA reanalyses is
given in Fig. 6 and that based on the NCEP/NCAR
reanalyses in Fig. 7. The figures give the total number of
events for the nine winters. During the nine-winter pe-
riod, 2160 analyses were used to produce the climatol-
ogies and dividing the totals by this number gives the
fraction of time that a grid point experienced a cyclonic
event.

The model mean reproduces the geographical distri-
bution of the observed event climatology rather well. In
general, the intensity and position of the Pacific storm
track are well simulated. However, the number of sim-
ulated events in the vicinity of Japan is lower than
observed. The models also fail to weaken the storm track
in the Gulf of Alaska allowing too many cyclones to
move into northern Canada. The southern edge of the

mid-ocean portion of the storm track is simulated too
far to the north. These two deficiencies are reflected in
the model mean MSLP being too low over northwestern
Canada and too high north of Hawaii (see Fig. 1).

The main features of the Atlantic storm track are
also reasonably well simulated. The model results
clearly show the splitting of the track near Greenland
and the maxima west of Greenland, near Iceland and
north of Scandinavia. It must be kept in mind that
there are two sources of spurious events in the
Greenland area. The first occurs over the high terrain
of Greenland and the second to the west, over Baffin
Bay. The maximum over Baffin Bay consists of both
real events caused by migratory cyclones moving into
the region and spurious events arising from the surface
component of the semi-permanent winter upper level
cyclone in this area. (The concentration of spurious
events in this area is reflected in the noticeable differ-
ences between the NCEP and ERA analyses.) Some
details of the track are not well simulated. Its position
off the coast of the United States is too far to the east
and the southern edge of the storm track in the eastern
Atlantic is simulated too far south resulting in
increased cyclonic activity over the British Isles. This is
also consistent with the model mean MSLP being lower
than observed in this area.

The models have difficulty in simulating the cyclonic
activity in the Mediterranean. The observation-based

Fig. 2 Same as Fig. 1, except for the Southern Hemisphere for
June–July–August

Fig. 3 The shaded values are the number of models exhibiting
differences between the model simulation and the observed values
of mean sea level pressure for December–January–February of like
signs. Positive values give the number of models for which the
simulated MSLP is higher than observed and negative values gives
the number of models which simulate lower values than observed.
The contoured values are the ECMWF/ERA analysis of the MSLP
field (mb)
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results display a well-defined track with local events
occurring nearly five percent of the time. The model
mean shows a weak relatively poorly defined track in the
Mediterranean. This lack of cyclonic activity is consis-
tent with the higher than observed climatological MSLP
in this area as seen in the model mean (Fig. 1). The
reduced number of cyclones in the lee of the Alps and in
the lee of the Rockies suggest that the models have
difficulty in simulating lee cyclogenesis. The increased
cyclone activity over large open bodies of water such as
the Black Sea, Caspian Sea and the Great Lakes is well
simulated.

The fact that excess numbers of cyclones are able
to move inland from the Gulf of Alaska and the poor
simulation of lee cyclogenesis points to possible
difficulties with the topography. If this were the case,
then one might expect the high-resolution models to
fair better than the low-resolution ones because the
former are able to resolve the topography better. This
hypothesis was examined and it was found that
the behaviour of the models was not resolution
dependent or, alternatively, none of the models has
sufficient resolution to simulate lee cyclogenesis
adequately.

A measure of the individual models’ ability to re-
produce the observed event climatology can be obtained
by computing the spatial correlation coefficient between
each model result and that based on the ECMWF/ERA
analyses. Figure 8 displays the correlation coefficient
over the area from 30� N to the North Pole. The indi-
vidual model results and the observed result were
smoothed using a nine-point filter before the correla-
tions were computed.

The 90� sector from 30� E to 120� E exhibits many
spurious events due to the extrapolation required to
compute the MSLP over high terrain. Consequently, this
sector is not included in the computation of the correla-
tion. Since few mid-latitude cyclones are observed here,
there will be little effect on the results. Greenland is an-
other area of high terrain which has the potential to pro-
duce spurious events. Greenland lies astride the Atlantic
storm track and is an area of high activity and its high
terrain prevents cyclones from penetrating inland. The
depiction of the topography by the individual models is
resolution dependent which will affect the inland pene-
tration of model cyclones. For these reasons, it is not
possible to exclude the spurious events caused by reduc-
tion to sea level over Greenland from the computations.

Also included in Fig. 8 are results for the model
mean, the NMC operational analyses, and the NCEP/
NCAR Reanalyses.

Definitive conclusions should not be drawn from the
results of Fig. 8 because of the difficulties in representing
a complex field by using a single number. The model
mean exhibits a correlation higher than any of the
individual models. For the individual models, the EC-
MWF and the UGAMP (which are related by a com-
mon ancestor) exhibit the highest correlations (near 0.9)
with the observed climatology and the CSU the lowest
(0.63). There is a suggestion that increased resolution
improves model simulations of the event climatology
even though the two high-resolution models do not ex-
hibit the highest correlations. Also evident is the simi-
larity in the results for the ECMWF and the UGAMP

Fig. 4 Same as Fig. 3 except for the Southern Hemisphere for
June–July–August Fig. 5 The number of simulated cyclone events per 145,000 km2

accumulated over nine 120 day winter periods for the Northern
Hemisphere and averaged over the 13 models
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models and to a lesser extent for the GLA and the GSFC
models.

If it is assumed that the temporal average of the
MSLP field results from contributions from both
cyclones and anticyclones, then it is reasonable to
assume that the systematic errors in the simulated cli-
matological MSLP field might be accompanied by an
excess or deficit of cyclone or anticyclone events or
both. In order to examine this, an areal average of the
number of cyclone events for each of the models and
the ERA analyses was computed by averaging over the
grid point values north of 30� N. Using these values,
each model’s departure from its areal average was
computed at each grid point. The resulting departures
were used to calculate a mean over all the models. The
difference between the model mean departure and the
ERA analysis departure for the cyclone events is shown
in the left panel of Fig. 9. A corresponding result was
obtained for the anticyclone events and this is shown in
the right panel of Fig. 9. The anticyclone event
departures from the observed departures (right panel)
show a band of lower-than-observed events over cen-
tral Europe and Asia with a band of higher-than-
observed events directly to the south. This suggests that
the level of anticyclone activity is reasonable but the
anticyclone ‘‘track’’ is positioned too far to the south.
Another band of lower-than-observed anticyclone
events is present over North America. Since this band
is not flanked by higher than observed events, it likely
results from a failure of the models to simulate the
correct level of anticyclonic activity in this region.

The cyclone event departures form observations (left
panel) tend to be negatively correlated with the anticy-
clone event departures. The results also indicate that the
models have difficulty in simulating lee cyclogenesis as
shown by the paucity of cyclone events to the south of
the Alps and to the east of the Rockies. It is also evident
that the models fail to simulate the correct level of
synoptic activity over much of North America as
shown by the low levels of both cyclone and anticyclone
events.

The preceding results do point to a relationship
between errors in simulating the climatological MSLP
field and the error in the number of simulated events. The
region near Alaska and northwestern Canada is
frequented by lows moving inland from the Gulf of
Alaska and Arctic highs which originate over the Beau-
fort Sea and move southeastwards. Observations indi-
cate that the anticyclonic activity dominates. The
simulations on the other hand generally produce the
opposite result and this imbalance gives rise to the lower-
than-observed MSLP in this area. There is a suggestion
from Fig. 9 that theALIGN=Rpaucity of anticyclone
events is more important than the excess of cyclonic ones
in this area. This suggests that the physical mechanisms
which are responsible for the development of Arctic
anticyclones have not been accounted for in the models.
The systematic error over and to the west of the British
Isles is somewhat different in character. The models
simulate the position of the event maximum in the
Atlantic storm track correctly but the edge of the track is
too far south. This results in the anticyclone events being
displaced somewhat to the south. As mentioned previ-
ously, the systematic error in the Mediterranean is con-

Fig. 6 The number of observed cyclone events per 145,000 km2

accumulated over nine 120 day winter periods for the Northern
Hemisphere based on the ECMWF/ERA analyses

Fig. 7 Same as Fig. 6 except for the NCEP/NCAR analyses
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sistent with a deficit of cyclone events resulting from
weak lee cyclogenesis.

The number of cyclone events averaged over all the
models for the Southern Hemisphere is given in Fig. 10
and the observation-based results of ECMWF/ERA in
Fig. 11 accumulated over ten 120 day winters. (No
results based on the NCEP/NCAR reanalyses are given
because of a processing error in the MSLP field.) During
the ten-winter period, 2400 analyses were used to pro-
duce the climatology. The fraction of the time that a grid
point experiences a cyclone event can be found by
dividing the total number of events by 2400.

As Simmonds and Keay (2000) point out, there are
no significant mountain barriers in the westerlies and
virtually no land-sea temperature contrasts in the
Southern Hemisphere which results in a more zonally
symmetric event climatology than in the Northern
Hemisphere. The observed climatology is characterized

by a circumpolar ring of elevated numbers of events. The
only suggestion of a storm track begins in the Tasman
Sea and merges with the circumpolar ring. These fea-
tures are also present in the model mean climatology.
However, the simulated circumpolar ring is more intense
and slightly farther north than the observed and the
simulated Tasman Sea storm track is more diffuse and
slightly farther downstream than observed which sug-
gests that the simulated westerlies are too strong. This is
consistent with the 200 mb zonal wind comparisons
given in Gates et al. (1999).

The spatial correlation coefficients for the individual
models are displayed in Fig. 12. The values are com-
puted over all longitudes and from 30� S to the South
Pole. The Southern Hemisphere correlations tend to be
lower than those of the Northern Hemisphere, even
though the former has a simpler spatial structure. The
model mean exhibits the highest correlation with

Fig. 8 The spatial correlation
coefficients between the simu-
lated cyclone events and the
ECMWF/ERA cyclone events
for the 13 models and two
analyses for Northern Hemi-
sphere winter

Fig. 9 The difference between
the model mean simulated
cyclone events and the number
of cyclone events from the
ECMWF/ERA analyses (left
panel) and the difference
between the model mean simu-
lated anticyclone events and the
number of anticyclone events
from the ECMWF/ERA
analyses
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the ECMWF/ERA analyses. The highest correlations
for individual models are exhibited by ECMWF and
UGAMP and the lowest correlation is exhibited by
GSFC. It is also interesting to note the results for the
NCEP/NCAR reanalyses and the NMC operational
analyses. Both these datasets have known problems as
discussed by Trenberth and Olson (1988) and Kistler
et al. (2001) with the unfortunate result that these
analyses are not able to reproduce the event climatol-
ogy as well as the ECMWF and UGAMP models can
simulate it. There is a noticeable difference in the
behaviour of the two dependent pairs, GLA/GSFC
and ECMWF/UGAMP. The results for the first pair
are quite different and the results for the second
pair are quite similar.

5.3 Cyclone intensities

The preceding results have not considered the central
pressures of the cyclone events. The events, stratified
according to central pressure, give an indication of how
well the models are simulating the life cycles of cyclones.
Table 2 gives the number of events and the number of
events expressed as a percentage of the total number of
events in 10 mb intervals from both the ECMWF/ERA
reanalyses and the NCEP/NCAR reanalyses accumu-
lated over the nine winters for the Northern Hemisphere
and the ten winters for the Southern Hemisphere. This
provides an opportunity to intercompare the two data-
sets for the Northern Hemisphere and to see the effect of
the NCEP/NCAR reanalysis difficulties in the Southern
Hemisphere. For the Northern Hemisphere, the two

datasets agree remarkably well, except possibly in the
weak event categories (those with relatively high central
pressures) whose counts include spurious events. In the
Southern Hemisphere, the agreement is poor with the
lack of agreement being greatest in the strong event
categories. This is consistent with the synthetic PAOBS
data being incorrectly assimilated in the NCEP/NCAR
reanalyses. Much of the PAOBS data would have been
used to refine the analysis of deep low pressure systems.
Since these data were assimilated in the wrong geo-
graphical positions, they tended to be rejected by the
quality control procedure, resulting in less well-defined
deep cyclones.

The event totals for the individual models were also
computed. These totals were then normalized by the
number of events computed from the ECMWF/ERA
reanalysis dataset and the results for each model are
expressed as a fraction of the observed events. Figure 13
gives the results for the Northern Hemisphere. In order
to reduce results affected by spurious counts, only events
with central pressures of 1000 mb or less are considered.
The models exhibit a wide range of behaviour. The most
striking results are for GLA and GSFC which produce
an ever increasing excess number of events with de-
creasing central pressure which suggests that dissipation
is too weak. As mentioned previously, these two evolved
from the same model and many of their features are
similar. Neither model employs gravity wave drag nor
horizontal diffusion. As mentioned previously, the for-
mulation of the ECMWF/UGAMP pair is even more
similar than that of the GLA/GSFC pair. In spite of
this, the ECMWF and the UGAMP models behave
differently. The ECMWF model simulates more cyclone

Fig. 10 Same as Fig. 5 except for the Southern Hemisphere Fig. 11 Same as Fig. 6 except for the Southern Hemisphere
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events than observed and the UGAMP model too few.
According to the description given in Phillips (1994), the
two models differ in their convective parametrizations
and their horizontal diffusion with UGAMP being the
more diffusive model. However, without further analysis
it is too speculative to attribute differences in model
behaviour to differences in model formulation. Except
for very deep cyclones, the ratio of simulated to ob-
served events in each bin is relatively constant for
BMRC, CCC, CSU, ECMWF, MRI, UGAMP, and
UKMO giving a ‘‘flat’’ spectrum. In general, the re-
maining models (COLA, CSIRO, DERF, and RPN),
simulate too few cyclone events with the deficit becom-
ing increasingly larger with decreasing surface pressure.
There is no obvious relationship between number
of events simulated by a model and its resolution. In
fact, it is interesting to note that the behaviour of
the model with the highest resolution (RPN) is very
similar to that of the model with the lowest resolution
(CSIRO).

The corresponding Southern Hemisphere results are
given in Fig. 14. Only one model, ECMWF, exhibits a
reasonably flat spectrum. As mentioned previously, this
likely does not result from the use of the ECMWF/ERA
analyses for verification. Three of the models, GLA,
UGAMP, and UKMO, simulate an increasing excess of
cyclone events with decreasing central pressure. The re-
maining models, BMRC, CCC, COLA, CSIRO, CSU,
DERF, GSFC, MRI, and RPN, tend to simulate too
many weak events and insufficient numbers of strong
events yielding spectra that have a considerably steeper
negative slope than the corresponding spectra for the
Northern Hemisphere. It is interesting to note the dif-
ference in behaviour of the GLA and GSFC models. In
the Southern Hemisphere, these models behave very
differently. GLA simulates too many strong events while
GSFC simulate too few. As was the case for the
Northern Hemisphere, resolution does not appear to
influence the distribution of events as a function of
central pressure.

Fig. 12 SameasFig. 8 except for
the Southern Hemisphere

Table 2 A comparison of the observed cyclone events as a function of central pressure from two reanalysis datasets

OBS Central pressure (mb)

>1020 1020 1010 1000 990 980 970 960 <950
1010 1000 990 980 970 960 950

Northern Hemisphere (nine-winter totals)
ERA Number 4085 10892 10807 7627 5217 2850 1066 235 48

Percent 9.5 25.4 25.2 17.8 12.2 6.7 2.5 0.5 0.1
NCEP Number 4180 10562 11598 7990 5220 2853 1062 229 43

Percent 10.2 25.7 28.3 19.5 12.7 7.0 2.6 0.6 0.1

Southern Hemisphere (ten-winter totals)
ERA Number 370 2830 4444 4851 6293 7461 5656 2634 820

Percent 1.0 8.0 12.6 13.7 17.8 21.0 16.0 7.4 2.3
NCEP Number 582 3218 4922 6231 8106 8465 5155 1586 247

Percent 1.5 8.4 12.8 16.2 21.0 22.0 13.4 4.1 0.6
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We have presented measures of the ability of the
AMIP1 models to reproduce the observed geographical
distribution of the cyclone event climatology and the
distribution of cyclone events as a function of central
pressure. It is not clear how these two measures could be
combined to rank the success of the model simulations
or indeed if it is appropriate to do so. A subjective as-
sessment of the Northern Hemisphere results, based on
the measures mentioned, suggests that the best per-
forming models are UKMO, UGAMP, ECMWF, and
BMRC and for the Southern Hemisphere are UGAMP,
ECMWF, CSIRO, and CCC.

5.4 Interannual variability

A few studies have examined the interannual variability
in the simulations of particular models forced by ob-
served boundary conditions; e.g. Straus and Shukla
(1997) and May and Bengtsson (1998). The AMIP1 ex-
ercise provides an opportunity to examine the interan-
nual variability in a wide range of models forced with
the same observed boundary conditions.

The interannual variability in the number of cyclone
events is expressed as anomalies computed as a

percentage departure from the nine-winter mean. The
observed Northern Hemisphere anomalies for the
number of cyclone events in 10 mb bins for each winter
season is given in Fig. 15. The interannual variability is
relatively low for events with central pressures greater
than 980 mb. For events with lower central pressures,
the interannual variability becomes much larger. This
suggests that although the number of moderate cyclones
is relatively constant each year, there is a large interan-
nual variability in the number of moderate cyclones
which deepen to become intense cyclones. As was men-
tioned previously, there is an ENSO signal in the num-
ber of intense Northern Hemisphere winter cyclone
events (Lambert 1996). It could be speculated that the
increase in temperature in the tropics increases the pole
to equator temperature gradient and consequently in-
creasing the baroclinicity of the atmosphere favouring
increased cyclonic activity. In addition, the increase of
temperature in the tropics increases the evaporation
providing a greater supply of water vapour for transport
into the mid-latitudes resulting in increased latent heat
release and contributing to the deepening of cyclones.
The ENSO signal is evident from Fig. 15 which shows
an increase in intense cyclone events during the winters
of 1982/1983 and 1986–1987 both of which were El Nino
years and a decrease in 1980/1981 and 1984/1985 which
were La Nina years. Since the models have been forced

Fig. 13 The number of Northern Hemisphere winter cyclone events
as a function of central pressure. The values are normalized by the
ECMWF/ERA values

Fig. 14 Same as Fig. 13 except for the Southern Hemisphere
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with the observed SSTs, this signal provides an oppor-
tunity to determine if the models are responding cor-
rectly to the interannual variability in the forcing. We
assess the models’ performance by computing the tem-
poral correlation between the simulated and observed
number of cyclone events with central pressures less than
960 mb for: (a) the Northern Hemisphere north of 30�
N, (b) the Pacific sector (110� E–120� W) and (c) the
Atlantic sector (80� W–50� E). The hemispheric results
are displayed in Fig. 16 as wide heavily shaded bars. As
a result of the paucity of intense cyclones simulated by
the CSIRO model, statistics for this model may well
suffer from sampling problems. The results for the
model mean (not shown) exhibit a very weak correlation
with the observations indicating that, as a group, the
performance of the models is rather disappointing. Most
exhibit weak or negative correlations with the observa-
tions. Only the ECMWF model and possibly the MRI
model display reasonable positive correlations. The large
number of negative correlations suggests that many of
the models respond to the imposed SSTs and sea-ice
extent but the response is opposite to that of the real
atmosphere. Studies indicate that the Aleutian Low and
the Icelandic Low respond differently to ENSO. Ben-
gtsson et al. (1996) describe a multi-year simulation
made with imposed SSTs. They noted a strengthening of
the Aleutian Low but a weakening of the Icelandic low
during the positive phase of ENSO. This out-of-phase
response raises the possibility that negative hemispheric
correlations exhibited by the models may result from an
incorrect response in only one sector. The Pacific and the
Atlantic correlations are shown as lightly shaded bars
flanking the hemispheric results. The Atlantic results are
labelled with an ‘‘A’’ at the tip of the bars and the Pacific

Fig. 15 The observed individual winter cyclone event anomalies for
the Northern Hemisphere north of 30�N expressed as a percentage
of the nine-year winter mean

Fig. 16 Temporal correlation
coefficient between the model
time series of intense (central
pressures below 960 mb) cy-
clone event anomalies and the
time series of observed intense
cyclone event anomalies for the
Northern Hemisphere north of
30�N
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results with a ‘‘P’’. Those models which exhibit the
largest negative hemispheric correlations, (CCC, DERF,
UKMO) respond in the same sense in each of the indi-
vidual sectors.

The corresponding observed anomalies for the
Southern Hemisphere are given in Fig. 17. In the
Southern Hemisphere, the interannual variability is
more uniformly distributed with central pressure than in
the Northern Hemisphere. There is no obvious ENSO
signal in these results and it is possible that the inter-
annual variability in the SST field does not bring about
large changes in the number of cyclone events in the
Southern Hemisphere. If this is the case, then the ob-
served interannual variance in the number of events is
more chaotic in nature and one should not expect the
models to reproduce this variability well. Figure 18 gives
the correlation between the model simulations and the
observations. In general, the correlations are weaker
than in the Northern Hemisphere which also suggests
that the models, like the atmosphere, do not exhibit a
noticeable response to the SSTs and sea-ice extent. It is
interesting to note that the ECMWF model is negatively
correlated with the ERA analyses which is further
evidence that the ECMWF model does not benefit from
the use of the ERA analyses for verification.

In general, only one AMIP1 realization was available
for each model and it is not possible, in general, to assess
how robust the results would be for a series of simula-
tions. However, for the CCC model, multiple realiza-
tions were available presenting an opportunity to
examine the consistency of the results obtained from
different realizations. For each of six simulations,
slightly different initial conditions were used with the
same SSTs and sea-ice extent. Intense event anomalies
for each Northern Hemisphere winter season were

Fig. 17 Same as Fig. 15 except for the Southern Hemisphere south
of 30�S

Fig. 18 Same as Fig. 15 except
for the Southern Hemisphere
south of 30�S
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computed for each of the six experiments. The anomalies
were computed as a departure of the number of intense
cyclone events in each winter from the nine-winter mean.
The results are displayed in Fig. 19a. During the last six
winters, at least five of the six experiments agree on the
sign of the anomalies. For the CCC model six additional
AMIP-like experiments were carried out with no inter-
annual variability in the SSTs and the sea-ice extent. The
six experiments were done using slightly different initial
conditions and forced by the mean of the SSTs and sea-
ice extent. These results are given in Fig. 19b. As would
be expected the results are more random. In no winter
do all six simulations produce the same anomaly. Taken
together, the two sets of results suggest that the CCC
model does respond consistently to the imposed SSTs.
However, as was seen previously, the model response
and the observed atmospheric response to the SSTs and
sea-ice extent are strongly negatively correlated.

6 Summary

Various aspects of the simulated behaviour of cyclones
in thirteen models participating in the AMIP1 exercise
are presented. In the simulation of the winter climato-
logical MSLP field for the Northern Hemisphere, the
models produce reasonable simulations of the ‘‘semi-
permanent’’ features of the climatology. The greatest

departures from the observed climatology occur over
northwestern North America, over and to the west of
the British Isles and in the Mediterranean. The depar-
tures in the three geographical areas are very systematic
in that at least eleven of the models exhibit similar de-
partures from observations. A similar situation was seen
in the Southern Hemisphere where, on average, the cir-
cumpolar trough was well simulated, albeit somewhat
too far north, with systematic errors near Africa, New
Zealand, and South America.

The simulations of the cyclone events showed that the
models are reasonably successful in reproducing the
large-scale geographic aspects of the observed cyclone
events but deficiencies in the details of the simulations
are apparent. The paucity of simulated events to the
south of the Alps and to the east of the Rockies suggests
that the models have difficulty simulating lee cyclogen-
esis. Over much of North America, the models have
difficulty simulating the correct level of synoptic activity
as demonstrated by the low numbers of both cyclone
events and anticyclone events.

The models have difficulty simulating the distribution
of cyclone events as a function of central pressure. The
most common problem is that the models exhibit an ever
increasing deficit of events with decreasing central
pressure. This defect is larger in the Southern Hemi-
sphere than the Northern Hemisphere and does not
appear to be resolution dependent since the behaviour of

Fig. 19 A The anomalies for
cyclone events with central
pressures below 960 mb for six
realizations using the CCC
model. B The anomalies for
cyclone events with central
pressure less than 960 mb for
six realizations which have no
interannual variability in the
SST and sea-ice forcing
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the highest resolution model and the lowest are very
similar.

There is an apparent ENSO signal in the observed
Northern Hemisphere interannual variability of intense
cyclone events. With the exception of ECMWF, the
models failed to reproduce this phenomenon. There is
some evidence that the models do indeed respond to the
interannual variability in the SSTs, but the response is
out of phase with that of the atmosphere. In the
Southern Hemisphere, there does not appear to be
ENSO-induced interannual variability in the observed
numbers of cyclone events. It could be argued that the
models have been reasonably successful in the Southern
Hemisphere since they too do not exhibit any ENSO-
induced interannual variability.

There were six AMIP experiments with the CCC
model. The response, as measured by anomalies of
intense Northern Hemisphere winter cyclone events,
was remarkably consistent for the six cases. Six addi-
tional realizations used the CCC model in which there
was no interannual variation in the SSts and sea-ice
extent. In this set of experiments, the response was
much more random. This set of simulations indicates
that the CCC model does indeed respond to the im-
posed SSTs and sea-ice extent. Since multiple realiza-
tions for other models were not available, one cannot
say if the response seen in the CCC model would be
exhibited by others. It would also be interesting to
determine how sensitive the response is to model
formulation. For example, if minor changes were made
to the CCC model and a series of AMIP simulations
were made, would the model still respond in a consis-
tent way and how different would the response be
compared to that of the unchanged model? If we
assume, as a result of their similarity, that the
GSFC model is a modified GLA model and the UG-
AMP model is a modified ECMWF model, then there
is a suggestion that the model response is sensitive to
formulation.

The results of this study support the need for multiple
realizations of AMIP simulations in order to verify the
robustness of model responses. The model intercom-
parison process would benefit from a stronger interac-
tion between the diagnostic groups and the modelling
groups and perhaps a willingness of the modelling
groups to perform experiments to attempt to answer
attribution questions. The AMIP2 exercise which is
currently underway has begun to address such exten-
sions to the AMIP experimental design.
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