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ABSTRACT

High-frequency oscillations, with periods of about 2 hours, are first identified by applying wavelet analysis to observed
minutely wind speeds around the eye and eyewall of tropical cyclones (TCs). Analysis of a model simulation of Typhoon
Hagupit (2008) shows that the oscillations also occur in the TC intensity, vertical motion, convergence activity and air density
around the eyewall. Sequences of oscillations in these variables follow a certain order.
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1. Introduction

Tropical cyclones (TCs) are one of the most energetic
weather phenomena and pose great scientific challenges to
meteorologists. Although forecasting of TC tracks has sig-
nificantly improved (Emanuel, 1999, 2000), accurate predic-
tion of TC intensities is still difficult (Wang and Chan, 2002;
Knapp and Kruk, 2010; DeMaria et al., 2014).

TCs are complex systems and their intensities are affected
by a variety of physical processes. Many studies focus on the
TC’s updraft and the eyewall-produced updraft. One aspect
is the updraft’s control of TC intensity through the activity
of secondary circulation. This is related to the positive feed-
back mechanisms for the genesis and maintenance of TCs, for
which there are two classical theories: “conditional instabil-
ity of second kind” (CISK; Charney and Elliassen, 1964) and
“wind-induced surface heat exchange” (WISHE; Emanuel,
1986; Rotunno and Emanuel, 1987; Emanuel, 1989, 1997).
The other aspect is related to the structure and activities in the
eyewall. This includes mesoscale convective systems (MCSs;
Hendricks et al., 2004; Montgomery et al., 2006, 2009), sec-
ondary rain bands (e.g., Montgomery and Kallenbach, 1997;
Reasor et al., 2000), eyewall cycles (Shapiro and Willoughby,
1982) and activities of waves.

Studies on waves in the eyewall generally focus on the
vortex Rossby waves (Chen et al., 2003; Zhong et al., 2009;
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Menelaou and Yau, 2014), inertia gravity waves (Willoughby,
1976; Kurihara, 1976; Schecter, 2008; Ki and Chun, 2011),
and the fine-scale spiral rainbands, which are associated with
Kelvin–Helmoltz instability (Romine and Wilhelmson, 2006)
and inertial-buoyancy waves (Li et al., 2010). However, these
sorts of studies generally focus on the horizontal distribution
and propagation of the waves. The temporal evolution of the
waves and their vertical propagation have not been fully in-
vestigated.

In this study, the activities of waves are analyzed with a
focus on the temporal evolution and vertical propagation. Ev-
idence of high-frequency oscillations, with periods of about
2 hours, is revealed from analysis of observed wind speeds
and model-simulated TCs. Such high-frequency oscillations
have not been reported in previous studies, probably due to
the lack of available in-situ high-frequency observations in
the central areas of TCs.

2. Analysis procedure

The characteristics of high-frequency oscillations in the
eyewall of TCs are analyzed by applying the wavelet trans-
form to both the observations and the outputs from a numeri-
cal simulation.

2.1. Observational data at Shangchuan Station
Minutely wind speed and surface pressure from the auto-

matic weather station at Shangchuan (21.7◦N, 112.8◦E) are
used in this study. The station is located in the central part of
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Shangchuan Island at an elevation of 83 m above sea level.
The data are collected and quality controlled by the Climate
Center of Guangdong Province. Shangchuan Island is one of
the largest islands in Guangdong Province and is also a region
heavily influenced typhoons.

2.2. Model simulation
Because the observations are insufficient for capturing the

detailed characteristics of TCs, we also analyze the TC sim-
ulated by a numerical model. The simulation is based on
the Weather Research and Forecasting (WRF) model (Ska-
marock et al., 2008) developed for advancing the study and
prediction of mesoscale weather and accelerating the trans-
fer of research advances into operation. The Advanced Re-
search WRF (ARW) dynamics solver integrates the com-
pressible non-hydrostatic Euler equations that are cast in
flux forms. The equations are formulated using a terrain-
following hydrostatic-pressure (σ ) coordinate in the vertical
direction. The horizontal discretization uses the Arakawa-C
staggering grids. The WRF physical processes include a se-
lection of explicit microphysics schemes, cumulus convective
parameterizations, a land-surface model, planetary boundary
layer (PBL) parameterizations, and longwave and shortwave
radiation schemes.

2.3. The wavelet transform
The wavelet transform, following Christopher and

Compo (1998), is applied to the observations and model out-
put. For a time series denoted by bk (k = 0,1, . . . ,N − 1),
the wavelet transform decomposes the signal into scaled and
translated versions of a “mother wavelet” Ψ0, resulting in
“child wavelets”, or simply “wavelets”, represented by

ΨS j ,k =
(

δ t
s j

)1/2

Ψ0

[
(−n)δ t

s j

]
, (1)

where s j and n represent scale and translation (on the time
axis), respectively; δ t represents the sampling period of the
signal; and (δ t/s j)1/2 represents the energy normalization
factor that keeps the energy of child wavelets the same as
that of the mother wavelet. The signal is then converted to
the scale and translation domains by scaling and translating
the mother wavelet to match the high and low frequencies in
the signal, thus providing an improved fitting to the data. This
process is represented by a convolution of xk with the scaled
and translated wavelets:

W (n,s j) =
N

∑
k=0

bkΨ∗
s j ,n(k) , (2)

where the asterisk denotes the complex conjugate and
W (n,s j) is called a wavelet coefficient. The wavelet power
spectrum (WPS) is defined as |W (n,s j)|2; and the signifi-
cance levels of W (n,s j) can be determined by the wavelet
red noise spectrum, with details provided by Christopher and
Compo (1998). The normalized WPS (NWPS) describes the
contribution of a certain scale to the total energy. Following

Zhu et al. (2010), the NWPS E(n,s j) is defined as

E(n,s j) =
|W (n,s j)|2

∑J
j=1 |W (n,s j)|2

. (3)

3. Observational facts

We first analyze the wind speeds and surface pressure dur-
ing three TCs, with a sampling period of 1 minute, observed
at Shangchuan Station. The three TCs are: Severe Typhoon
Hagupit (2008), Severe Tropical Storm Goni (2009), and Ty-
phoon Koppu (2009). They passed through Shangchuan Sta-
tion at 0000 UTC 24 September 2008, 0000 UTC 5 August
2009, and 1800 UTC 14 September 2009, respectively. Fig-
ure 1 shows the observed tracks and maximum wind speed
(MWS) of these TCs, taken from the CMA-STI best-track

Fig. 1. (a) Tracks and (b–d) intensities of Severe Typhoon
Hagupit (2008, green), Severe Tropical Storm Goni (2009, blue)
and Typhoon Koppu (2009, red) from the CMA-STI best-track
data. In (a), solid dots show the positions of the TC center at
every 6 hours, and the black cross denotes the location of the
automatic weather station at Shangchuan (21.7◦N, 112.8◦E).
In (b–d), the TC intensities are represented by the 6-hourly
maximum wind speed (units: m s−1), with black dashed lines
denoting the time when the TCs passed through Shangchuan
Station.
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dataset (Ying et al., 2014) for TCs complied by the Shanghai
Typhoon Institute (STI), China Meteorological Administra-
tion (CMA). The location of Shangchuan Station and the
times that the TCs passed through the station are also shown
in Fig. 1. The wavelet transform is applied to the time series
of the wind speeds and pressures covering 24 hours, includ-
ing 12 hours before and after the TCs passed the station. The
analysis results for the wind speeds are shown in Fig. 2.
Denoted by the gray shading, and the contours of 10%, the
spectral energy is significant at periods of about 2 hours: 90–
120 minutes for Hagupit (2008), 90–150 minutes for Goni
(2009), and 75–150 minutes for Koppu (2009). Based on the
relationship between the periods and discrete scales given in
Christopher and Compo (1998), the period of 2 hours cor-
responds to a spatial scale of about 10 km. This aspect is
discussed in section 5. Judging from the shaded area in Fig.
2, these high-frequency oscillations are usually significantly
different from the red-noise process around the eye and eye-
wall where winds are strong. In asymmetric TCs [Hagupit

Fig. 2. Time series of the minutely wind speeds observed at
Shangchuan Station (black curves; units: m s−1), with mag-
nitude denoted by the axis on the right-hand side; and the nor-
malized wavelet power spectrum (NWPS; contours; units: %)
of these time series. Panels (a–c) are for Hagupit (2008), Goni
(2009) and Koppu (2009), respectively. The left-hand axis is the
Fourier period (in minutes) corresponding to the wavelet scale.
Gray shading indicates the time and periods within which the
wavelet power spectrum (WPS) is significantly different from
that of a red-noise process at the 0.05 confidence level. Cross-
hatched regions indicate the “cone of influence” where edge ef-
fects become important. The black dashed lines denote the time
when the TCs passed through Shangchuan Station.

(2008) and Koppu (2009)], the oscillations are more signifi-
cant at the side with higher wind speeds.

Figure 3 shows the NWPS of the observed minutely wind
speed and pressure at Shangchuan Station, integrated for vari-
ations at time scales of 90–150 minutes. Figures 3a–c show
the 24-hour durations when the three TCs passed the station.
For reference, the NWPS during a period of 24 hours with-
out TC activity is shown in Fig. 3d. The high-frequency os-
cillations are significant in the wind speeds under TC con-
ditions, which boost the maximum NWPS by at least 10%–
20%. Compared with winds, the high-frequency oscillations
in the pressure are insignificant, the reasons for which are
discussed in section 5.

The spectral energy is also significant in the range of pe-
riods of about 3–6 hours (Fig. 2). Such variations represent
the evolution of wind speed due to different parts of the TC
passing by the station. These include: the outer region with
relatively weak winds, the eyewall with strong winds, and the
eye with nearly static wind. As the outer region and eyewall
of one side, the eye, and then the eyewall and outer region of
the other side pass through the station successively, the wind
speeds observed at the station increase and decrease accord-
ingly.

Fig. 3. The integrated NWPS (%) of the observed minutely
wind speed (black) and pressure (gray) at Shangchuan Station,
computed by integrating the NWPS over time scales of 90–150
minutes. Panels (a–c) are for Hagupit (2008), Goni (2009) and
Koppu (2009), respectively. Panel (d) represents the NWPS of
the 24 hours without TC activity.
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4. Model experiments

4.1. Experiment setup
The WRF model is applied to simulate Typhoon Hagupit.

The model includes three fixed two-way interactive domains
on Mercator projections (Fig. 4), with detailed parameters
provided in Table 1. Domain 1, the outer mesh, has a hori-
zontal resolution of 27 km, and is designed to simulate the
synoptic-scale environment for the storm to evolve. Do-
main 2 has a resolution of 9 km, and is designed to simu-
late the mesoscale structure of Hagupit. Domain 3, the inner
mesh, has a resolution of 3 km, and is designed to simulate
the inner-core structure of Hagupit. There are 28 unevenly
spaced vertical levels with a higher resolution in the PBL.
The top is set to 50 hPa. The σ levels are placed at values of
1.000, 0.990, 0.978, 0.964, 0.946, 0.922, 0.894, 0.860, 0.817,
0.766, 0.707, 0.644, 0.576, 0.507, 0.444, 0.380, 0.324, 0.273,
0.228, 0.188, 0.152, 0.121, 0.093, 0.069, 0.048, 0.029, 0.014,
and 0.000. Apart from the cumulus parameterization scheme
not being used in Domain 3, the physical schemes are the
same for the sub-models of the three domains. The Kain–
Fritsch (KF) cumulus parameterization scheme (Kain and
Fritsch, 1990, 1993; Kain, 2004) is used because it provides
the best result based on tests of various cumulus parameteri-
zation schemes for this case. Other options of model physics
being used are the WRF Single-Moment 6-Class (WSM6)
microphysics scheme (Hong et al., 2004), the Yonsei Univer-
sity (YSU) PBL scheme (Hong and Lim, 2006), the 5-layer
thermal diffusion land-surface model scheme (Skamarock et
al., 2008), the Rapid Radiative Transfer Model (RRTM) long-
wave radiation scheme (Mlawer et al., 1997), and the Dudhia
shortwave radiation scheme (Dudhia, 1989).

The initial and boundary conditions are obtained from the
6-hourly US National Centers for Environmental Prediction
(NCEP) Final Analysis (FNL) data. The SST is fixed dur-
ing model integration. The analysis fields with a horizontal
resolution of 1◦ × 1◦, including temperature, wind, geopo-
tential height, and dewpond at mandatory pressure levels, are
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Fig. 4. The domain configuration of the model.

Table 1. Model setup parameters.

Domain

1 2 3

Dimensions (x,y) 180×150 220×151 294×201
Grid size (km) 27 9 3
Time step (s) 50 16.67 5.56
Start time 1200 UTC 1200 UTC 0600 UTC

22 Sep 22 Sep 23 Sep
Integration hours 0–48 0–48 18–36

interpolated horizontally to the horizontal points and verti-
cally to the σ levels. The boundary conditions of the outer-
most domains are specified by temporally interpolating the
NCEP FNL data. Each coarser domain provides the next
finer domain with time-dependent lateral boundary condi-
tions, while the solution of each finer domain feeds back to
that of the next coarser domain at every time step. The two-
way interactions among the sub-models of the three domains
are thus achieved.

Because the first guess information is from the NCEP
FNL data with relatively coarse resolution, the vortices con-
tained are too broad and too weak. Initialization of a higher-
resolution model with such coarse resolution fields only ob-
tains the general physical characteristics of the storms. To
improve the simulation of intensity, the initial vortex in the
NCEP FNL data is replaced by a new vortex with intensity
closer to observations using the NCAR-AFWA (Air Force
Weather Agency) bogussing scheme (Davis and Low-Nam,
2001; Low-Nam and Davis, 2001). The following assump-
tions are made in defining the bogus storm profile: (1) axi-
symmetry; (2) vorticity specified within 300 km of the bogus
storm center; (3) fixed radius of maximum wind (RMW); (4)
mass and wind fields in nonlinear balance; (5) nearly satu-
rated core without an eye; and (6) the maximum winds of the
bogus storm being a pre-determined fraction of the observed
maximum winds.

The simulation is initialized at 1200 UTC 22 September
when the TC has crossed the Balintang Channel and entered
the South China Sea, and has a relatively complete structure
(figure not shown). A bogus vortex is introduced at the initial-
izing time, with the center located at (19.5◦N, 120.8◦E) (the
same as the center location in the best-track achieves), and
the maximum wind speed is set to 70 m s−1 using an RMW
of 81 km. Based on a large number of tests initialized with
vortexes of different intensities, this bogus vortex provides
the best result after the spin-up process. The integration is
carried out for 48 hours, terminated at 1200 UTC 24 Septem-
ber, about 12 hours after Hagupit made landfall. The 48-hour
integration covers the intensification, mature, and weakening
stages of the life cycle of Hagupit.

4.2. Model validations
The model outputs from Domain 2, covering the inten-

sification, mature, and weakening stages of the life cycle
of Hagupit, are compared to observations. Figure 5 shows
the observed (CMA-STI) and simulated TC tracks. Figure
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6a shows the deviations of the simulated track from the ob-
served track. During 0–36 hours of integration before the
storm made landfall, the simulated track agrees well with the
observed track, with less than 40 km discrepancy in the po-
sitions of the TC center. During the last 10 hours of integra-
tion after the storm made landfall, the discrepancy increases
to about 80 km; the simulated storm is located to the north-
northeast of the observed location. The discrepancy may be
caused by inaccuracy in the simulation of the large-scale cir-
culation or the terrain data in the WRF model.

Figures 6b and c compare the minimum sea level pressure
and the maximum wind speed, respectively. Despite evident
differences in the detail, the trends agree well. The simulation
shows an initial adjustment in the first 15 minutes, followed
by a relatively steady period. The rapid adjustment in the
first few minutes may be due to the fact that the model does
not account for friction in the PBL, and thus the prescribed
nonlinear balance is disturbed (Low-Nam and Davis, 2001).
From 4 hours to around 10 hours, the simulated sea level pres-
sure keeps increasing while the maximum wind speed keeps
decreasing. Such trends are not present in the best-track data.
Li et al. (2013) attributed this discrepancy to the spin-up pro-
cess of the model. During 19–36 hours, when the simulated
and observed TCs both reach their strongest stage, the maxi-
mum surface wind speeds are nearly equal, although the sim-
ulated minimum sea level pressure is slightly lower.

The simulated 10 m wind speed and surface pressure are
also compared with the hourly observations at three auto-
matic weather stations, located in Heshan (22.8◦N, 113.0◦E),
Shangchuan and Dianbai (21.4◦N, 111.2◦E). These stations
were quite close to the storm center when Hagupit was about
to make landfall (Fig. 5). Figure 7 compares the observed and
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Fig. 5. Tracks of Typhoon Hagupit (2008) from observation
(black) and simulation (gray). Open circles at each end of the
observed track denote the position of the TC center at 1200
UTC 22 Sep (right) and 1200 UTC 24 Sep (left). Solid dots
along the simulated track show the position of the TC center
every 6 hours. The locations of the automatic weather stations
at Heshan (22.8◦N, 113.0◦E), Shangchuan (21.7◦N, 112.8◦E)
and Dianbai (21.4◦N, 111.2◦E) are represented by the star, the
larger open circle, and the triangle, respectively.

Fig. 6. Comparison of CMA-STI best-track data (black) with
the model simulation (gray): (a) deviations of the simulated
track from the CMA-STI best-track data; (b) the minimum sea
level pressure (central pressure; units: hPa); and (c) the maxi-
mum 10 m wind speed (m s−1), with the dashed line denoting
the lowest maximum wind speed for the severe typhoon.

simulated pressure and 10 m wind speed. In general, the ob-
served and simulated time variations are consistent, although
the simulated evolution lags the observed one by nearly 2
hours. Furthermore, the simulated wind speed and surface
pressure are also consistent with the minutely observations at
Shangchuan Station (Fig. 8). As given in Fig. 8c, the NWPS
of the simulated 10 m wind speed and surface pressure are
similar to the minutely observations (Fig. 3a).

Shifting attention to the system-scale features, Fig. 9
compares the simulated grid-scale precipitation with the
Tropical Rainfall Measuring Mission (TRMM) Microwave
Imager (TMI) 2A12 surface rain rate. The TMI profiling
algorithm (2A12) generates vertical profiles of hydrometeors
from TMI brightness temperatures, through blending the ra-
diometric data with dynamical cloud models. For each pixel,
the algorithm assigns a surface type (land/ocean/coast) and a
freezing height; and computes surface rain, convective sur-
face rain, and profiles of hydrometeors (cloud liquid, cloud
ice, water vapor etc.) at 14 vertical levels. Figure 9 shows that
the simulation obtains intense precipitation, similar to obser-
vations, though it overestimates the magnitudes by a factor of
two. The reason is that TRMM tends to underestimate mod-
erate to high rains (> 50 mm h−1), although it has superior
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Fig. 7. Hourly time series from observations (dashed lines) and the
model (solid lines) for surface pressure (left column; units: hPa) and
wind speed (right column; units: m s−1) at (a, b) Heshan, (c, d)
Shangchuan, and (e, f) Dianbai. The locations of the stations are shown
in Fig. 5.

(a)

(b)

(c)

Fig. 8. Minutely time series from observations (gray) and the
model (black) for (a) wind speed (units: m s−1) and (b) sur-
face pressure (units: hPa). (c) The NWPS (units: %) integrated
for variations at time scales of 90–150 minutes of the simulated
wind speed (black) and pressure (gray). All times are from the
location of Shangchuan Station.

skill in detecting TC heavy rains (Islam and Uyeda, 2005;
Chen et al., 2013).

In summary, despite some discrepancies, the simulation
reproduces reasonably well the track, intensity, wind, pres-
sure field and distribution of precipitation.

5. Oscillations in the modeled TC Hagupit

5.1. Analysis methods for the eyewall
Model output from Domain 3, with a time interval of 15

minutes, is analyzed with a focus on 21–36 hours of model in-
tegration, when the TC intensity is highest and relatively sta-
ble. Vertical velocities, water vapor convection [−w(∂q/∂ t),
where q is the water vapor mixing ratio], inward radial wind
(IRW) and dry air density are averaged in the updraft region
to examine the sequences of the high-frequency oscillations.
Here, the definition of the updraft region and IRW are illus-
trated in Fig. 10. The updraft region is determined by the
structure of the time-averaged secondary circulation of the
TC shown in Fig. 10a. It is the vertical ascending motion
area (with w > 0) extending from the TC center to a radius of
90 km. The IRW is determined by the TC’s horizontal winds,
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Fig. 9. Surface rain rates (mm h−1) from (a) TRMM Microwave
Imager (TMI) 2A12 at 1354 UTC and (b) the model simulation
at 1400 UTC 23 Sep 23 (26 h of integration).

which can be divided into tangential and radial components.
As shown in Fig. 10b, the IRW is directed toward the TC
center. The calculation of water vapor convection is based on
the equation for the condensation rate:

C−E = −u
∂q
∂x

− v
∂q
∂y

−w
∂q
∂ z

− ∂q
∂ t

, (4)

where C is condensation and E is evaporation. Because most
of the vapor concentrates in the boundary layer, the water
vapor convection makes a dominant contribution to the con-
densation rate in the upper atmosphere.

Variables such as vertical velocity, water vapor convec-
tion, IRW and dry air density at a certain height and averaged
over the updraft region, are analyzed through calculating their
normalized departures and the NWPS.

Take the variable A(x,y,z, t)(x = x0,x1, . . . ,xX ,y = y0,
y1, . . . ,yY ,z = z0,z1, . . . ,zZ , t = t0, t1, . . . , tT ) for example. It
is first averaged in the updraft region at a certain height:

A(z, t) =
∑x=xX

x=x1 ∑y=yY
y=y1

A(x,y,z, t)
X ·Y , (5)

where X ,Y,Z, and T denotes the numbers of the grid points

Fig. 10. (a) Radius–height distribution vertical velocities
(m s−1) averaged over time (21–36 h) and azimuthally. (b)
Sketch of the definition of inward radial winds (IRW) in lower
layers.

within the eyewall region. Then, A(z, t) is used to calculate
the normalized departure and the NWPS for further analysis.
The normalized departure A′(z, t) is the departure of A(z, t)
from its time-averaged value A(z) divided by its standard de-
viation σ(z), i. e.,

A′(z, t) =
A(z, t)−A(z)

σ(z)
, (6)

where A(z) and σ(z) are defined by

A(z) =
∑t=tT

t=t1 A(z, t)
T

, (7)

σ(z) =

√√√√ 1
T

t=tT

∑
t=t1

[A(z, t)−A(z)]2 . (8)

5.2. Sequences of the high-frequency oscillations
Figure 11 shows the normalized departure of vertical ve-

locities, water vapor convection, IRW and air density calcu-
lated by Eq. (6). In Fig. 11a, an increase (decrease) of water
vapor convection generally corresponds to an increase (de-
crease) of upward vertical motion, suggesting that convection
is largely driven by upward motion. The upward motion con-
tains significant high-frequency oscillations with periods of
about 2 hours and propagating upwards. Figures 11b and c
show that high-frequency oscillations also occur in IRW and
air density.
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Figures 11a–c also suggest that the oscillations of these
variables follow a certain order. For example, a decrease of
air density is usually followed by intensified convergence in
the PBL, which enhances the upward motion at the top of the
PBL. When strong upward motion reaches the height of 8–10
km, the MWS begins to increase and subsequently reaches its
peak value. Based on CISK (conditional instability of second
kind) theory, the strengthening of TC intensity is controlled
by warming associated with condensation around the TC cen-
ter (the warm core) of the upper layer, which is located at the
height of 8–10 km (figure not shown). Because the water
vapor convection controlled by upward motion makes a dom-
inant contribution to the condensation rate, the TC intensity
increases after strong upward motion reaches the height of
the warm core.

Through examining the time series of high-frequency os-
cillations shown in Fig. 11, sequences of high (peak) and low
(valley) values for these variables are identified. The results
are summarized schematically in Fig. 12. In a typical cy-

cle shown in the left column, the drop of density in the PBL
is followed by an increase in IRW; this enhanced frictional
convergence causes an increase in density, followed by a de-
crease in IRW. Next, we examine the consequence of the IRW
increase, illustrated by the top row. The increase in conver-
gence in the PBL causes an increase of updraft at the top of
the PBL, followed by high vertical velocity at high altitudes
of 8–10 km, and then an increase of the MWS. The conse-
quence of the decrease in IRW in the PBL, shown in the bot-
tom row, is the mirror image of that shown in the central col-
umn. The average time interval between two adjacent events
is denoted by “Ave. Δt”. The values of “Ave. Δt” in differ-
ent boxes are all around 1.8 hours, suggesting that periods of
oscillations for different variables are nearly the same.

Note that processes in the PBL are much more complex
than those in the free atmosphere. For some events, variables
in the PBL experience two high and low values in one cycle,
while variables in the free atmosphere only have one high and
low value in each cycle. Moreover, the times taken for differ-

Fig. 11. Time–height variation of (a) convection and vertical velocity, (b) in-
ward radial wind and (c) dry air density of the simulated Typhoon Hagupit
(2008) averaged in the updraft region. In (a), contours show the normalized de-
parture of vertical velocity of a certain height, and the color shading shows the
water vapor convection [−w(∂q/∂ t)]. The black curve with solid dots shows
the maximum wind speed (right axis; units: m s−1). In (b, c), contours show the
original values of inwards radial winds (m s−1) and dry air density (kg m−3),
respectively; the color shading shows its normalized departure. The standard
deviations are computed for the variables at the same height.
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Fig. 12. The sequences of high-frequency oscillations in the simulated Typhoon Hagupit
(2008). The variables shown are the vertical velocity (w), air density, IRW and maxi-
mum wind speed (MWS). Each box is for a particular variable reaching either its peak
(denoted by “↑”) or valley value (denoted by “↓”). The numbers in brackets [e.g. (1),
(2), (3) etc.] indicate the event number identified from the time series shown in Fig.
5, followed by the model time when this event occurs. “PBL” denotes the planetary
boundary layer, and “ΔtAve” denotes the average time interval between two adjacent
events. The sequences of the processes are denoted by thick arrows between two adja-
cent boxes, with the averaged time interval marked aside.

ent variables to increase/decrease is also different. In Fig. 12,
an event number is assigned when a particular value starts to
increase or decrease, and the values that follow are the model
times when this value reaches the peak or valley. Because of
differences in acceleration/deceleration, a variable that starts
to increase/decrease earlier may reach its peak/valley behind
another variable that starts to increase/decrease later. Hence,
further statistical analysis is required to more accurately re-

veal the relationship among oscillations of various variables.

5.3. The wavelet power spectrum
The wavelet transform is applied to the vertical velocities

at different levels, IRW and dry air density in the boundary
layer and averaged in the updraft region, and the intensity of
the simulated Typhoon Hagupit (2008). The analysis results
are presented in Fig. 13. The high-frequency oscillations are
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significant in all of these components, except for the central
pressure. Surface pressure represents the total mass of the air
column above the surface and its values change only slightly
when the air within the column moves up and down. Hence,
compared with winds, the surface pressure shows insignifi-
cant high-frequency oscillations.

As discussed in section 3, the period of 2 hours corre-
sponds to a spatial scale of about 10 km for high-frequency
oscillations. Based on the sequences of the high-frequency
oscillations, this scale is related to the vertical depth of the
updraft region of the TC and the radial range of the horizon-
tal convergence area of the radial winds near the boundary
layer (Fig. 10a).

Comparing Figs. 13a–c tells us that the oscillations of
TC intensity lag those of other components by several hours.
This suggests that it takes time for the TC intensity to respond
to oscillations in the eyewall.

6. Conclusions and discussion

6.1. Conclusions
This paper reports the phenomenon of high-frequency os-

cillations in TCs. The observational evidence is obtained by
applying the wavelet transform to the minutely wind speeds
observed at Shangchuan Station during three TCs. At peri-
ods of about 2 hours, which corresponds to a scale of about
10 km, the spectral energy is significantly different from that
of a red-noise process. The high-frequency oscillations are
significant near the eyewalls and eyes of the TCs.

The simulation results for Hagupit (2008), during 15
hours when the TC intensity is highest and relatively stable,
are analyzed. High-frequency oscillations are also found in
the TC intensity, vertical motion, convective activity and air
density. A visual inspection of the time series (Fig. 11) shows
that the sequences of oscillations for different variables fol-
low certain orders, which are summarized in Fig. 12. In a
typical cycle, the drop of density in the PBL is followed by
an increase in the IRW; this enhanced frictional convergence
causes an increase in density, followed by a decrease in the
IRW. The increase in convergence in the PBL causes an in-
crease of updraft at the top of the PBL, followed by high verti-
cal velocity at high altitudes of 8–10 km, and then an increase
of the MWS, and vice versa.

6.2. Discussion
The relationships between the high-frequency oscillations

and waves in the eyewall of TCs, such as the vortex Rossby
waves, inertia gravity waves, and the fine-scale spatial rain-
bands, which are associated with Kelvin–Helmoltz instability
and inertial-buoyancy waves, are worth discussing. On the
one hand, because high-frequency oscillation is significant
in variables averaged in the updraft region, this oscillation
is a combination of large amounts of small-scale vortexes
generated by the waves in the eyewall. On the other hand,
both the high-frequency oscillations and waves in the eye-
wall affect the surface winds of the TC. The link between
high-frequency oscillations and waves in the eyewall of TCs

Fig. 13. The NWPS (units: %) integrated for variations at time
scales of 90–150 minutes of the simulated (a) vertical velocities
at different levels, (b) IRW (black) and dry air density (gray) in
the boundary layer (0.625 km height) averaged in the updraft
region, and (c) the maximum wind speed (black) and central
pressure (gray) of the simulated Typhoon Hagupit (2008). In
(a), gray-solid, black-dashed and black-solid lines represent the
vertical velocity within the boundary layer (0.625 km height),
at the top of the boundary layer (1.5 km height), and at high
altitude (10 km height), respectively.

needs to explored in future studies.
Another question is what causes the density in the PBL to

decrease after the IRW decreases. We speculate that a “trig-
ger” mechanism may be at work, which is worthy of further
study.

The present study mainly provides a descriptive picture of
the high-frequency oscillations in TCs. The schematic sum-
mary provides a hint of the relationships among oscillations
of different variables that deserves more in-depth investiga-
tion of the underlying dynamics, and the influences of these
oscillations on TC intensities.
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