Graphs and Combinatorics (2008) 24:469-483
Digital Object Identifier (DOI) 10.1007/500373-008-0802-z Graphs and

Combinatorics

© Springer-Verlag 2008

A Degree Sum Condition Concerning the Connectivity
and the Independence Number of a Graph

Kenta Ozeki', Tomoki Yamashita2

1 Department of Mathematics, Keio University, Yokohama 223-0061, Japan.
e-mail: ozeki@comb.math.keio.ac.jp

2 College of Liberal Arts and Sciences, Kitasato University, Sagamihara 228-8555, Japan.
e-mail: tomoki@kitasato-u.ac.jp

Abstract. Let G be a graph and S C V(G). We denote by «(S) the maximum number
of pairwise nonadjacent vertices in S. For x,y € V(G), the local connectivity «(x, y) is
defined to be the maximum number of internally-disjoint paths connecting x and y in G. We
define «(S) = min{x(x,y) : x,y € S,x # y}. In this paper, we show that if «(S) > 3 and
Z?Zl dg(x;) = |V(G)|+k(S) +a(S) — 1 for every independent set {xy, x3, x3, x4} C S, then
G contains a cycle passing through S. This degree condition is sharp and this gives a new
degree sum condition for a 3-connected graph to be hamiltonian.
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1. Introduction

In this paper, we consider only finite undirected graphs without loops or multiple
edges. Let G be a graph and § C V(G). We denote the degree of a vertex x in G by
dg(x). We denote by G[S] the subgraph induced by S. For X C S, X is called an
independent set of S if G[ X]has no edges. We define «(S) as the maximum cardinality
of an independent set of S.

For x,y € V(G), the local connectivity « (x, y) is defined to be the maximum
number of internally-disjoint paths connecting x and y in G. We define «(S) =
min{k(x,y) :x,y € S,x # y}. If a(S) > k, let

ox(S) = min {Z dg(x): X is an independent set of S with |X| = k} ;
xeX
otherwise oy (S) = 4o00. If § = V(G), we simply write «, « and oy instead of «(S),

k(S) and oy (S), respectively.
In 1960, Ore introduced a degree sum condition for a graph to be hamiltonian.

Theorem 1 (Ore [8]). Let G be a graph of ordern > 3. If op > n, then G is hamiltonian.
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On the other hand, in 1972, Chvatal and Erdos showed the relationship between
the connectivity, the independence number and hamiltonicity.

Theorem 2 (Chvatal and Erdés [S]). Let G be a graph of order at least 3. If @ < «,
then G is hamiltonian.

For S C V(G), wesay that S is cyclable in G if G contains a cycle passing through
S. In 1992, Shi gave a degree condition for a set of vertices to be cyclable.

Theorem 3 (Shi [10]). Let G be a 2-connected graph on n vertices, and S C V(G). If
02(S) = n, then S is cyclable in G.

In 1989, Bauer, Broersma, Li and Veldman gave a o3 condition with the connec-
tivity.

Theorem 4 (Bauer et al. [1]). Let G be a 2-connected graph on n vertices. If 63 > n+«,
then G is hamiltonian.

In 1997, Broersma, H. Li, J. Li, Tian and Veldman showed a generalizatin of
Theorems 2 and 4. They defined another notion of connectivity of S as follows. If
G[S] is not complete, let «'(S) be the minimum cardinality of a set of vertices of
G separating two vertices of S. If G[S] is complete, let «'(S) = |S| — 1. We define
8(S) := min{dg(x) : x € S).

Theorem 5 (Broersma et al. [4]). Let G be a 2-connected graph and S C V(G). If
a(S) < «k/(S), then S is cyclable in G.

Theorem 6 (Broersma et al. [4]). Let G be a 2-connected graph on n vertices, and
S C V(G). If 53(S) = n + min{k'(S), 8(S)}, then S is cyclable in G.

By the definitions of «(S), «'(S) and §(S), the following proposition is obvious.
Proposition 7. If G[S] is not a complete graph, then «(S) < min{x’(S), §(S)}.

There existsa pair of a graph G and § C V(G) satisfying« (S) < min{«’(S), 8(S)}.
For two graphs G and H, G + H means the graph which is obtained from the join
of G and H. Let r, s and ¢ be positive integers with r < s < ¢ and we consider the
graph G obtained from (r K| + s K1) U K; by joining each vertex of K, and a vertex
u of sK|. Let v, w be distinct vertices of r K| and S := {u, v, w}. Then «(S) = r,
since there exist only r internally-disjoint paths connecting # and v. On the other
hand, we must remove V (s K|) to separate v and w, and hence «’(S) = s. Therefore
k(S) =r <s =«'(S) =68(S).

By this proposition and by Theorem 5, we obtain the following theorem.
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Theorem 8. Let G be a 2-connected graph and S C V (G). If a(S) < «(S), then S is
cyclable in G.

In the light of Theorem 8 we deduce the following lemma which shows the
intimate relationship between « (S) and «’(S) under the condition «(S) > «(S) + 1.

Lemma 9. Let G be a graph and S C V(G) with a(S) > x(S) + 1. Then there exists
T C V(G) such that |T| = k(S) and T separates two vertices of S. In particular,
k(S) =k’ (S).

Proof. Let u and v be vertices in § such that « (u, v) = «(S). If uv ¢ E(G), then by
Menger’s theorem, there exists T C V(G) — {u, v} with |T| = «(S) which separates
u and v.

Suppose thatuv € E(G). Then G—uvhasT C V(G)—{u, v} with |T| = «(S)—1
which separates u and v. If S — (T U {u, v}) # @, then T U {u} or T U {v} is a desired
separating set. Thus, we may assume that S C 7 U {u, v}. Then since uv € E(G),
a(S) <|S|—1 =< T+ 1 =«(S), contradicting the assumption. |

By considering Theorem 8 and Lemma 9, the proof of Theorem 6 can be used to
prove the following result. By Proposition 7, Theorem 10 is stronger than Theorem 6.

Theorem 10. Let G be a graph on n vertices, and S C V(G) withk(S) > 2. If 03(S) >
n+ «k(S), then S is cyclable in G.

In 2000, Harkat-Benhamdine, Li and Tian gave a o4 condition with the inde-
pendence number.

Theorem 11 (Harkat-Benhamdine et al. [6]). Let G be a 3-connected graph on n ver-
tices, and S C V(G). If 04(S) > n 4+ 2a(S) — 2, then S is cyclable in G.

In this paper, we give a o4 condition with the connectivity and the independence
number.

Theorem 12. Let G be a graph on n vertices, and S C V(G) withk(S) > 3. If 04(S) >
n+«k(S) +a(S) — 1, then S is cyclable in G.

Theorem 12 is best possible. Let m be a positive integer, and let G, = K, +
m+DKiand S = (m+ D)K. Thenog(S) =d4m =Cm+1)+m+m+1) -2 =
[V(G2)| + «(S) + a(S) — 2 and S is not cyclable in G».

By combining Theorems 8§ and 12, we obtain Theorem 11. In fact, by considering
the following graphs, Theorem 12 is stronger than Theorems 10 and 11 for a graph
G and S C V(G) with k(S) > 3. Let k, n, m be positive integers with 3 < k <
m — 2 and =1 < < 251 We consider the graph G3 obtained from (K,, +

3 2
((m — 2)K1 U K3)) U K,,_»,, by joining k vertices of K,, and each vertex of K,,_7,,.
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LetS=(m—2)K{UKyUK,,_»,,. Then |V(G3)| = n, k(S) =k, a(S) = m, 03(S) =

m=2m+k—1D+2m=|V(G3)|+k(S)—land o4(S) = (n —2m+k—1)+3m =

n+m+k—1=|V(G3)|+«(S)+aS) —1<n+2m—2=|V(G3)| +2a(S) — 2.
If S = V(G), then we obtain the following as a corollary of Theorem 12.

Corollary 13. Let G be a 3-connected graph on n vertices. If o4 > n+« +a — 1, then
G is hamiltonian.

2. Notes

Motivated by Theorem 8§, we consider to improve Theorem 11 to Theorem 12.
Similarly, one might suspect that if o4(S) > |V(G)| 4+ 2«(S) then S is cyclable
in G. However, this is not true. Let k, m, n be positive integers 3 < k < m and
% <m< % We consider the graph G4 obtained from (K,, + mK1) U K,,_»,,
by joining k vertices of K, and each vertex of K,,_»,,. Let S = mK| U K,,_»,,. Then
[V(Gg)| =n,k(S) =k,04(8) =n+k+m—1>|V(Gg)| + 2«(S), but G4 does
not contain a cycle passing through S. When § = V(G), the graph G4 contains no
hamiltonian cycle although o > |V (Gy4)| + 2«. Therefore o4 > |V(G)| 4+ 2k does
not imply a hamiltonicity of a graph G. However, in 2005, Lu, Liu and Tian showed
that any longest cycle is dominating under the condition o4 > |V (G)| + 2«. A cycle
C of a graph G is said to be a dominating cycle if V(G — C) is an independent set
of G.

Theorem 14 (Lu et al. [7]). Let G be a 3-connected graph on n vertices. If 64 > n+2«,
then each longest cycle of G is a dominating cycle.

On the other hand, Ota (1995) gave another degree condition concerning cycla-
bility.

Theorem 15 (Ota [9]). Let G be a graph on n vertices, and S C V(G). Suppose that
k(S) = 2. If for any I (I > k(S)),

o11(8) = n+17 —1,
then S is cyclable in G.

By proving the following proposition, we show that the assumption of Theorem 15
is weaker than that of Theorem 11. Hence, Theorem 15 implies Theorem 11.

Proposition 16. Let G be a 3-connected graph on n vertices and S C V (G). If 04(S) >
n+2a(S) — 2, then o141(S) = n+1> —1 foranyl 3 <1 < a(S) — 1).
Proof. Since 0741(S) = L o4(S) = HL(n + 2a(S) — 2), we shall prove that

[+1
4

(n+2a(S)—2)>n+1>—1.



A Degree Sum Condition Concerning the Connectivity and the Independence Number 473

Because the above inequality is a quadratic function on /, it suffices to prove that it
holds for/ =3 and/ = «(S) — 1. Since 3 <[ < a(S) — 1, note that «(S) > 4.

Case 1. 1 = 3.
In this case, %(n +20(S) —2) > n+ 6 = n + 12 — 1. Therefore this completes
Case 1.

Case2. 1 = a(S) — 1.
Suppose that %(n +2a(S) —2) < n+1%—1. By the assumption of Case 2, this
implies (¢(S) — 4)(n — 2a(S) + 2) < 0. Since a(S) > 4, we have n < 2a/(S) — 2.

On the other hand, let X be an independent set of S with | X| = «(S) and choose
x € X so that dg(x) is as large as possible. Since |V (G) — X| > |[Ng(x)| > %04(5)
by the degree condition, we obtain n — «(S) > %(n + 2a(S) — 2), and this implies
n>2a(S) — %, a contradiction. This completes the proof. O

However, Theorem 15 does not imply Theorem 12. Let k, r, m be integers such
that k > 5, r > 4 and m = 4(r — 1). We consider the graph G5 obtained from
(K1 + kK1) U (Kgtm +mK7) by joining each vertex of kK| and (k + m — r) vertices
of Kiim,andlet S = K1 UkK{UmK;.Then |V(Gs)| =2k +2m + 1, «(S) = k and
a(S) = k + m. Since

04(S) = min{k + 3(k +m), 4tk +m —r + 1)}
=4k +3m
= V(G| + () +a(S) — 1,

the assumption of Theorem 12 holds. However, since k > 5 and r > 4,

IV(Gs)| + (@(S) — D* = (@(S) — 1) — (s

=Qk+2m+ D)+ Gk+m—Dk+m—2)—{ktk+m—r+1)+mk + m)}
=kr —2k—m+3

=k—-4H0r—-2)—1>0.

Hence the assumption of Theorem 15 does not hold for I = «(S) — 1.

3. Proof of Theorem 12

For standard graph-theoretic terminology not explained in this paper, we refer the
reader to [3]. Let G be a graph and H be a subgraph of G, and let x € V(G) and
X C V(G). We denote by Ng(x) and Ng(X) the neighborhood in G of x and the
set of vertices in V(G — X) which are adjacent to some vertex in X, respectively.
We define Ny (x) := Ng(x)NV(H) and dy (x) := |Ng (x)|. Furthermore, we define
Ny (X) := Ng(X)NV (H). If there is no fear of confusion, we often identify H with
its vertex set V (H). For example, we often write G — H instead of G — V(H).
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Let C be acycle in G. We give an orientation to C and wrlte the oriented cycle C
by C For x, y € € V(C), we denote an xy-path on C by x C v, and write the reverse
sequence of x Kol ybyy Cx. Forx e V(C), we denote the h-th successor and the
h-th predecessor of x on el by x*" and x ", respectively. For X c V(C), we define
Xth .= {xt":x e X}and X" := {x" : x € X}. We often write x*, x~, X* and
X~ for xt!, x~1, Xt and X!, respectively.

For a subgraph H, a path P is called an H-path if both end vertices of P are
contained in H and all internal vertices and all edges of P are not contained in H.

Let G be a graph and H be a subgraph of G and let x € V(G — H). A subgraph
F is called an (x, H)-fan, if F = [J;_, P; such that P; is a path connecting x and a
vertex of H and V(P;) NV (P;) = {x}.

Proof of Theorem 12. Let G be a graph and S a subset of V(G) satisfying the
assumption of Theorem 12. Let C be a cycle in G. If C contains all vertices of
S, then there is nothing to prove. By Theorem 8, we may assume «(S) > «(S) + 1
and SNV(G—-C) #0,sayxg € SNV (G —C). By Lemma 9, there exists T C V(G)
such that |T| = «(S) and T separates two vertices of S. Choose a cycle C, xo and
an (xg, C)-fan F so that

(C1) |[V(C)nN S| is as large as possible;

(C2) x¢ ¢ T if possible, subject to (C1);

(C3) |V(C) NV (F)]is as large as possible, subject to (C2);

(C4) |V (F)| 1s as small as possible, subject to (C3).

By (C3), note that |[V(C)NV(F)| > «(S) > 3. Let P; be a path of F connecting
xo and u;, where u; € V(C)NV(F) (1 <i <m). Letx; € S be the first vertex from
u; along C> foreachi =1,2,...,m. By (Cl), u; ¢ V(uiC)xi) and hence x; # x;
fori # j. Let X := {x1,x2,...,x,} and H be a component of G — C such that
xo € V(H).

Claiml. Ngy(x;j)=0forl <i <m.

Proof. Suppose that Ny (x;) # @. Then there exists a (C U F)-path Q connecting
xiandv € V(F). If v € V(Pj) (j # i), then C' = va,-C)ul-Pixonv is a cycle
containing (V(C) N S) U {x¢}, contradicting (C1).

Therefore we may assume that v € V(P;). Let C' = vaiCuiPiv and F' =
(F — xoPju;) UxoPiv. Then C’ is a cycle with V(C')N'S = V(C) N S, and F’ is
an (xo, C')-fan with |V (C) N V(F)| = |V(C") N V(F")| and |V (F")| < |V (F)|. This
contradicts (C4). Hence Ny (x;) =@ for1 <i <m. O

By (C1), we obtain the following claim.

Claim 2. For 1 <i # j < m, the following statements hold.
(i) Foranyvwv e V(u;.’C)xj), there exists no C-path connecting x; and v.

.. + 2 + = . T

(ii) Foranyw; € V(x;" Cuj)and wy € V(x;” Cwy) with V(wy; Cw)NS =0,

if there exists a C-path connecting x; and wy, then there exists no C-path
connecting x; and w,.
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By Claims 1 and 2 (i), X U {x¢} is an independent set in G[S], and hence |X| <
a(S) — 1. By (C3), dc(xp) < |X|. Therefore we have

dc(xo) = a(S) — 1. (1

Let x1, x», x3 € X be three distinct vertices such that xi, x» and x3 appear in
the consecutive order along E‘), where the indices are taken modulo 3. Let D; :=
u;LE’)xi_, Ci = x,'E?u,-H, W :={w € V(C;) : wt € N¢,(x;) and w™ € N¢, (xi41)}
foreachi =1, 2,3 and let W := W U W, U W3. Note that xg, x1, x2, x3 € W.

Claim 3. W C S. Moreover, if xo € T, then W C T.

Proof. Let w € W. Without loss of generality, we may assume that w € W;. Then
x1w+z‘>u2P2xoP1u1(6x2w_(5x1 is a cycle containing ((V(C) N S) U {xo}) — {w}.
By (C1), we have w € S. Therefore W C S. Moreover, if xg € T, then w € T by
(C2).Hence W C T. O

By Claim 2 (i), we obtain

and hence

3
D dp,(xp) < [V(D)| forl<i<3.
j=1

By Claim 2 (ii), Nc¢,(x;)~ N N¢, (xi+2) = ¥ and N, (x,~+1)+ N Ng; (xi42) = @ for
i = 1,2.3. Clearly, Ne, (x)™ N N¢, (xis)™ = W; and Ne, (x)™ U Ne, (i)t U
Nc, (xi42) C V(CH U {”:;1}' Therefore fori =1, 2, 3,

dc; (x1) +dc;(x2) +dc; (x3) < |Ci| + 1+ [W;].
Thus, we deduce

3

3
de(x1) +de(x2) +de(x3) = DD (dp, (x)) + dc; (x)))
i=1 j=1

3
< DAV + VI + 1 +IWi)
i=1

= V(O + W] +3. 3)

By Claim 2 (i), Ng—c—u(xi) " Ng—c—pm(x;) =@ for 1 <i # j < 3. Therefore
by Claim 1,

dg—c(xo) +dg—c(x1) +dg—c(x2) +dg—c(x3)
<|VH) = {x}| +IV(G-C—-H)|=|V(G-0)| -1 4)

Claim 4. |X| > k(S) + 1.
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Proof. By Claim 3, W C S. We prove that W is an independent set. Assume that
there exist w1 € W; and wy € W; with wiwy € E(G). Suppose first that i = j.
Without loss of generality, we may assume thati = j = 1, and w; and w; appear
. . — - _ = <~ < .

in this order along C;. Then C' = xlwii_ C Wy X2 CuyPixoPouy Cwrow; Cxy 1s a
cycle such that |V(C) N S| > |V(C) N S|, contradicting (C1). We may now assume
that i 7é Jj. Without loss of generahty, we may assume thati = 1 and j = 2. Then
X1 wl C us Pryxog Pruy <C_’w2 X2 C wHrwi C x1 is a cycle containing (V(C) N S) U {xp}, a
contradiction. Hence W is an independent set in G[S]. By Claim 2, WU X U{x(} isan
independent set in G[S]. Since xg, x1, x2, x3 ¢ W, we obtain «(S) > [WUXU{xp}| >
|[W| + 4, and hence |W| < a(S) —

By the inequality (3), we deduce

dc(x1) +dc(x2) +dc(x3) < |[V(O)| +|W|+3
<|VO)|+ (a(S)—4)+3
=1V(O)| + a(S) —1.

Thus, it follows from the inequality (4) that dg (xo) + dg (x1) + dg (x2) + dg (x3) <
de(xp) +n+a(S) — 2. Since 04(S) > n+«(S)+a(S) — 1, we have dc(xg) >
k(S)+ 1. Hence | X| > «(S)+ 1. O

Let Uy, Uy, ..., U, be the components of G — T'. We show that |[{U; : X N U; #
#}| < 2. Suppose that [{U; : X NU; # @} > 3. Without loss of generality, we may
assume that x; € X N U; fori = 1,2, 3. By Claims 1 and 2 (i), we have

d(x;)) < Uil +|T| = [(U; UT) N (V(H) U X)|.

Thus, by Claim 4, we obtain

dg (x1) + dg(x2) +dg(x3)

3 3
DU +3ITI= D (U UT) N (V(H) U X))

i=l1 i=l

IA

P 3
=n+2/T| = D Uil = D IWU UT) N (V(H) U X)|
i=4 i=1
<n+2(S) — (V(H)|+|X])
<n+«(S)—|V(H)| -1
<n+«(S) —du(xp) —
By the inequality (1), dG(x0) + dg(x1) + dG(x2) + dG(x3) < n + «(S) + a(S) —
3, a contradiction. Hence, without loss of generality, we may assume that X N

Ur_sUp=%and [ XNUi| = |X NV

Claim 5. |W| > k(S) —
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Proof. Suppose that |[W| < «(S) — 3. By the inequality (3), we obtain

dc(x1) +dc(x2) +dc(x3) < [V(O) + «(S).
Hence the inequalities (1) and (4) yield

dg (xo) + dg(x1) + dg (x2) + dg (x3)
S IVOI+x(S) +aS) -1+ V(G-0)| -1
<n+«(S)+alS) —

a contradiction. O
Claim6. xo € Tor | XNT| < 1.

Proof. Supposethatxg € T and | XNT| > 2.ByClaim3, W C T.Since | XNT| > 2,
we may assume that x, x and x3 are chosen so that x;, x, € XNT'. Since xq, x1, X2 €
T — W, we obtain |W| < «(S) — 3, a contradiction. O

Claim7. | X NU;y| = 2.

Proof. First we prove that | X — T'| > 2. Suppose that | X — 7| < 1. Then by Claim
4, notethat T C X and |[X — T| = 1. Since G[V(C) U V(H)] — T is connected, we
have (CUH)—T C U; and Uﬁ:g U, € G—(CUH). Since T is a separating set of
S,U;NS £ @Pforsomei,2 <i < p. Thus, «(S) > 3 implies that [Nc(U;) N T| > 3,
that is, [Nc(U;) N X| > 3. This contradicts Claim 2 (i). Therefore | X — T'| > 2.
Suppose that | X NU;| < 1, thatis, | XNU|| = |XNU,| =1and |X —T| = 2. By
symetry, we can assume that x; and x» are chosen sothat x; € XNUjand x, € XNU>.
By Claim 4, we have | XNT| = |X|—|X—-T| > «(S)+1)—2 =« (S)—1 > 2. Also,
we have IT —X|=I|T|—|XNT|<«(S)— (k(S)—1) = 1. Let Q; be an xjx3- path

— —
n xj C uz(1y Pr(1yxo Poua C x2 and Q2 be an xoxy-path in xp C uq2) Pr2)Xo P1uy Cxl,

where (i) is an integer with V(xl. C ury) N X = 0. Since x; € Uy and x; € U, we
have Q1NT # Pand Q> NT # @. Moreover, since Q1 NX = Q>N X = {x1, x2}, we
have Q1 N (T — X) # W and O, N(T — X) # @. Since |T — X| < 1, we have xo € T,
which contradicts Claim 6. a

Without loss of generality, we can assume x1,x; € X NU; and x3 € X. Since
x1,x3 € Uy, we have Np, (x;) C V(D;) N (U1 UT) fori = 1, 2. Therefore by the
inequality (2), we obtain

dp;(x1) +dp,(x2) < |V(D)) NU |+ |V(Di))NT| fori=1,2. ®)

Let A; :={z € V(C)NUy: z" € Nc(x;)} fori = 1,2,3, and let B| := {z €
V(C)NUjy: z7 € Ne(xp)}.

Claim8 X c Uy UT.
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Proof. Suppose that X N U, # . We may assume that x3 € X N U,. By Claim 2
(i), we obtain the following statements.

(I) N¢,(x1)™ and N¢, (x2) are disjoint, and N¢, (x1)~ UN¢, (x2) € V(C)N(U U
TUAUUp_yUp).
(II) Nc,(x2)™ and N, (x1) are disjoint, and N¢, (x2)” UNg, (x1) € V(C2)N (U1 U
TUAUUN_, Up).
(I1I) Nc, (x1) T and Nc, (x2) are disjoint, and N¢, T UNc,(x2) € (V(C3)N(U U
TUB UUY_Up) U{uf}.
Let A:= (V(C1)NA) U(V(Cy) N Ay) U(V(C3)N By). By (I)-(I11) and by the
inequalities (2) and (5), we obtain

dc(x1) +dc(x2) < Z IVIC)NUpl +|V(C)NT|+ |Al + L.
h#2

On the other hand, by Claim 2 (ii), x3 is not adjacent to any vertex of A. Thus,
we have

dc(x3) = V(O N>+ [V(C)NT|—|A| -1,

sincex3€A. Thusdc(x)) +dc(x2) +dc(x3) < [V(O)|+|V(C)NT| < |[V(C)| 4+« (S).
Therefore, by the inequalities (1) and (4),

dg (xo) +dg(x1) +dg(x2) + dg (x3)
SIVOI+«S) +alS) =1+ V(G -0)] -1
=n+«(S) +a(S) — 2,

a contradiction. O
Claim 9. xy € Uj.

Proof. By Claims 4 and 8§, there exist | X| > «(S) + 1 paths connecting xo and each
vertex in X C U; U T, and hence xgp € U; U T. Suppose that xo € T. Note that
W C T by Claim 3. By (C2), V(G — C) N Uy NS = ¥, otherwise we can choose a
vertex in V(G — C) N U, N S instead of xg. Let y € V(C) N U N S. Then by Claim
8, there exist t;,1p € V(C) N T such that y € V(trz’)tz_) and V(tf’z')tz_) C Us,
because x1,x» € X N Uj.

ByClam 8, XNU; =X —T.ByClaim6, | XNT| <1,and hence |[X — T| =
|X| —|XNT| > «k(S) > 3. Thus we have |X N U;| > 3. Therefore we may assume
that x3 € X N Uj. Since x1, x, € X N Uy and tl+,t2_ € Uy,wehaver;,th e T — W.
Thus, |W| < |T — {xo, t1, t2}| = «(S) — 3, contradicting Claim 5. O

By Claims 1 and 2 (i), Ny (x;) =@ fori = 1,2 and Ng_c(x1) N Ng—c(x2) = 0.
Therefore dg_c(x1) +dg—c(x2) < |V(G—C—H)N(U;UT)|. By Claim 9, we have
dG—c(xo) <|V(H)N (U UT)| — 1. Thus,

dg—c(x0) +dc—c(x1) +dc—c(x2)
<|\ViG-O)nU|+ |V G-C)NT|—1. (6)
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Let yo € U N S. Then
dg(yo) < U2l +1T| = 1 = |Ua| +«(S) — 1, (7

and yo ¢ Ng(x0) U Ng(x1) U Ng(xz) by Claim 9. Let C] == C; = x; Cuy and
Cé =Cr,UD3UCs = X2E‘>M1.

Based on the results of the previous claims, the proof'is completed by considering
two cases for the cardinality of X N U;: | X NU;| =2and | X NU;| = 3.

Case l. | X NUy| = 2.

By the definition of A; and Claim 2 (i), fori = 1, 2, Al-+ C T and A:r NnNX=4a,
and hence Af C T — X. Moreover, by Claims 4 and 8 and by the assumption of
Case 1,«x(S)—1 < |XNT|. Hence we have |V(Ci)ﬂA1|+ IV(CHNA| < |IT—-X]| =
IT|—|XNT|<1.

By Claim 2 (ii), we obtain the following statements.

(I Nci (x1)” and NC{ (x) are disjoint, and Nci (x))” U Nci (x2) S V(CHN(UU
TUA UUY_yUp).
18 Ny (x2)~ and Ny (x1) are disjoint, and Ny (x2)" UNc; (x1) S V(CHN(U U
TUAUUN_y Up).
By (I) and (II) and by the inequality (5), we have

dc(x1) +dc(x2)
< DIV MU+ V@ N T+ [V(C) NAL +V(CH) N Ay
)
<D VO MU+ VO NT|+ 1.
h#2
Combining with the inequalities (1) and (6), we obtain dg(xg) + dg(x1) +
dg(xy) < Zh#z |Up| 4+ |T| 4+ a(S) — 1. Then by the inequality (7), we have dg (xg) +
dc (o) +dg(x1) +dg(x2) < |V(G)| + k(S) + a(S) — 2, a contradiction. O
Case2. | X NU;p| = 3.
We may assume that x3 € X N U;. For each z € A;, we define Z to be the
—_—
vertex satisfying 7 € V(C) N T and V(T Cz) C U,. Since x; € Uj, note that
— ~
ZeVtCz)fori=1,2,3. LetA; ={Z: z € A;} fori =1,2,3.

Claim 10. Letz € A;. If X N Uy NV (zt Cup)| = 2, then VETC) NS = 0.

Proof. By symmetry, we may assume that there exists z3 € Az such that |[X N U; N
= —
V(z{ Cu3)| = 2and V(Z{ Cz3) NS # 0. Let y3 € V(] C z3) N S. Choose y3 so
that |V(ygz')z3)| is as small as possible. Then note that y3 € U,. Since | X N U N
— =

V(z;r C u3z)| > 2, we may assume that x;,x, € XNU; N V(zgL C u3). We partition
Csinto Fy, F», F3 so that F} := x3Z‘)23 F = Z;Z’)m and F3 := Z;E)ul.Note that
V(F>) C U, and x; has no neighbors in U; fori =1, 2.

By Claim 2 (ii), we obtain the following statements.
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(I) N¢,(x1)™ and N¢, (x2) are disjoint, and N¢, (x1)~ U N¢, (x2) € V(C1)N (U U
TUA U U£=3 Up).
(II) N¢,(x2)~ and Ng, (x1) are disjoint, and N, (x2)~ U N, (x1) € V(C2)N(U U
TUAUUN_,Up).
(III) Np, (x2)~ and Nf, (x1) are disjoint, and Ng, (x2)~ U Np, (x1) € V(F))N (U U
TUAUUY_yUp).
(V) Np,(xj) =@ fori =1, 2.
(V) Npy(x1)T and N, (x2) are disjoint, and Ng, (x1) T UNg, (x2) € (V(F3)N(U U
TUB UUI_Up) U fuf ).

Let A" := (V(C))NADUV(C2)NA) UV (F1)NA)U(V(F3)NBy). By (V)
and by the inequalities (2) and (5), we obtain

dc(x1) +dc(x2) < Z V)N U+ V()N V(T)| + A+ 1.
h#2

Suppose that A’ N N¢e(y3) # @, say z € A’ N Ne(ys). Let
— S 4 = = .
x12+Cu3P3x0P1u1CZ3 x3Cy;zCx; ifzeV(C))NAL
2 < 1 =« .
X227 CuzP3xoPruz Cz3 x3C y3z2C x2 ifze V(Cy)NA,,

— = S~ .
X2Cu3P3x0P2u2CZ3 x3Czy3Cz7xy ifz e V(F)N A,
— < T e = .
X1 CuzP3xoPruy Czys Cxzzz Cz7xq if z € V(F3) N By.

Note that by the choice of y3, there are no vertices of S between y3 and z3.
Then C’ is a cycle containing (V(C) N S) U {xp}, a contradiction. Hence A’ N
Nc(y3) = 0. Moreover, by the definition of A’, we have y; ¢ A’. Therefore we
obtain

dc(y3) < [V(IC)N U2 +V(O)NT| = |A"| -1,
which implies

dc(x1) +dc(x2) +dc(y3) < [VOI+ V(O NT|
= V(O + «(S). @®)

By Claim 2 (ii), Ng_c (x;) N Ng—c(y3) = ¥ fori = 1, 2. On the other hand, by
a similar argument as in the proof of Claim 1, we obtain Ny (y3) = . Hence

dG-c(x0) + dg—c(x1) +dg—c(x2) +dG—c(y3) < |[V(G - O)| - 1. )
Therefore, by the inequalities (1), (8) and (9),

dg (x0) + dg(x1) +dg (x2) + dg (y3)
<IVOI+xS) +a(S) =1+ |V(G-C) -1
<n+«(S)+als —2,

a contradiction. O
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—= -
Claim 11. Letz € A;. If [ XN U NV (zT Cu;)| > 2,thenZ & Ne(x;)™ U Ne(x;) for
anyx; € XNU N V(Z’LE')u,-).

Proof. By Claim 10, V(Z+E'>z) NS = ¢. Hence, by Claim 2 (ii), we have Z & Nc(x;).
On the other hand, since x; € U; and T € U,, we have Z ¢ Nc(x;)~. Thus, we
obtain & Nc(x;)™ UNc(x)). O

Case2.1. | X NU;| = 3.

By Claims 4 and 8, we have |T — X| = |[T| - |[TNX| = |T|—(X]—1XN
Uil) < «(S) — («(S) + 1 — 3) = 2. Therefore there exists an index i such that
V(C;) N (T — X) = #. By symmetry, we may assume that i = 3. Then by the
definition of Ay, V(C3) N Ay = . Recall that A; C 7. By Claims 2 (ii) and 11, we
obtain

(I) N¢,(x1)™ and N¢, (x2) are disjoint, and N¢, (x1)~ U N¢, (x2) € V(C) N (U U
(T — AU AL UUp_; Un).
(II) Nc,(x2)~ and Nc, (x1) are disjoint, and N, (x2) = U N, (x1) € V(C2)N (U U
(T — A2) U A2 U U Un).
(III) N¢y(x2)~ and N, (x1) are disjoint, and N¢,(x2)~ U Ny (x1) € V(C3) N
(U UT).

By (I)~(III) and by the inequalities (2) and (5), we have

dc(x1) +dc(xp) < Z [VC)NUpl +1VIC)NTY.
h#2

By the inequalities (1), (6) and (7), dg (x0) + dc (yo) + dg (x1) + dg(x2) < |V(G)|
+ Kk (S) + a(S) — 3, a contradiction. O

Case2.2. | X NU{| = 4. N
Since | XNU| > 4, wecanchoosexy, x, € XNU; sothatV(xfr Cx; )NXNUy # 0
and V(x;rzle_) N X N Uy # ¥. By Claims 2 (ii) and 11, we obtain

(I Nci (x1)” and NC{ (x) are disjoint, and Nci (x))~U Nci (xp) C V(Ci) Ny

(T —ADUALUU)_; Un).
(IT) NC§ (x2)” and Ncé (x1) are disjoint, and Ncg (x2)~ U NC§ (x1) S V(CHN UV

(T — A) UA UJ)_, Up).

By (I) and (IT) and by the inequality (5), we obtain

de(x1) +de(x2) < D IVO) MU+ V() NTI.
h#2

By the inequalities (1), (6) and (7), dg (x0) +dc (yo) +dg (x1)+dg (x2) < |[V(G)|+
k(S) + a(S) — 3, a contradiction. O
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4. Conclusions

In[2], Bondy showed that if 05 (G) > n then (G) < x(G). A similar proof yields the
following by using Theorem 8 and Lemma 9. The degree condition is best possible
by considering the graph G, = K, + (m + 1)K and the vertex set S = (m + 1)K].

Theorem 17. Let G be a graph on n vertices, and S C V(G). If 02(S) > n 4+ «(S) —
a(S) + 1, then S is cyclable in G.

We compare the value of the degree sum condition of Theorems 17, 10 and 12.
That is
in Theorem 17, o7 >n+«(S) —a(S) + 1,
in Theorem 10, o3 > n + «(S),
and in Theorem 12, o4 > n 4+ «(S) + a(S) — 1.

In these theorems, the change from a 07 (S) condition to a 03(S) condition causes
the value which is needed to guarantee cyclability for S to increase by «(S) — 1, and
again, the change from a 03(S) condition to a 04(S) condition causes the value to
increase by «(S) — 1. It suggests that the “a(S) — 1 rule” holds. Therefore, by this
rule, we pose the following problem.

Problem 18. Let G be a graph on n vertices, and S C V(G) with k(S) > 4. If o5(S) >
n+ k(S) + 2a(S) — 2, then S is cyclable in G.

Moreover, the following statement may hold. When k = 1, 2, 3, this is true by
Theorem 17, 10 and 12, respectivily.

Problem 19. Let G be a graph on n vertices, and S C V(G) with k(S) > k > 1. If
01+1(8) = n 4+ k(S) + (k — 2)(«(S) — 1), then S is cyclable in G.
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