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Abstract
Existing unsupervised person re-identification (Re-ID) methods use clustering to generate pseudo-labels that are generally
noisy, and initializing the model with ImageNet pre-training weights introduces a large domain gap that severely impacts
the model’s performance. To address the aforementioned issues, we propose the data complement pseudo-label refinement
and self-guided pre-training framework, referred to as DCSG. Firstly, our method utilizes image information from multiple
augmentation views to complement the source image data, resulting in aggregated information. We employ this aggregated
information to design a correlation score that serves as a reliability evaluation for the source features and cluster centroids.
By optimizing the pseudo-labels for each sample, we enhance their robustness. Secondly, we propose a pre-training strategy
that leverages the potential information within the training process. This strategy involves mining classes with high similarity
in the training set to guide model training and facilitate smooth pre-training. Consequently, the model acquires preliminary
capabilities to distinguish pedestrian-related features at an early stage of training, thereby reducing the impact of domain
gaps arising from ImageNet pre-training weights. Our method demonstrates superior performance on multiple person Re-
ID datasets, validating the effectiveness of our proposed approach. Notably, it achieves an mAP metric of 84.3% on the
Market1501 dataset, representing a 2.8% improvement compared to the state-of-the-art method. The code is available at
https://github.com/duolaJohn/DCSG.git.
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1 Introduction

Person Re-ID aims to identify individuals in images across
different camera views and timestamps. It finds applications
in various domains, including public safety, smart cities, and
autonomous driving. The rapid advancement of deep neural
networks [1, 2], coupled with extensive research on atten-
tion mechanisms [3–5], has led to notable developments. For
instance, EAPT [3] introduces a variable attention mech-
anism capable of encompassing non-fixed attention infor-
mation from diverse visual elements. Additionally, BaGFN
[4] proposes a novel generalized attention mechanism that
dynamically learns importance weights for cross-features.
Thus, supervised methods [6–11] have achieved remark-
able performance. However, these methods necessitate a
substantial amount of costly annotated data, which restricts
their usage in large-scale real-world re-labeling scenarios.
To tackle this issue, considerable attention has been given to
unsupervised learning-based person Re-ID methods.
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Previous unsupervised methods [12, 13] for person Re-ID
employ a two-stage iterative process, which includes cluster-
ing to generate pseudo-labels and training the model using
these labels. Nevertheless, the presence of noise in pseudo-
labels presents an inevitable challenge in these methods,
as errors resulting from incorrect pseudo-labels accumulate
during training, exerting a significant impact on the perfor-
mance of unsupervised methods. Furthermore, the majority
of approaches [14, 15] directly utilize pre-trained weights
from ImageNet for model initialization. However, given that
the person Re-ID task involves fine-grained classification,
utilizing pre-trained weights introduces a substantial domain
gap, which may not be suitable for the Re-ID task and ulti-
mately results in diminished fine-tuning performance [16].
Therefore, it is imperative to investigate the reduction of
pseudo-label noise and the mitigation of the domain gap
caused by pre-training weights in person Re-ID methods.

To address these two problems, many existing methods
[17–20] employ label softening techniques to mitigate the
noise impact of the labels. For instance, PPLR [20] lever-
ages the local information of pedestrians to optimize the
labels, while MMT [18] utilizes feature information from
two networks with different initialization parameters to opti-
mize the labels in a mutually beneficial manner. However,
these methods fail to consider the integration of multiple
information sources from augmented viewpoints to supple-
ment the information obtained from the original viewpoints
and optimize the pseudo-labels duringmodel training.One of
the recent advancements in person Re-ID involves exploring
unsupervised pre-training methods [16, 21, 22] by introduc-
ing a large-scale unlabeled dataset specifically designed for
person Re-ID. This approach aims to enhance the model’s
generalization capabilities and mitigate the noise impact of
ImageNet pre-training weights on pseudo-labels. Neverthe-
less, this method necessitates the creation of a new person
dataset for unsupervised pre-training, which incurs signifi-
cant manpower and material resource expenses.

This paper addresses the two aforementioned key issues.
Tomitigate the impact of pseudo-label noise during the train-
ing process, we propose the data complement pseudo-label
refinement (DCLR) framework. This framework leverages
aggregated features, obtained by complementing the source
featureswith information frommultiple augmentation views,
to optimize the pseudo-labels. In comparison with previ-
ous methods, our approach takes into account the limited
availability of pedestrian feature information and utilizes
information from multiple augmentation views to enhance
its comprehensiveness. To address the domain gap caused by
pre-trainingweights, we propose the self-guided pre-training
(SGP) strategy. This strategy harnesses potential informa-
tion in the training process, conducts data mining on the
training set and employs Easy-To-Discriminate (ETD) class
(more details in Sect.3.3.1) samples to guide themodel’s pre-

training. As a result, the model gains the ability to initially
discern relevant pedestrian features and further explore its
potential. In comparison to previous pre-training methods,
our approach utilizes the original training set as a dataset for
pre-training, enhancing its generalizability without requir-
ing additional labor-intensive dataset collection. The method
only incurs a modest increase in training time and offers new
research directions in the field of unsupervised person Re-
ID. Notably, our method achieves significant performance
improvements across multiple datasets. Our contributions
can be summarized as follows:

• We propose the DCLR framework, which enhances the
source features by incorporating information from mul-
tiple augmentation views to obtain aggregated features.
These aggregated features are then used to design a corre-
lation score, evaluating the reliability between the source
features and cluster centroids, in order to optimize the
pseudo-labels for each sample.

• We introduce the SGP strategy that exploits the coupling
information between pairs of images and mining ETD
classes in the training set. This strategy enables themodel
to develop an initial ability to discriminate pedestrian-
related features during the early stage of training and
reduces the impact of the domain gap caused by Ima-
geNet pre-training weights.

• We conduct extensive experiments on three datasets [23–
25] to demonstrate the effectiveness of our method.
Moreover, our method surpasses the current state of the
art in purely unsupervised approaches without requiring
camera labeling.

2 Related work

2.1 Unsupervised person re-ID

Unsupervised domain adaptation person Re-ID (UDA) [12,
13, 19, 26, 27] utilizes source domain labels for pre-training
and pure unsupervised person Re-ID (USL) [17, 20, 28].
Recent research in UDAmethods [29] has primarily focused
on aligning feature distributions between the source and
target domains to address inter-domain offsets. JVTC [30]
addresses this challenge by jointly considering visual and
temporal consistency. It combines both local single-class
classification and global multi-class classification. In USL
methods, clustering approaches are commonly employed to
generate pseudo-labels for guiding model training. While
person Re-ID methods [31–33] based on contrastive learn-
ing have achieved impressive results, CACL [34] proposes
cluster-guided asymmetric contrast learning, which allows
the clustering results to be used to guide feature learning the
presence of noise in pseudo-labeling significantly impacts
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model performance. Several recent works have explored
solutions for this issue. For example, SECRET [35] improves
label consistency bymutually optimizing pseudo-labels gen-
erated from different feature spaces in a multibranching
model. X.Han [36] proposes a group sampling approach
for unsupervised person re-identification, which improves
performance by addressing over-fitting and enhancing statis-
tical stability. HCM [37] propose a novel Hybrid Contrastive
Model for unsupervised person re-identification, which com-
bines identity-level and image-level contrastive learning to
effectively leverage feature similarities among hard sample
pairs. CACHE [38] reports a complementary attention-driven
contrast learning and hard sample exploration algorithm to
improve feature discriminability and make clustering more
compact. In contrast to these works, our approach incorpo-
rates multiple augmentation views information, allowing it
to complement the source features and obtain aggregated
features with more comprehensive information about pedes-
trians. These aggregated features are then utilized to optimize
the labels.

2.2 Frequent itemset mining

A significant volume of data conceals valuable and useful
information. Frequent itemset mining (FIM) [39, 40] is a
crucial task in data analysis aimed at extracting frequently
occurring events or patterns from a large dataset [41]. Since
the introduction of the frequent itemset mining problem in
the early 1990s, numerous solutions have been proposed,
with the most notable ones being the Apriori algorithm, FP-
Growth algorithm and Eclat algorithm [42]. To mitigate the
issue of extensivememory consumption, certain studies have
proposed algorithmic variants within a distributed architec-
ture [43–45]. The data can be decomposed into smaller units
for parallel processing [46, 47]. However, it is important to
note that these enhancements primarily pertain to innova-
tions in distributed architecture, rather than breakthroughs
in the FIM algorithm itself [48]. Moreover, to tackle the
complexity problem, the non-exhaustive search model has
been extended, ensuring a fixed-time solution for this prob-
lem [41, 48, 49]. However, the computational complexity
arising from a large number of data items grows exponen-
tially, posing a persistent challenge. Diverging from previous
approaches, our study addresses this challenge by transform-
ing the task of mining frequent multiple data items into a
similarity search problem between pairs of data items. Sub-
sequently, we employ a clustering algorithm to extract highly
correlated multiple data items, effectively reducing memory
consumption and computational complexity. Finally, we uti-
lize these identified multiple data items for pre-training the
class guidance model.

3 Methodology

To address the problem of label noise in the model learning
process,we present the data complement pseudo-label refine-
ment (DCLR) framework.DCLRutilizes aggregated features
obtained by complementing the source features with multi-
ple augmentation views information from the same sample.
These aggregated features are then employed to design a
correlation score, which serves as a reliability evaluation
between the source features and the cluster centroids. Subse-
quently, the reliability evaluation score is utilized to refine the
pseudo-labels during the training stage. The framework dia-
gram is illustrated in Fig. 1d. In order to mitigate the domain
gap issue resulting from the initialization of ImageNet pre-
training weights applied to the model, we introduce the
self-guided pre-training strategy (SGP). SGP leverages the
coupling information between pairs of images during the
training process, which is converted into a distance metric
matrix. Subsequently, pseudo-labels are generated through
clustering to guide themodel during pre-training. The frame-
work is depicted in Fig. 2.

3.1 Overview of the baseline network

In this study, we introduce a clustering-based USL frame-
work as the baseline for our model. The training process
consists of two stages. The first stage, depicted in Fig.1a
and referred to as the Clustering Stage, involves extracting
features from all images in the training set and generating
pseudo-labels through clustering using the DBSCAN [50]
algorithm. The second stage, also depicted in Fig.1b, serves
as the Baseline. In this stage, the images are randomly aug-
mented with additional data, and the model is trained using
the pseudo-labels. The training process alternates between
the cross-entropy loss function and the soft triplet loss until
the network converges.

In this study, we consider the unlabeled training dataset
denoted as X = {xi }ND

i=1, where xi represents an image and
ND denotes the total number of images. Our model extracts
the features of an image through the process Fθ (xi ) ∈ R

C ,
where C represents the channel size of the feature. These
extracted features are denoted as fi . We utilize the DBSCAN
clustering algorithm to cluster the set of features F = { fi }ND

i=1

and assign pseudo-labels Y = {yi }ND
i=1. During training, we

only consider images that have been assigned class labels and
disregard unclustered outliers. The pseudo-labels yi that have
been assigned classes are represented using one-hot encoding
with M clusters.

Pseudo-labels serve as the identities of pedestrians and
are incorporated into the training process. The loss function
employed in our baselinemodel using the following formula:
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Fig. 1 DCSGmethod architecture and components. aClustering Stage:
Pseudo-labels are generated for each sample by clustering all features
extracted from the training set. bBaseline: During training, the pseudo-
labels generated in theClusteringStage are used to guidemodel training.
After training, only Fθ is retained for test, while the source features f
are used for testing. c SGP Strategy: Pre-trained weights obtained from
the SGP strategy are used to initialize the network Fθ . Further details

of the SGP strategy can be found in Fig. 2. d DCLR Module: Network
parameters are updated prior to each epoch of training for F ′

θ . Aggregate
features are obtained by combining features from multiple augmented
views with the source features. These aggregate features, along with the
source features, are used to calculate the reliability evaluation score R
with respect to all cluster centroids. The score R is then transformed
into a soft label y

′
using the softmax function

Fig. 2 Illustration of the proposed SGP strategy. In the Training and
Clustering Stage, we calculate the frequency of occurrence for 1-
itemsets and 2-itemsets. In the SGP Stage, we combine the 1-itemsets
and 2-itemsets to create a statistical matrix MC , which is then trans-
formed into a distance matrix D. Clustering is performed using D, and
the resulting pseudo-labels are used in model pre-training

Lbase = Lce + L tri (1)

However, the performance of this baseline approach is
constrained by the accuracy of the pseudo-labels, which
introduces considerable noise during training. To mitigate
this noise impact, we propose the DCLRmethod, which opti-
mizes the labels.

3.2 Data complement pseudo-label refinement
framework

The DCLR method leverages features extracted from mul-
tiple augmented views to augment the source features and
generate aggregated features. It utilizes aggregated feature
computations and reliability evaluation scores for all cate-
gories to optimize label information, effectively mitigating
the noise impact of labels. The DCLR method is illustrated
in Fig.1d.

To preserve the original color information and pedestrian-
specific details in the images, our experiments incorporate
various data augmentation techniques. Specifically, we apply
random cropping, flipping and combinations of random
cropping and flipping. By employing these strategies, we
generate three sets of augmented images denoted as Xa =
{xci , x f

i , x f c
i }. These images are then fed into the feature

extraction network F ′
θ to obtain corresponding features F

a =
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{ f ci , f f
i , f f c

i }. To enhance the feature representation, we
average these augmented features with the original feature,
resulting in aggregated features denoted as f ′

i using the fol-
lowing formula:

f ′
i = Avg({ f ci , f f

i , f f c
i } ∪ fi ) (2)

where the averaging operation denoted asAvg(·) is employed
to calculate the average ofmultiple features. Notably, f ′

i con-
tains more informative characteristics than fi . Subsequently,
a cluster centroids vectorwc

t ∈ R
M×C is constructed to repre-

sent the cluster centroids. The Euclidean distance O( fi , wc
t )

measures the distance between the original feature fi and the
M cluster centroids, while the Euclidean distance O( f ′

i , w
c
t )

quantifies the distance between the aggregated feature f ′
i and

the M cluster centroids. The expression uses the following
formula:

O( fi , w
c
t ) = ‖u · fi

T − wc
t ‖

O( f ′
i , w

c
t ) = ‖u · f ′

i
T − wc

t ‖
(3)

where ‖·‖ denotes theL2-normof the rowvectors of amatrix,
and u ∈ R

C is an1 vector.We employ the similarity distance
defined by Eq. 3 to compute a reliability evaluation score,
which assesses the reliability of the source feature fi for all
classes of cluster centroids using the following formula:

Ri = O( f ′
i , w

c
t )

O( fi , wc
t )

(4)

According to Eq. 4, we define Ri, j , j ∈ {1, 2, . . . , M} as
the reliability evaluation value of the i-th image for the j-th
cluster centroid. If Ri, j > 1, it indicates that the feature is
further away from the cluster centroid and has a weaker asso-
ciationwith it. Conversely, if Ri, j < 1, the feature is closer to
the cluster centroid, indicating a stronger relationship. In this
case, the feature point is assigned a higher labeling value, and
the control model’s learning is more aligned with this cluster
centroid. Finally, Ri is normalized to obtain the smoothed
labels using the following formula:

y′
i,k = exp(Ri,k)

∑M
j=1 exp(Ri, j )

(5)

where the y′
i,k represents the label value of node k in the i-th

image. Given other relevant class label values, the model is
directed to focus on other associated classes as away to better
learn the similarities between pedestrian images. We add y′

i
to the following soft cross-entropy loss function to guide the
model through training using the following formula:

Lsce = −
ND∑

i=1

y′
i · log(qi ) (6)

The overall loss function ofDCLR is defined by the following
formula:

Ldclr = Lsce + Lce + L tri (7)

The DCLRmethod efficiently leverages information from
multi-incremental generalized views to smooth pseudo-
labels, directs the model’s attention toward other classes
using the loss function Lsce, mitigates the noise impact of
pseudo-labels and ensures sample concentration in themodel
category through the loss function Lce. Moreover, when
the model converges and the reliability evaluation scores of
all categories reach 1, all categories are assigned the same
probability value, and the smoothed label y′

i is ultimately
compressed into a uniform vector, thus making the training
signal lack meaningful information. During this stage, the
cross-entropy loss function assumes a primary role by utiliz-
ing the label yi to guide themodel toward further convergence
of the sample to its corresponding cluster centroid.

3.3 Self-guided pre-training strategy

To address the domain gap caused by ImageNet pre-training
weights, we propose the SGP strategy. This strategy explores
the temporal dimension of the model training process, iden-
tifies ETD samples in the training set and guides the model’s
pre-training. Consequently, themodel acquires an initial abil-
ity to discriminate pedestrian features and realizes its full
potential.

3.3.1 Cluster dataset definition

During the model’s training process, there is consistently a
group of samples that appear frequentlywithin the same class
of clustering generated by each epoch. These samples exhibit
a high degree of correlation among themselves, making it
highly likely to correctly identify them as samples of the
same identity or as extremely similar samples with different
identities. We refer to this group of samples as "Easy-To-
Discriminate (ETD)" class. By identifying and utilizing ETD
classes, we can guide the model’s pre-training, enabling it to
develop the initial ability to recognize pedestrian features.

Drawing inspiration from the field of frequent itemset
mining, we consider each sample in the training set as an
item. Furthermore, each cluster generated through clustering
in the training process of all epochs is treated as a record (or
transaction), and these records are combined to form a clus-
ter dataset. We aim to extract frequent patterns (or itemsets)
from the cluster dataset, which represents the set of items
that occur frequently in the dataset and reflect the interdepen-
dence and association among them. These frequent patterns
are utilized as class labels to guide the pre-training of the
model.
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In a complete training process,webegin bydefining the set

of clusters in the t-th epoch phase as Cs
t = {At,i }N

s
t

i=1, At,i ⊆
{1, 2, . . . , ND}. Here, Ns

t represents the number of clusters
generated by clustering in the t-th epoch phase, and At,i

denotes the set of index values of images within a cluster.
Next, we define the cluster dataset as Xc = {Cs

0 ∪ Cs
1 ∪

. . .Cs
T }, where T denotes the total number of training epochs.

Additionally, we define the number of records in Xc as K =
∑ T

t N
s
t .

3.3.2 Compute the similarity measure matrix

The commonly used algorithms for FIM are the Apriori algo-
rithm and the FP-Growth algorithm. However, the cluster
dataset Xc obtained from the USL task is characterized by a
large number of items, resulting in a potentially exponential
number of feasible candidate sets, reaching 2ND − 1 [48].
The computational complexity of calculating the frequency
for each candidate set can even reachO((2ND −1)×K×ND)

[48]. Consequently, the computational and spatial complex-
ity associated with mining this dataset using the commonly
used FIMalgorithms is impractical. To address this challenge
and achieve correlation analysis betweenmultiple items with
low computational and memory consumption, we simplify
the problem by reducing the mining of frequent itemsets
between multiple items to exploring the correlation between
pairs of items. This involves investigating the similarity dis-
tance between each pair of items. Subsequently, we utilize
clustering algorithms to mine relationships among multiple
items.

Drawing inspiration from the work of the re-ranking [51],
we propose a novel similarity distance matrix. This matrix is
constructed by tallying the occurrences of 1-itemset and 2-
itemset rules derived from the clustering results. These rules
are integrated into a frequency matrix, which is subsequently
transformed into a similaritymeasurematrix representing the
relationships between pairs of images.

Specifically, we define the 1-itemsets of statistical occur-
rences N

′
i in Xc and the 2-itemsets of statistical occurrences

N
′′
i, j in Xc, where {i}, {i, j} ⊆ {1, 2, . . . , ND}. Furthermore,

we introduce the statistical matrix MC ∈ R
ND×ND , which

tallies the frequency of simultaneous occurrences of one or
two items in all transactions. The expression of this matrix
uses the following formula:

MC
i, j =

{
N

′
i , i f i = j

N
′′
i, j , i f i �= j

}

(8)

The diagonal of matrix MC represents the frequency of
N

′
i , while the off-diagonal elements represent the frequency

of N
′′
i, j . To quantify the level of association between two

images, we opted to convert the matrix MC into a Jaccard
distance matrix using the following formula:

DJ
i, j =

⎧
⎨

⎩

0, i f i = j

1 − MC
i, j

MC
i,i+MC

j, j−MC
i, j

, i f i �= j

⎫
⎬

⎭
(9)

The distance matrix obtained from Eq. 9 effectively captures
the degree of association between pairs of images. However,
it fails to address situationswhere the number of 1-itemsets in
both images is low and approaches the number of 2-itemsets.
This can lead to unexpectedly high similarity distances. To
mitigate the occurrence of such anomalies, we introduce a
novel distance called the frequency distance using the fol-
lowing formula:

DF
i, j =

{
0, i f i = j

1 − MC
i, j

Max(MC )
, i f i �= j

}

(10)

where Max(·) represents the maximum value in the compu-
tation matrix. To obtain the Final Similarity Distance DF

i, j ,

we combine the Jaccard distance DJ
i, j with the frequency

distance DF
i, j . This distance matrix quantifies the similarity

distance between pairs of images and is calculated using the
following formula:

Di, j = DJ
i, j + DF

i, j (11)

3.3.3 Labels refinement and pre-training

The Final Similarity Distance matrix D is inputted into the
DBSCAN clustering algorithm to extract multiple sets of
ETD classes and generate pseudo-labels for the correspond-
ing samples.

During the SGP-enabled phase, these ETD class pseudo-
labels are incorporated into the pre-training process while
disregarding outliers. These pseudo-labels contribute to the
smooth training of the model, enabling it to initially dis-
criminate pedestrian feature information. The SGP method
effectively mitigates the domain gap caused by the ImageNet
pre-training parameters. Finally, the ImageNet pre-training
parameters are replaced with the pre-trained model weights
obtained in the SGP strategy for subsequent model training.

4 Experiments

4.1 Datasets and evaluation protocols

4.1.1 Datasets

We evaluated the effectiveness of our method on three
datasets: Market1501, DukeMTMC-reID and MSMT17.
Market1501 is widely used in person Re-ID research. The
Market1501 dataset consists of a training set with 12,936
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Table 1 Comparison with the state-of-the-art unsupervised person Re-ID methods on Market1501, DukeMTMC-reID and MSMT17 datasets

Methods Market1501 DukeMTMC-reID MSMT17

mAP (%) R1 (%) R5 (%) mAP (%) R1 (%) R5 (%) mAP (%) R1 (%) R5 (%)

JVTC [30] 47.5 79.5 89.2 50.7 74.6 82.9 17.3 43.1 53.8

SpCL [32] 73.1 88.1 95.1 65.3 81.2 90.3 19.1 42.3 55.6

HCD [29] 78.1 91.1 96.4 65.6 79.8 88.6 26.9 53.7 65.3

ICE [17] 79.5 92.0 97.0 67.2 81.3 90.1 29.8 59.0 71.7

GCL [33] 66.8 87.3 93.5 62.8 82.9 87.1 21.3 45.7 58.6

CACL [34] 80.9 92.7 97.4 69.6 82.6 91.2 23.0 48.9 61.2

SECRET [35] 80.8 92.1 – 63.1 77.4 – 30.5 60.3 –

PPLR [20] 81.5 92.8 97.1 69.1 81.1 90.3 31.4 61.1 73.4

X.Han [36] 79.2 92.3 96.6 69.1 82.7 91.1 24.6 56.2 67.3

HCM [37] 79.0 91.8 96.7 67.9 82.3 90.2 26.9 59.1 70.1

CACHE [38] 81.0 92.0 96.9 70.6 83.8 91.6 31.8 58.2 69.9

Ours 84.3 93.5 97.7 72.6 84.1 92.7 35.8 65.0 76.7

images, including 751 pedestrians. The query set contains
3,368 images of 750 pedestrians, and the gallery set contains
19,732 images. TheDukeMTMC-reID training set comprises
16,522 images of 702 pedestrians. The query set contains
2,228 images of 702 pedestrians, while the gallery set con-
sists of 702 pedestrians and 408 interfering pedestrians,
totaling 17,661 images. MSMT17 is a larger and more chal-
lenging dataset that closely represents real-world scenarios.
The training set contains 32,621 images of 1,041 pedestrians.
The query set includes 11,659 images of 3,060 pedestrians,
and the gallery set contains 82,161 test images corresponding
to 3,060 identities.

4.1.2 Evaluation protocols

In our experiments, we employed mean average precision
(mAP) and cumulative match characteristic (CMC) as eval-
uation metrics for assessing the performance of our model.
We did not incorporate post-processing operations such as
re-ranking or multi-query fusion during the testing process.

4.2 Implementation details

Our model is based on a ResNet50 [52] network with Ima-
geNet [53] pre-trained weights. We used a mini-batch size
of 32 for the Market1501 and DukeMTMC-reID datasets
and a mini-batch size of 64 for the MSMT17 dataset. Addi-
tionally, we resized the pedestrian images to 328 × 128
and applied data augmentation techniques such as random
flipping, random cropping and random erasure. During the
training process, we initialized the learning rate to 3.5×10−4

and conducted a total of 80 epochs, with each epoch consist-
ing of 400 iterations. The learning rate was reduced by a
factor of 10 at the 40th and 70th epochs. When employing

the SGP strategy, we fixed all class labels and utilized a base-
line model for 5 epochs of training. Prior to each training
session, we employed the DBSCAN [50] clustering algo-
rithm to cluster the feature vectors of all images and generate
pseudo-labels. In the testing phase, we evaluated the model’s
performance using the f .

4.3 Comparison with state of the art

We compare our method with state-of-the-art USL methods
on three datasets: Market1501 [23], DukeMTMC-reID [24]
and MSMT17 [25]. The results are presented in Table 1. We
include a list of USL methods, namely JVTC [30], SpCL
[32], HCD [29], ICE [17], GCL [33], CACL [34] SECRET
[35], PPLR [20], X.Han [36], HCM [37] and CACHE [38],
which do not rely on any labeled data sources. To ensure
fairness, we remove the startup camera labels. From Table 1,
it is evident that our proposed method outperforms previ-
ous methods, achieving 84.3% mAP and 93.5% Rank-1 on
the Market1501 dataset, and 72.6% mAP and 84.1% Rank-
1 on the DukeMTMC-reID dataset. Moreover, our method
demonstrates state-of-the-art performance on the challeng-
ing and difficult MSMT17 dataset, achieving 35.8% mAP
and 65.0% Rank-1.

Our method surpasses previous state-of-the-art methods
on all three datasets: Market1501, DukeMTMC-reID and
MSMT17. Our method maximizes the utilization of multi-
view information to optimize labels and mitigate label noise.
In comparison with other state-of-the-art label smoothing
methods such as PPLR and SECRET, our method achieves a
significant increase of 2.8% and 3.5% in the mAP value on
the Market1501 dataset, as well as an increase of 3.5% and
9.5% on the DukeMTMC-reID dataset. Our method also
demonstrates superior performance on large datasets. The
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Table 2 Comparative analysis of DCLR and constant label smoothing (CLS), SGP and LUPerson-NL Pre-trained Models, and the Combined
DCLR Method with SGP Strategy for Person Re-Identification on Market1501, DukeMTMC-reID and MSMT17 Datasets

Different Individual Modules Market1501 DukeMTMC-reID MSMT17

mAP (%) R1 (%) R5 (%) mAP (%) R1 (%) R5 (%) mAP (%) R1 (%) R5 (%)

Baseline 78.8 90.4 96.7 68.1 80.7 90.2 21.5 47.0 60.6

+CLS 79.0 91.0 96.8 69.4 81.8 90.9 26.1 52.9 66.1

+DCLR 81.4 91.9 96.7 70.0 83.0 91.4 32.5 61.8 73.7

+LUPerson-NL 78.9 90.4 96.7 68.6 81.9 90.9 24.2 50.7 64.2

+SGP 80.1 91.4 97.0 70.0 82.0 91.7 26.6 53.2 66.5

+DCLR+SGP 83.0 93.3 97.5 71.6 83.8 92.2 34.3 64.0 75.7

Table 3 Ablation study on
different combinations of data
augmentation effects as
aggregate features during model
training in DCLR on the
Market1501 and
DukeMTMC-reID datasets

Aggregate selections Market1501 DukeMTMC-reID

f f c f f f f c mAP(%) R1 (%) mAP (%) R1 (%)

� � 79.9 90.3 69.6 81.8

� � 80.9 91.8 69.3 82.4

� � 80.5 91.6 69.6 82.5

� � � � 81.4 91.9 70.0 83.0

The bolded parts indicate the optimal results among different ablation parameter configurations

MSMT17 dataset significantly affects the performance gap
due to its large number of pedestrian categories and complex
scenes. Our method employs the SGP pre-training strategy
to mining the ETD classes in the dataset and guide model
pre-training.This approachprovides an advantage overmeth-
ods that rely on ImageNet pre-training weights, effectively
mitigating the impact of the performance gap. For instance,
when compared to other state-of-the-art methods HCM and
CACHE, our method exhibits significant improvements of
8.9% and 4.0% in the mAP value on the MSMT17 dataset.

4.4 Ablation study

In this subsection,we conducted ablation experiments to vali-
date the effectiveness of the proposed DCLRmethod and the
SGP strategy. When combining these two approaches, the
model achieved significant performance gains. The results
of these experiments are presented in Table 2. Furthermore,
Table 3 displays the experimental results of different data
augmentation methods. To assess the independence between
the label distribution generated by clustering and the real
labels, we analyzed the variation of the NMI index during
the training process on the Market1501 dataset, as depicted
in Fig. 3. Additionally, Fig. 4 illustrates the change in mAP
value during the training process on the Market1501 dataset.
Figure 5 presents the graph of ablation results for dis-
tance thresholds in the domain of the DBSCAN clustering
algorithm with the SGP strategy. In order to evaluate the
compactness of clustering, Fig. 6 showcases t-SNE [54] visu-
alizations before and after applying the SGP strategy. Lastly,

Fig. 3 Clustering quality over time during training on the Market1501
dataset, where larger numbers indicate a closer alignment between the
distribution of clustered generated labels and the distribution of real
labels

Fig. 7 provides visualizations of the results obtained by the
Baseline and ourmethod under theRank-5 evaluationmetric.

4.4.1 Effectiveness of DCLR

The performance of feature combinations obtained from
different data augmentation effects on various datasets is pre-
sented inTable 3.During the trainingprocess,weobserve that
data augmentation techniques such as random cropping, flip-
ping and combinations of flip and random crop are employed
to enrich the source image with additional information. The
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Fig. 4 Change in the mAP index with and without the SGP strategy
during training on the Market1501 dataset

Fig. 5 Parameter analysis of ε in the DBSCAN clustering algorithm
for the SGP strategy on the Market1501 dataset

aggregated features derived from these techniques are then
utilized to optimize the label information, thereby effectively
reducing labeling errors and improving noise resistance to a
significant extent. Notably, employing all three data augmen-
tation techniques simultaneously yields more stable results.
To account for performance across multiple datasets, we
select flip, crop and a combination of flip and random crop
as the final settings for our model, utilizing these three data
augmentations. Table 2displays the results of ablation experi-
ments using different label smoothingmethods. From table 2,
it is apparent that the DCLR method outperforms CLS in
terms of performance.While CLS uniformly distributes label
values and demonstrates limited effectiveness, the DCLR
method proves to be more efficient in mitigating label noise.
In comparison with the baseline, the DCLRmethod achieves
2.6% and 1.9% improvement inmAP on theMarket1501 and
DukeMTMC-reID datasets. This improvement surpasses the
0.2% and 1.3% mAP achieved by CLS.

To demonstrate the comprehensiveness and reliability of
the superimposed aggregated features, we investigated the

Fig. 6 The distribution of features extracted by themodel in the embed-
ding space under two different training strategies is visualized using
t-SNE for data visualization. The data points are derived from a ran-
domly selected sample of pedestrians encompassing 10 identities from
the Market1501 dataset. Dots of the same color represent images of
the identical identity. As illustrated in the figure, the utilization of the
SGP strategy (right) enhances intra-class compactness and effectively
discriminates misclassified samples from other classes (yellow rounded
box) compared to the unused case (left)

effectiveness of various data augmentation methods, includ-
ing flipping features f f , cropping features f c, combining
flipping and cropping features f f c, grayscale features f g

and erasing features f e. Experimental verification was con-
ducted to assess the effects resulting from the combination
of multiple data augmentation schemes. During the model
testing phase, we employed the aggregated features f ′, and
the results are presented in Table 4. It is evident that incorpo-
rating flipping, cropping and the combination of flipping and
cropping with any data enhancement method significantly
improves the model’s performance. Notably, when all three
data enhancement methods are combined, the performance
of the model further enhances the mAP by 1.3% compared
to the original test using only feature f . This improvement
emphasizes the effective complementarity of our method
in capturing source feature information and obtaining more
comprehensive characteristic information. However, we also
observed that data enhancement operations involving erasure
and grayscale processing significantly diminish the informa-
tion abundance. Erasure operations remove crucial local key
information of pedestrians, while grayscale operations erase
essential color information of pedestrians.

4.4.2 Effectiveness of SGP

Here we have used four evaluation dimensions to analyze the
effectiveness of the method.

(1) Comparison with alternative pre-training weights Dur-
ing training, we replaced the ImageNet pre-training
weights with those provided by the latest person Re-
ID pre-training method, LUPerson-NL [22]. The results
are presented inTable 2, revealing that theLUPerson-NL
pre-training weights yield only modest improvements in
themodel’s performance compared to the training results

123



Q. Han et al.

Fig. 7 Visualization of Baseline, DCLR Method, SGP Strategy and DCSG Framework under Rank-5 Evaluation. The images enclosed in green
boxes represent correctly matched images, while those in red boxes indicate incorrectly matched images

Table 4 Performance of
aggregated features f in model
testing, obtained using different
combinations of data
augmentation on the
Market1501 and
DukeMTMC-reID datasets

Test feature selections ( Avg(·)) Market1501 DukeMTMC-reID

mAP (%) R1 (%) mAP (%) R1 (%)

[ f g] 21.3 48.1 14.8 31.6

[ f e] 56.8 78.3 49.1 72.3

[ f f ] 80.5 91.5 65.4 81.6

[ f c] 82.6 92.9 71.5 83.8

[ f f c] 82.9 92.9 71.3 84.1

[f ] 83.0 93.3 71.6 83.8

[ f , f g] 77.8 91.5 65.0 80.5

[ f , f e] 79.3 91.6 67.5 82.4

[ f , f f ] 84.0 93.6 71.5 83.8

[ f , f c] 83.5 93.2 72.1 84.1

[ f , f f c] 84.1 93.4 72.7 83.9

[ f , f g, f e] 79.1 91.3 65.9 80.4

[ f , f f , f c, f f c] 84.3 93.5 72.6 84.1

The bolded parts indicate the optimal results among different ablation parameter configurations

obtained using ImageNet pre-training weights. In com-
parison with the aforementioned pre-training weights,
the SGPmethod achieves substantial performance gains
by mining ETD classes for training on the training set.
For instance, on the Market1501 dataset, it enhances the
model’smAPby 1.2%compared to using the LUPerson-
NL pre-training weights and by 1.3% compared to using
the ImageNet pre-training weights.

(2) Normalized mutual information (NMI) The NMI score
measures the independence between the label assign-
ments generated by clustering and the real labels,
providing an indication of the reliability of the gener-
ated pseudo-labels. An NMI value of 1 signifies a strong
correspondence between the clustering-generated labels
and the real labels, while an NMI value of 0 indicates

their independence. Figure 3 illustrates the impact of the
SGP training strategy.Weenable theSGPstrategy for the
first 5 epochs, resulting in a slight drop in performance
during the 6th epoch. This decline can be attributed
to the exclusion of the majority of outliers during the
SGP training strategy implementation, causing a tem-
porary disturbance in the model’s ability to distinguish
features of the new samples. As a result, there is a tran-
sient decrease in the NMI value when merging clusters
with the new samples. Additionally, we observe a con-
sistent and continuous improvement in NMI and mAP
throughout the subsequent performance, as depicted in
Figs. 3 and 4. Notably, these performance metrics con-
sistently outperform those obtained without utilizing
the SGP method. By employing the SGP strategy, the
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pre-training phase enables the acquisition of initial dif-
ferentiation ability for pedestrian features, facilitating
rapid performance growth and achieving superior results
in subsequent training. This demonstrates the effec-
tiveness of our pre-training strategy in maximizing the
model’s performance potential.

(3) Analysis of DBSCAN hyperparameters in the SGP stage
We conduct an experimental evaluation of the dis-
tance threshold ε within the parameter domain of the
DBSCAN clustering algorithm during the SGP strategy.
The results are depicted in Fig. 5. The value of ε does not
exert a significant influence on the overall model perfor-
mance. However, to consider mAP and Rank-1, we set
ε = 0.42.

(4) Visualization Analysis of Features: We randomly
selected identity samples from 10 individuals and com-
pared the training process with and without the SGP
strategy. The distribution of the model’s extracted fea-
tures in the embedding space under both training strate-
gies is visualized in Fig. 6. Notably, the SGP strategy
promotes cluster compactness within the model and
effectively separates individuals with different and over-
lapping IDs. This observation confirms the effectiveness
of our proposed method, which ultimately enhances the
model’s classification performance on pedestrian fea-
tures.

To further investigate the effectiveness of our proposed
method, we selected a subset of test samples to visualize the
Rank-5 matching results from the image library, as depicted
in Fig. 7. In these results, images with a green box represent
correct matches, while thosewith a red box indicate incorrect
matches. Notably, we observed a significant enhancement in
the model’s accuracy in identifying pedestrians by employ-
ing the DCLR method and the SGP strategy, particularly in
matching the first few pedestrians. Furthermore, the combi-
nation of these two methods further improves the matching
performance, enabling the model to effectively discriminate
the fine-grained differences in pedestrian characteristics, as
demonstrated in the DCSG results shown in Fig. 7.

5 Conclusions

In this study, we introduce a label smoothing scheme and a
pre-training strategy. Our label smoothing scheme leverages
the valid information from the multiple augmentation views
and optimizes the labels accordingly to guide the model dur-
ing training. Additionally, we propose a novel pre-training
strategy. This strategy calculates the similarity distance
between pairs of images by mining the frequency informa-
tion of image occurrences within clustered classes during

the training process. It further utilizes a clustering algorithm
to identify ETD classes that guide the pre-training of the
model, mitigating the domain disparity caused by the pre-
training weights of ImageNet. Furthermore, we conducted
a variety of ablation experiments, including the visualiza-
tion of experimental data, to validate the effectiveness of
the proposed method. Extensive experiments conducted on
benchmark datasets demonstrate that our method surpasses
the performance of current state-of-the-art methods.

For future research, we intend to investigate diverse data
supplementation approaches. We will explore the integra-
tion of a vision-language model to generate text information
relevant to pedestrian images. This text information will
be utilized to supplement features, thereby enhancing the
robustness of the model by mitigating the noise impact of
pseudo-labels. Additionally, we intend to introduce an adap-
tive distance scheme in our future work. This scheme will
enable us to adjust to different model parameter ratios and
enhance the accuracy of calibrating the distance between
multiple samples.
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