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Abstract
The rendering efficiency of Monte Carlo path tracing often depends on the ease of path construction. For scenes with
particularly complex visibility, e.g. where the camera and light sources are placed in separate rooms connected by narrow
doorways or windows, it is difficult to construct valid paths using traditional path tracing algorithms such as unidirectional
path tracing or bidirectional path tracing. Light portal is a class of methods that assist in sampling direct light paths based
on prior knowledge of the scene. It usually requires additional manual editing and labelling by the artist or renderer user.
Tri-directional path tracing is a sophisticated path tracing algorithm that combines bidirectional path tracing and light portals
sampling, but the original work lacks sufficient analysis to demonstrate its effectiveness. In this paper, we propose an automatic
light portal generation algorithm based on spatial radiosity analysis that mitigates the cost of manual operations for complex
scenes. We also further analyse and improve the light portal-based tri-directional path tracing rendering algorithm, giving a
detailed analysis of path construction strategies, algorithm complexity, and the unbiasedness of the Monte Carlo estimation.
The experimental results show that our algorithm can accurately locate the light portals with low computational cost and
effectively improve the rendering performance of complex scenes.

Keywords Rendering · Monte Carlo path tracing · Light portal

1 Introduction

The core issue of Monte Carlo path tracing is how to effi-
ciently explore the path space defined by the rendering
equation [16]. In some rendering perspectives of complex
scenes, the probability of constructing a complete path from
the camera to the light source is low due to the occlusion
between the geometric surface and the light source, and the
convergence speed of the Monte Carlo algorithm is slow.
In the past decades, many researchers have invested a lot
of effort in developing advanced methods to improve the
performance of Monte Carlo algorithms. Methods based
on path sampling and connection, including bidirectional
path tracing(BDPT) [18, 34], photon mapping [12, 14] and
vertex connection and merging [8] construct a complete
path through random walks of camera and light sub-paths
and connecting vertices between sub-paths. Metropolis light

B Rui Wang
ruiwang@zju.edu.cn

1 State Key Lab of CAD&CG, Zhejiang University, Hangzhou,
China

2 China Mobile (Hangzhou) Information Technology Co.,Ltd,
Hangzhou, China

transport(MLT) [35] is a Markov chain Monte Carlo method
which explores the path space based on vertex perturbation
and neighbourhood searching of history path [13, 21]. Path
guiding algorithms [23, 29, 31] appear to be practical solu-
tions that iteratively update the spatial-directional radiance
field based on valid path samples, continuously optimiz-
ing the sampling space for the next path. Among the above
methods, many complex algorithms have specific applica-
tion scenarios, and except for unidirectional path tracing, few
algorithms are guaranteed to be universally applicable and
require extra time-space overhead. Today, with the increased
performance of GPU hardware and the rise of neural network
applications, low-sample rendering anddenoising techniques
based on modern ray tracing pipelines [17] require higher-
quality, faster-generated path samples. While some works
have already achieved impressive progress [19, 24], the
graphics pipeline still needs concise and memory-friendly
implementations.

To solve the problem of difficult sampling and construct-
ing effective light paths in complex scenes, several solutions
have been proposed by researchers in recent years. Light
portals are a technique to support light sampling in indoor
or semi-open scenes. Some algorithms use light portals to
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Fig. 1 32 spp comparisons between BDPT(left) and our refined
TDPT(middle) using an auto-generated light portal. (The 720p images
were rendered on GPU, the maximum path depth was 4, and the ren-
dering time is 4 s and 5s, respectively. The ground truth image (right)
was rendered by BDPT using 7.7k spp in 340s.) Veach-ajar (door)
scene presents difficult visibility due to the emitter and camera being
placed in two separated rooms. Most indirect paths through the door slit
contribute to the rendering result. BDPT suffers from insufficient path
samples because the probability of successful connections between pre-

fix vertices on sub-paths is relatively low. Our refined TDPT algorithm
is unbiased and dramatically increases the likelihood of constructing a
valid path by sampling a portal segment and connecting their endpoints
to sub-paths, resulting in more abundant samples and less image noise.
Our experiments have shown that TDPT produced lower MAPE (max-
imum absolute percentage error) (56.7% to 67.1%) and higher PSNR
(peak signal to noise ratio) (16.9 to 14.5), indicating the better applica-
bility and robustness for such scenarios

support direct light sampling, including environment map
oriented window portal projections [6] and Metropolis per-
turbation of portal paths [27]. There has also been some
works on representing and generating light portals based on
analysis of scene geometry, including light portal shape rep-
resentations [25] and generalized light portals [26]. Recently,
Rath et al. [30] proposed the focal path guiding algorithm,
which is the first technique to combine path guiding and spa-
tial analysis to augment path sampling in small regions.

Inspired by the above works, we consider the automated
generation of light portals as an interesting problem, while
extending the application of light portals tomore general ren-
dering tasks. Tri-directional path tracing (TDPT), proposed
by Anderson et al. [3] in their domain-specific language
(DSL), is an ideal method for light portals. TDPT is the
successor to BDPT that increases the likelihood of obtaining
paths through the small aperture by sampling an intermediate
path segment. However, the algorithm is described only as an
example case of their DSL and lacks implementation details,
especially the light portal configurations. In this paper, we try
to illustrate the process of constructing tri-directional paths
based on light portals, and no longer regard TDPT as a sub-
sequent process of BDPT by removing the samples from
bidirectional connection. So that the different path tracing
algorithms do not obtain repeated path samples, which helps
us to compare the results more effectively and intuitively
(Fig. 1). In summary, the main contributions of this article
are threefold:

1. A refined TDPT algorithm implementation and in-depth
analysis.

2. A novel workflow for the automated synthesis of light
portals.

3. A combined theoretical framework for representing, gen-
erating and Monte Carlo rendering light portals.

2 Related works

2.1 Light portal

The light portal is a classic concept used early in computer
graphics by Jones to remove hidden lines [15]. The portalwas
first introduced by Airey [1] and has been actively used in the
context of occlusion culling for rasterization [2, 20, 22, 32].
These approaches focus on determining the primary visibil-
ity seen through the portal, given a viewpoint, such as a part
of the room seen through a door. Light portals are now com-
monly adopted in major production renderers such as Arnold
[4] and RenderMan [28]. Especially for indoor and semi-
outdoor scenes, light portals can directly guide the next event
estimation (NEE) through small openings such as doors and
windows. Bitterli et al. [6] presented a technique for impor-
tance sampling distant, all-frequency environment maps in
indoor scenes using portals with precise parameterization.
Otsu et al. [27] first combined Metropolis light transport
with pre-known light portals to perturb the path through
the portal. We also find some works on automatic analy-
sis, representation and generation of light portals. Nguyen
[25] proposed an automated way to analyse a given 3D scene
and create a specific portal shape. It requires light sources to
emit rays directly towards the portal regions, which is diffi-
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cult to accomplish in scenes with complex visibility. Shinji
[26] introduced a new concept that allows existing polygon
mesheswith arbitrary shaders in the scene to be used as gener-
alized light portals.We think that previousworks have certain
limitations. Firstly, differentmethods lack a unified represen-
tation and definition of light portals. Second, it is necessary
to invest a large computational effort to generate light por-
tals beyond the scene original geometry. Lastly, it would not
fundamentally overcome the obstacle of path construction
based on sampling and connection in rendering applications.
Therefore, it is a challenging task to combine light portals
withMonteCarlo path tracing andfind a universalway to rep-
resent and generate optimal light portals for different scenes.

2.2 Tri-directional path tracing

Anderson et al. [3] designed Aether to simplify the sophis-
ticated implementation of Monte Carlo rendering. They first
proposed the pseudo code for tri-directional path tracing to
demonstrate the flexibility and scalability of their DSL. The
algorithm first performs BDPT and then samples a 2-vertex
ray segment from a light portal. The tri-directional connec-
tion implies connecting one vertex of the portal segment to
the vertices of the camera sub-path and the other to the light
sub-path. Their paper gives a comparison of rendering results
using the same 4 spp. However, we find the result inadequate
because the TDPT algorithm continues to overlay new paths
after theBDPTalgorithmhas finished. Since theMonteCarlo
accumulative rendering converges more easily on pixel sam-
ples combined from more path samples, we cannot simply
conclude that the TDPT algorithm usingAether’s description
is necessarily better thanBDPT in terms of performance. Fur-
thermore, they did not show the configuration details of the
light portals in their experiments, which motivates us to vali-
date our results using generated light portals. In the following
sections, we will clarify the details and give a refined imple-
mentation of the TDPT algorithm, including portal sampling,
tri-connections andmultiple importance sampling (MIS) cal-
culations.

2.3 Focal path guiding

Focal effects are common in life, but are usually difficult to
handle in rendering algorithms due to the stochastic nature
of Monte Carlo path tracing. Rath et al. [30] constructed
some tricky scenes to illustrate the phenomenon of focal
effects, e.g. a hole is dug in a wall and an area light source
is placed behind it, emitting rays towards the hole. If a path
finally reach the light source, it must pass through the hole
where the focal point is located. Combined with the idea
of path-guiding, sampling rays towards the hole must be
able to increase the probability of hitting the light source, so
they extended the traditional path guiding cache from surface

local to scene global, and proposed a new focal path guid-
ing algorithm based on spatial hierarchy. In principle, both
focal effects and light portals attempt to produce similar light
transport patterns. However, in practice, once the focal size
exceeds a certain range, path guiding would be ineffective. In
other words, a larger focal is still a light portal. We therefore
believe that light portal based path construction addresses
more general problems, and that light portals allow using
relatively simple geometric representations without having
to maintain spatial hierarchies at runtime.

Ilight = L(0)
e (y0, y1)Π

s−2
i=0 fr (yi−1, yi , yi+1)G(yi , yi+1)

(1)

Iportal = fr (ys−2, ys−1, xl)G(ys−1, xl)
︸ ︷︷ ︸

C1

fr (ys−1, xl , xc)G(xl , xc) fr (xl , xc, zt−1)
︸ ︷︷ ︸

C2

G(xc, zt−1) fr (xc, zt−1, zt−2)
︸ ︷︷ ︸

C3

(2)

Icamera = W (0)
e (z0, z1)Π

t−2
i=0 fr (zi−1, zi , zi+1)G(zi , zi+1)

(3)

3 Refined tri-directional path tracing

In our work, we define the light portal as a planar polygon
to simplify intersection and storage. Furthermore, the plane
can divide the scene space into two regions, and the normal
of the plane can statistically represent the average direction
of the rays passing through the light portal. (We require that
along the direction of light transport from the light source to
the camera, the ray passing through the light portal is always
located on the upper-hemisphere of the normal vector.) In the
following subsections,we present our implementation details
and refinements based on the original TDPT algorithm. First,
our refined algorithm can be executed independently without
bidirectional links, which significantly reduces the compu-
tational cost of ray tracing and visibility testing. Second,
after introducing portal sampling and intersection, we prop-
erly handlemultiple important samplingweight calculations,
ensuring unbiasedness and robustness.

3.1 Tri-directional path construction

Following the surface form of the light transport equation,
we express our path measurement contribution function as
a product of three parts (Eqs. 1,2,3): a light sub-path ȳ with
s − 1 vertices(s ≥ 0), a ray segment through light portal
with 2 vertices xl and xc (xl locates near light source and
xc locates near camera) and a camera sub-path z̄ with t − 1
vertices(t ≥ 1) (Fig. 2).
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Specifically, Iportal is a product of the contribution from
three connecting edges:

• C1: Edge between prefix vertex from a light sub-path and
a light portal vertex.

• C2: Edge between 2 light portal vertices.
• C3: Edge between prefix vertex from a camera sub-path
and a light portal vertex.

In addition, there are some boundary situations of Eqs.
(1,2,3) that may affect the calculation of certain terms:

– s = 0: The portal edge has a vertex on the light source.
– t = 1: The portal edge has a vertex that can be directly
projected to camera film.

We will explain them below in combination with specific
path construction strategies.

3.1.1 Portal sampling

We first sample a point xp on the surface of portal mesh, with
a probability pA(xp) in areameasurement and sample an out-
going direction ω according to cosine distribution pΩ(ω) in
solid angle measurement. Then we trace the ray twice along
ω and −ω and may get two closest intersection points xl and
xc. The sampled portal segment is valid if and only if xl and
xc are both on the surface. We formulate a joint probability
density pAA(xl , xc) to represent the sampling distribution of
a portal segment:

pAA(xl , xc) = pA(xp)pΩ(ω)

cos(θp)
G(xl ↔ xc) (4)

where θp is the angle between the surface normal N (xp) and
ω, G is geometry term of the portal segment. Additionally,
we assume that xc would never hit a light source and ignore
the paths with depth=1. If the point xl hits the light directly, it
means that the prefix vertex of the light sub-path is not used,
corresponding to the case Ilight(s = 0). If the point xc can be
projected to camera on a valid pixel, it means that we only
need to connect the camera vertex z0, corresponding to the
case Icamera(t = 1).

3.1.2 Sub-paths Generation

Starting from the origin position z0 of a camera and a ran-
domly sampled vertex y0 on a light source, the random walk
process of generating the camera and light sub-paths is trivial.
For the camera sub-path, we need to trace nomore than depth
k because camera sub-path may finish at the light source as a
valid path, and we apply NEE to vertices from z1 to zk−1 for
direct illumination. We only need to store the first k − 1

Table 1 Computational costs of different stages

Stage Cost

ȳ (k − 1)cI + (k − 1)cV
z̄ kcI + (k − 1)cV

Bi-connection (k−1)(k−2)
2 cV

Tri-connection 2cI + (2k − 3)cV + (5k − 7)cP

vertices as camera sub-path z̄ = (z0z1 · · · zk−2), k ≥ 2,
since the vertex zk and the zk−1 do not participate in the
following connections. Similarly, for the light sub-path, we
trace paths no more than depth k − 1 and connect vertices
y1 to yk−2 with camera as samples splatted on the light
image. We only store the first k − 2 vertices as light sub-
path ȳ = (y0y1 · · · yk−3), k ≥ 3. During the tracing process,
we need to record each intersection if a ray segment happens
to pass the portal, which is essential for MIS calculation.

3.2 Tri-directional connections cost

We summarize the relationship between the path depth k and
the rendering cost of different tri-directional path construc-
tion stages in Table. 1, where cI is the cost of the closest
intersection, cV is the cost of the visibility test, and cP is the
cost of the ray-portal intersection test. Given that TDPT and
BDPT share the same sub-path samples, the additional cost
of tri-connection compared to bi-connection is two closest
intersection detections (for tracing the two endpoints of the
portal segment) and a few ray-portal intersection detections.
In addition, tri-connection has linear complexity in visibility
detection, whereas bi-connection has quadratic complexity.
Due to the planar triangle mesh representation, the cost of
ray-portal intersection is almost negligible, and since the light
portal is a virtual geometry outside the scene hierarchies,
the complexity of ray-scene intersection does not increase.
Thus, the cost of path construction with independent TDPT
is almost the same as with BDPT. Based on this, we perform
the rendering test with the same number of samples at the
same time, and then we can better distinguish the difference
in performance between the two algorithms.

3.3 Unbiased estimator with MIS

Multiple-importance sampling is a reliable and efficient
approach for combining different sampling strategies of
Monte Carlo integral estimation. If a path sample x̄ is con-
structed using strategy ai , i ∈ [1, N ], the calculation formula
of the corresponding integral estimator is Eq. (5).Using bal-
ance heuristics for example, the MIS weight function can be
written as Eq. (6). For BDPT, the strategy space of a k-length
path is all bi-connection cases (s, t), where k = s + t − 1.
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(a) Bi-connections for k=5 (b) Tri-connections for k=5

0 1 2 3 4 0 1 2 3 4

4 3 2 1 0 4 3 2 1 0

Fig. 2 The difference between BDPT and our refined TDPT. To con-
struct a k=5 path, tri-connections increase 1 visibility tests (red dashed
line) and increase 2 intersection tests (xl ↔ xc) compared to bi-

connections. With almost the same computational cost, TDPT greatly
improves the probability of a connection between the camera sub-path
and the light source sub-path

And the pdf of a path x̄s,t is Eq. (7), where the direction of
arrow denotes the propagation direction of path from light to
camera.

〈I (x̄)〉 = wai (x̄)
I (x̄)

pai (x̄)
(5)

wai (x̄) = pai (x̄)
∑N

j=1 pa j (x̄)
(6)

p(x̄s,t ) = Π s−1
i=0

−→pA(yi )Π
t−1
i=0

←−pA(zi ) (7)

By combining the above formulas, we are able to derive an
elegant calculation of the weight function of the BDPT MIS
using an efficient technique [33]. However, the situation of
TDPT is obviously different. One reason is that there must be
a gap between the portal shape and the scene, so it is impossi-
ble to separate the scene into two ideal completely enclosed
spaces, resulting in some path samples without any segment
of ray passing through the portal, but still contributing to the
rendering result. Another reason is that for a complete light
path through the portal, only one or a few segments of rays
can pass through the portal, making the entire strategy space
discrete. For applying MIS to TDPT, we need to take special
care to enumerate the different path construction probabili-
ties as follows:

• pcamera(x̄): x is constructed by PT when generating the
camera sub-path (The BDPT pdf is p(x̄0,k+1)).

• pdirect(x̄): x is constructed by NEE when generating the
camera sub-path (The BDPT pdf is p(x̄1,k)).

• plight(x̄): x is on the light image when generating the
light sub-path (The BDPT pdf is p(x̄k,1)).

• pportal(x̄): x is constructed by tri-connection. Specifi-
cally, for a portal segment xl ↔ xc connect a light
sub-path with s vertices and a camera sub-path with t
vertices, the pdf is Eq. (8).

pportal(x̄s,xl ,xc,t ) = Π s−2
i=0

−→pA(yi )pAA(xl , xc)Π
t−2
i=0

←−pA(zi )

(8)

Fig. 3 We designed a 2D scene for path tracing simulation by placing
the area light(orange line segment) and the camera (yellow point) in
separate rooms, with the diffuse reflecting walls(red line segments). We
calculate the ratio of valid paths out of 32768 primary rays for different
emitter directions and visualized the distribution of rays in space (green
line segments). We see that the probability of constructing an effective
path is very low in scenes with complex visibility. And the distribution
of all effective paths in space is characterized by certain features. We
consider the region with higher rays density to be the potential light
portal region

Our refined TDPT algorithm exploits all possibilities in the
strategy space and ensures unbiased estimators.

4 Generated light portal

We propose a novel workflow for the automatic generation
of light portals based on the analysis of light transport in the
scene. Our core idea is that the light portal must be located
in some critical spaces in the scene, which are unavoidable
for most light paths to pass through. As shown in Fig. 3,

123



5084 X. Wei et al.

we were inspired to find the appropriate location of the light
portal by analysing the distribution of rays in some more
complex scenes. The rays passing through more frequent
spatial regions mean that the probability of sampling and
constructing valid paths in these regions is higher. Our auto-
matic generation method finds the surface pairs that would
enclose the portal space and then finds the most likely loca-
tion for the portal to be placed.

In Sect. 4.1, we construct a directed connectivity graph
based on the shape factors of the scene and find the sur-
face pairs by solving the minimum cut problem. Next, we
sample and trace multiple rays between each surface pair
and deposit the visible rays in a uniform grid, as described
in Sect. 4.2 of the light grid. We use a practical method
to analyse and fit a planar polygon (represented as a tri-
angular mesh) from the light grid as a light portal in Sect.
4.3.

4.1 Form factor network flow

According to the network flow problem [9], we can con-
struct a digraph G = (V , E), where V represents the nodes
in the graph, E represents the directed edges connecting
the nodes, and each edge has a capacity value. There are
two particular nodes in the graph, where the source node
S with deg−(S) = 0 has only outgoing edges, and the
sink node T with deg+(T ) = 0 has only incoming edges.
We believe that the light transport process in the scene is
very similar to this digraph model. According to the Light
Path Expressions (LPEs) [11], a light path starting from a
light source, bouncing between the surfaces of the scene and
finally ending at the camera can be expressed by L. ∗ C .
Therefore we consider the light source and the camera as
source and sink nodes in the network flow, respectively,
and construct a digraph by calculating the form factor [10]
according to Eq. (9) as edge capacity. Form factors are usu-
ally used to describe the fraction of diffusely reflected light
that leaves one surface and reaches another. In our work,
we did not need to subdivide the scene into tiny polygons,
we just used Monte Carlo sampling to calculate the form
factor between the original surface pairs of the scene. As
shown in Eq. (10), we uniformly sample N points on sur-
face Ai and M points on surface A j according to the surface
area.

Fj→i = 1

Ai

∫

Ai

∫

A j

cosθi cosθ j

πr2i j
d A jd Ai (9)

〈Fj→i 〉 = A j

NM

N
∑

i=1

M
∑

j=1

cosθi cosθ j

πr2i j
(10)

Find primary and direct triangles set Given a scene with
specific light sources and camera configurations, we can find

a primary triangle set Sp, which consists of all the triangles
directly visible to the sink node(camera), and a direct triangle
set Sd , which consists of all the triangles directly illuminated
by a light source. In our experiments, all light sources are area
light with single-sided emission. Note that even if there are
multiple light sources in the scene, there is only one direct tri-
angle set. Hence we don’t need to distinguish which triangles
are illuminated by which lights.

Build form factor graph Once we finish constructing Sp
and Sd , we first check if they have common triangles(Sp ∩
Sd �= Φ). Suppose a triangle is directly illuminated by a light
source and can be projected onto the current camera view-
port. In that case, it means that there must exist a direct light
path(the length is 2), and the graph has already connected.
Otherwise, to build a connected graph, we need to further
check relationships between triangle pairs(ti , t j ) ∈ (Sd , Sp).
To calculate the capacity of each edge, we need to distinguish
between three cases with different situations:

1. For each t j ∈ Sp, connect from a triangle to camera
2. For each light source, for each ti ∈ Sd , connect from a

light to a triangle
3. For each pair (ti , t j ) ∈ (Sd , Sp), connect from a triangle

to another triangle

In most cases, we can construct indirect edges with a high
probability even if there is no direct light path in the current
field of view. We believe that the above strategy has two
advantages, one is to simplify the form factor calculation
that should be performed on all triangle pairs in the scene
to two subsets of triangle pairs, which greatly reduces the
computational cost, and the other is that our method is robust
to the placement of scene light sources.

Solve Minimum Cut Our goal is to perform the minimum
cut algorithm on the constructed digraph in order to solve
the min-cut edges. All the nodes in the figure are split into
two disjoint sets, and the minimum cut can get the maxi-
mum amount of flow through the edges connecting the two
sets. Then, we can collect the triangles on the source side in
the Source Triangles Set and the triangles on the sink side
in the Sink Triangles Set. We see them as Pivot Triangles
Set on critical light paths where the light portal could be
placed in between. And these pairs of triangles act as bridges
for visible ray samples. This step can also be thought of as
a filter for Sd and Sp, reducing unnecessary triangles and
easing the computational burden of subsequent steps. To fur-
ther simplify the complexity, we can remove some smaller
triangles in advance and sample rays according to area for
efficient form factor calculation. Experiments in Section 5
show that proper simplification does not affect the stability
of the results, but significantly accelerates the process of cal-
culating pivot triangles.
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4.2 Construct a light grid

We divide the scene into a uniform grid with a reasonable
resolution and label empty voxels as Air by inserting the
scene into the grid. For each pair of triangles in the Pivot
Triangle Set, we sample rays between them and conduct ray
marching through Air voxels. We maintain a counter in each
voxel and increase by one as soon as a visible ray passes.
After the counting process, we assume the light portal might
be placed at the Air voxels with the most counter values. To
obtainmore accurate and stable counting results, we increase
the number of ray samples iteratively and perform visibility
tests and ray marching on GPU. With the help of compute
shader, atomic addition operations can be performed on a 3D
image.

4.3 Fit a light portal mesh

The remaining question is how to utilize the results of the
light grid and generate a light portal with a proper shape for
TDPT rendering. Based on our observations, we believe that
a reasonable way to represent a light portal is to use a pla-
nar triangular mesh. The advantage is that it is convenient
for rendering programmes to use a consistent geometric rep-
resentation for ray tracing. It is also efficient for sampling
ray segments on the surface of the light portal in a relatively
straightforward way. Specifically, our method first performs
a principal component analysis(PCA) on all air voxels loca-
tions where count values are above a certain threshold. We
take the main axis direction of the voxels as the normal of
the light portal plane. Next, we get the equation of the plane
where the most counted voxel lies and project all voxels that
intersect this plane onto it. Finally, we compute the convex
hull of the projected points and triangulate to get the final
light portal geometry. The light portal generated by the above
process has several characteristics: (a) it must lie in the air
space of the scene so that it does not overlap the original
surfaces in the scene. (b) Compared to the manually placed
light portal, it must be located where more rays can pass
through, which is an optimal solution. Our auto-generated
light portals can exhibit better robustness and practicality in
the TDPT algorithm.

5 Implementations and experiments

We implemented our algorithms on a machine containing
a core i7- 9700K processor and an Nvidia GeForce 2080Ti
GPUwith 11GB of video memory. Solving the minimum cut
[7], as well as the PCA, Delaunay triangulation, and convex
hull algorithms used in the portal shape generation process,
are all done using the APIs in Matlab R2020a. Our prototype

rendering programme of TDPT is implemented in C++ with
Vulkan GPU ray tracing [17] for simplicity and efficiency.

Scene configurations We grabbed some scene models
from [5] and edited them appropriately for portal experi-
ments. For the Cornell-box, we dug a hole in the right wall
and connected to a new box of the same size through this
hole, moving the original light source into the new box. For
theVeach-ajar scene, we reverse the emitting direction of the
light source (Our rendering algorithms all use a single-sided
diffuse area emitter) of the original scene. For theBathroom2
scene, similar to the Cornell-box, we removed the original
direct-emitting light source placed on the window, built a
channel through the window, and moved the light source to
the new room connected.

Portal Generation As shown in Fig. 4a, Veach-ajar has
direct illumination, so the connected relationship of the
digraph is very simple. The light source belongs to the source
set, and the five triangles receiving direct illumination belong
to the sink set. Note that there are many triangles in the graph
that have become orphan nodes, and they will not participate
in the calculation of portal generation. The case of indirect
illumination could be complicated, as shown inFig. 4b, c. The
result of solving the minimum cut is in line with our expec-
tations because all the connecting edge endpoints belong to
different sets. Although the form factors between each pair
of triangles need to be calculated, after solving the min-cut,
only the connected triangles at both ends of the min-cut are
retained for the light grid, which greatly reduces the amount
of calculation.

TDPT Rendering We rendered our test scenes with dif-
ferent Monte Carlo path construction strategies. To facilitate
an equitable evaluation of renderers, we follow the pseudo-
code of Aether [3] and replicate the original algorithmwithin
our renderer as TDPT-ORG, while our refined version is
TDPT-REF. We recorded the render time per frame for each
algorithm and computed the mean value and the overall
percentage of nonzero pixels of each frame as samples accu-
mulated.We also evaluate themean absolute percentage error
(MAPE) and peak signal-to-noise ratio (PSNR) to compare
the image quality.

5.1 1-SPP performance

In Monte Carlo path tracing rendering, the percentage of
nonzero pixel values among total pixels indicates the effi-
ciency of various path construction strategies, the average
value of RGB channel sums indicates the expectance of dif-
ferent integrators, and rendering time per frame reveals the
calculation complexity. All contribute to evaluating render-
ing performance.

As shown in Fig. 5, the basic approaches (PT/PT-NEE)
proved inefficient due to the limited construction strategy.
Although BDPT explores the path space and shows a faster
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Fig. 4 Min-cut results of the test scenes. We visualized the digraph by
colouring the nodes and highlighting the connecting edges between the
cut sets. The test scenes are divided into two categories according to
the orientation of the light sources. a contains direct light paths. b and c
contain only indirect light paths. Our method can handle both cases and
find suitable triangle pairs to generate light portals. For the first type,

the main energy transfer is between the light source and the triangles
directly illuminated by the light source, and thus the number of nodes
is small. For the second type of scenario, it is impractical to compute
all pairs of triangles as there are no duplicate elements between the
main set of triangles and the direct set of triangles. The minimum cut
algorithm helps to filter the data set to find high impact candidates

Fig. 5 Statistics of Cornell-box at depth 6 with 128 spp. a The start-
ing value of each curve is the nonzero value percentage of the 1-spp
image. In this scene, the percentage is 0.00619%(PT), 0.382%(NEE),
4.79%(BDPT), 27.6%(TDPT-ORG) and 24.4%(TDPT-REF), respec-
tively. The curve’s growth rate reflects the algorithm’s efficiency. b The
mean value of the five algorithms can converge to roughly the same
result about 0.02 at 128spp, indicating that the implementations of all
rendering algorithms are correct and unbiased. c The computation time
per frame shows that our refined algorithm reduces the unnecessary bi-
connections overhead and improves the performance by about 20%(3.1
to 2.5 s) compared with the original algorithm

convergence rate from the experimental results, the propor-
tion of nonzero pixels in each frame is still low, indicating
a high probability of bidirectional connection failure in this
kind of scene. In contrast, TDPT shows great advantages in
such scenes. In the case that TDPT-ORG and TDPT-REF
show similar trends in the nonzero pixel rate, our refined
algorithm proves the effectiveness of using tri-connections
with less computational cost.

We further illustrate the significance of the light portal
sampling and tri-connections by visualizing the 1-spp image
ofVeach-ajar(Flip), as depicted in Fig. 6. The presence of red
pixels indicates the establishment of a valid path. Since the
originalTDPTalgorithm relies onBDPTsamples, it becomes
evident that the concentration of red pixels around the door
frame. From the statistical results, our refined algorithm has
significantly improved the sampling efficiency, and the sam-
pling area and range of the original algorithm are highly
matched.

5.2 Image quality comparisons

Since the rendering scenes used in this article are quite
complex, it is important to use appropriate error evaluation
metrics. Although the TDPT path is easily acquired, its per-
formance is limited by the availability of effective policies,
and in extreme cases, TDPT’s policies may still fail, result-
ing in the degradation of the algorithm to naive path tracing.
At the same time, changes in multiple importance sampling
(MIS) weights may result in different pixels performing dif-
ferently in different areas of the rendered image. To measure
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Fig. 6 Visualizations of nonzero pixel values of Veach-ajar(Flip)(1-
spp). The three algorithms achieved the samemean value (0.044). Since
there is no direct light in this scene, it is hard to obtain valid path samples
in a large number of room surfaces using BDPT. Bymarking zero-value
pixels in green, we can visually observe the distribution of effective
paths. TDPT provides access to light for locations that would otherwise
be unsampled

the image noise level, we use PSNR, while MAPE is also
used to quantify the deviation between the rendered result
and the reference image. According to the experiments in
Fig. 7, our algorithm achieves the expected performance.

6 Conclusions

Our work proves that the automatic generation of portals is
effective and can solve the problem of efficiently rendering
complex scenes with indirect lighting. Our experiments with
graph network flow have shown that we can perform sta-
tistical analysis of light distribution in space at a low cost.
We have also implemented a refined, unbiased, and efficient
TDPT algorithm, effectively reducing the computation cost
of redundant path connections in the original work. In the
future, the expression form of the portal and the path con-
struction strategy will continue to inspire us to explore more
general and concise algorithms.

Complicate sampling distribution We have used uniform
and cosine distributions over the upper hemisphere for direc-
tional sampling and uniform distribution based on the portal
area for positional sampling as in Eq. (4). However, when
building the light grid, we only store the number of rays
passing through each voxel. Suppose we still have enough

Fig. 7 We present some rendering results of different scenes and the
image error metrics of PSNR and MAPE. Once we flip the Veach-
ajar scene’s light source, the camera cannot receive any direct lighting.
Hence, the metrics of TDPT occupy an overwhelming advantage. But

in the Bathroom2 scene, the original window area is large enough that
the bi-connection strategy still has a high probability of successful con-
nection. Hence, the advantage of TDPT is not apparent in comparison
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computing power to calculate the average direction of the
rays in the voxel. In this case, we can determine the more
accurate normal direction of the portal and use the direc-
tional distribution obtained at this stage to guide the portal
ray sampling. At the same time, if we also consider the counts
of other locations on the portal surface, calculating a normal-
ized area distribution will also make position sampling more
efficient.

Diverse portal representation We believe that portals
represented by planar triangular meshes can avoid some
unnecessary problems. For example, a planar shape can guar-
antee the uniqueness of the intersection points. In contrast,
a 3D shape may result in a ray having more than one inter-
section with the portal surface, which affects the choice of
construction strategy and the calculation of path probabil-
ity. For this reason, we laboriously convert the most counted
voxels into a planar shape. It is a promising work to combine
focal path guiding and light portals and to use the spatial
hierarchy structures for portal generation.

Various connection strategies Our algorithm does not
cause the two endpoints of the portal segment to continue
randomly outwards. It will be a more challenging path con-
struction problem to include sampling two portal sub-paths
and connecting their prefix vertices to the light and camera
sub-paths. In the future, we can explore the guiding role of
the portal in constructing two sub-paths in this type of scene.

Supplementary Information The online version contains supplemen-
tary material available at https://doi.org/10.1007/s00371-024-03464-
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