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Abstract

Sarcasm is often related to something that has created a mass confusion among the general uninformed public. It is always
associated with a mockery tone or trenchancy facial expression or weird language. Existing literatures that are profound in the
field of sarcasm detection mainly focused on text-based input with sarcastic comments or facial expression-based analysis,
i.e., image input. But both text and image input are not sufficient to analyze the underlying sarcasm behind the scene. This
kind of analysis can also be misleading sometimes as the emotional expression can change with social circumstances (i.e.,
audio tone) over time. Hence to address these challenges, “A Smart Video Analytical framework for Sarcasm Detection using
Deep Learning” is introduced where sarcasm detection is done by considering video modality. Proposed model extracts three
important features from the video, i.e., text using proposed Enhanced-BERT, image using ImageNet and audio using Librosa.
After extraction, each modality is addressed individually and is finally fused using proposed adaptive early fusion approach.
The final task prediction of classification is done using novel deep neural network called “SarcasNet-99” to detect sarcasm in
video over distributed framework called Apache Storm. TedX and GIF Reply datasets are used for model training and testing
with around 10,000 + video clips. When compared against existing state-of-the-art techniques such as AlexNet, DenseNet,
SqueezeNet and ResNet, the proposed model predicted accuracy 99.005% with LeakyReLU activation function.

Keywords Sarcasm - TedX - Twitter - LeakyReLU - BERT

1 Introduction

Social media and other online blogs are hugely adopted by the
public inrecent years; it has become easier than ever to spread
sarcastic news. Such news tends to manipulate the general
public and influence their decisions to an extent that it might
possibly have lasting repercussions. With the advent of social
media, people can now share, reshare as well as download
sarcastic information instantaneously without even having a
chance to validate it. This problem has worsened to an extent
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that false information has become indistinguishable from real
[1,2].

The main reason why people fall victim to false infor-
mation is due to Confirmation Bias and Naive Realism [3].
Confirmation bias refers to the human tendency to favor data
that confirms their existing views. In such cases, people tend
toignore the authenticity of the news with the sole purpose of
reinforcing their thoughts. Even when presented with authen-
tic facts, people tend to stick to their views and ironically label
those who disagree with them as “uninformed” or “biased,”
illustrating the problem of Naive Realism [4, 5].

Along with the susceptibility to believing sarcastic news, a
portion of the society still finds it difficult to identify sarcasm
due to its sheer variety and subtleties. The figurative nature
of sarcasm also makes it difficult when performing sentiment
analysis. Identifying both the metaphorical as well as literal
meanings is crucial to interpreting the true meaning behind
any source of information.

Sarcasm is one of the most common entities on the web
today and hence the progress of the proposed research work
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can help discover the human’s honest thoughts in more realis-
tic way so that it can be applied for Opinion Mining, Review
Analysis and Harassment Detection on web. The existing
literatures profound in the field of sarcasm detection are
categorized as text, image and image-text combination, i.e.,
memes.

Most of the times sarcasm is a part of natural language,
i.e., text data and it goes undetected during the conversations
on social media platforms or online sites. The level of truth
is completely difficult to detect by the humans as everyone
have different thinking capabilities. This weakness is com-
pletely used as targeted marking by the news paper editors
and fake bloggers who put sarcasm in their headline to grab
the attention.

The study proposes an intelligent machine learning-based
model for detecting and classifying sarcasm on social media
platforms. The research identifies the limitations of existing
sarcasm detection methods and addresses the challenges of
analyzing complex and varied text data on social networks.
The proposed model utilizes a deep learning algorithm that
incorporates various features to enhance the accuracy of
sarcasm detection. The study concludes that the proposed
model outperforms existing methods, achieving high accu-
racy in detecting and classifying sarcasm in social media data.
The findings of this research contribute to the development
of advanced natural language processing models for social
media data analysis [6].

Godara et al. [7] propose an ensemble classification
approach for sarcasm detection, which utilizes multiple
machine learning algorithms to achieve higher accuracy. The
study presents promising results, indicating that the pro-
posed approach outperforms traditional machine learning
algorithms in sarcasm detection. The authors also discuss the
importance of sarcasm detection in natural language process-
ing and its potential applications in various fields. Overall,
the study provides valuable insights into the development of
effective methods for detecting sarcasm in text data.

The research article by Farha and Magdy [8] evalu-
ates the performance of various transformer-based language
models for Arabic sentiment and sarcasm detection. The
authors utilized six different pre-trained models and bench-
marked them on two standard datasets. The results indicate
that the transformer-based models outperform traditional
machine learning algorithms in both tasks. Moreover, the
study highlights the importance of selecting an appropri-
ate pre-trained model for the specific task at hand. Overall,
the article provides valuable insights into the application of
transformer-based models for Arabic sentiment and sarcasm
detection, which can have practical implications in various
fields such as social media analysis and customer feedback
analysis.

The research article presents an Artificial Intelligence
(AI)-based approach for detecting misogyny and sarcasm
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from Arabic texts. The authors conducted experiments using
three different datasets and various machine learning tech-
niques to evaluate the effectiveness of the proposed approach.
The results show that the approach achieved high accuracy
in detecting misogyny and sarcasm from Arabic texts. The
study contributes to the development of effective Al-based
tools for detecting hate speech and offensive language in
Arabic, which could be useful for social media platforms
and online communities in the Middle East [9].

This article [10] proposes a novel approach for detect-
ing sarcasm and irony in text using a combination of
transformer-based word embeddings and Convolutional neu-
ral networks (CNNs). The authors provide a comprehensive
literature review on related works in the field of sarcasm and
irony detection, including traditional machine learning tech-
niques and deep learning methods. The experimental results
demonstrate the effectiveness of the proposed approach in
detecting sarcasm and irony with high accuracy, outperform-
ing the state-of-the-art methods. The study contributes to the
advancement of natural language processing techniques in
the field of sentiment analysis.

The next category of data used for sarcasm detection
is images. Yao et al. [11] presented a literature review on
sarcasm detection in social media and proposed a novel
approach that imitates the human brain’s cognitive processes.
Their method combines natural language processing tech-
niques with a cognitive model that mimics how the brain
processes sarcasm. The proposed approach achieves high
accuracy in detecting sarcasm on Twitter, surpassing state-
of-the-art models. The authors suggest that incorporating
cognitive models into natural language processing may lead
to more effective and human-like language understanding.

The article by Liang et al. [12] presents a multi-modal
approach for detecting sarcasm in text using interactive in-
modal and cross-modal graphs. The study proposes a novel
method of integrating textual, visual, and audio cues to
improve sarcasm detection accuracy. The authors report a
significant improvement in the detection of sarcastic com-
ments using their proposed method. The paper offers valuable
insights into the potential of multi-modal analysis in natu-
ral language processing and lays the groundwork for future
research in the area of sarcasm detection.

Sharma et al. [13] proposed a hybrid auto-encoder-
based model to detect sarcasm on social media platforms.
The model incorporates both word-level and character-level
information to improve the accuracy of sarcasm detection.
The authors trained and tested their model on a dataset of
sarcastic and non-sarcastic tweets, achieving a high accuracy
of 95.14%. The study highlights the importance of consider-
ing both linguistic and contextual cues in detecting sarcasm
on social media. The proposed model has potential appli-
cations in various fields, including sentiment analysis and
social media monitoring.
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The article by Liang et al. [ 14] proposes a novel approach
for multi-modal sarcasm detection using a cross-modal graph
Convolutional network. The study presents an extensive eval-
uation of their model using several benchmark datasets and
compares it with state-of-the-art methods. The results show
that the proposed approach outperforms existing models and
can effectively capture the complex relationships between
different modalities. The study provides a significant con-
tribution to the field of natural language processing and
demonstrates the potential of cross-modal approaches for sar-
casm detection.

The research article called "Cat-bigru" [15] for detect-
ing self-deprecating sarcasm. The model combines con-
volutional and attentional neural network layers with bi-
directional gated recurrent units (GRUs) to capture both local
and global context information from text. The authors eval-
uate the proposed model on a publicly available dataset and
report significant improvements in accuracy compared to
existing methods. Overall, the study presents a promising
approach to detecting sarcasm in text using deep learning
techniques, which can have applications in various domains
such as social media analysis and sentiment analysis.

Nevertheless, these approaches have a drawback in terms
of their slow training speed and their disregard for crucial
information. Specifically, a substantial portion of the data in
video modality is extraneous to sarcasm detection, such as
contextual details in the background.

This paper presents a method called a smart video analyt-
ical framework for Sarcasm Detection using Deep Learning.
The approach combines text, speech, and face image features
using an adaptive feature fusion strategy to create a sin-
gle vector for prediction. The process involves three stages:
multi-modal feature extraction, adaptive feature fusion, and
feature classification. The method extracts text and speech
features using BERT and Librosa and uses DLIB’s face detec-
tion tool to cut out face images, which are then stitched
horizontally using SarcasNet-99 to obtain face image fea-
tures. The adaptive fusion strategy uses a fusion weight
parameter to control information inconsistency between dif-
ferent modalities and achieve high performance. Finally, the
fused vector is sent to the fully connected layer for prediction.
The results indicate that the fusion of image features from
face regions is more effective than simply concatenating the
three types of components.

The major contribution of the proposed work includes
these three major objectives:

1. A new sarcasm detection model using deep learning has
been proposed to address the limitation of current mod-
els that use text, speech, and image as input, but only
consider the entire image, resulting in excessive redun-
dant data that affects accuracy. The new model focuses on
facial information to capture emotional cues associated

with sarcasm. It performs a face recognition operation to
obtain image data of the final input model by horizontally
stitching the detected face regions.

2. Conventional methods of merging features in differ-
ent modes link or combine their distinct characteris-
tics. However, speech modality features are often dis-
missed as noise due to their numerical differences from
other modes. Hence, a novel adaptive feature fusion
approach is suggested, allowing for flexible fusion
weights between modalities to account for their incon-
sistencies.

3. A Novel Neural Network architecture called “SarcasNet-
99” is introduced for final classification of sarcastic
videos which has 99 fully connected dense layers.

4. To tackle over fitting in deep learning training, a data
augmentation technique is applied using the TedX and
GIF Reply datasets. Proposed approach is shown to be
effective through several experiments, as evidenced by
a 10% increase in accuracy compared to the previous
baseline method for sarcasm detection.

2 Literature survey

The use of single-mode methods to detect sarcasm is no
longer adequate for investigating this complex linguistic
phenomenon. Recent research on sarcasm detection has
focused primarily on multi-modality approaches over the
past few years. There are three primary categories of sar-
casm detection methods that based on the survey conducted:
rule-based methods, machine learning-based methods, and
deep learning-based methods.

The paper [16] proposes a novel approach for detecting
sarcasm in social media using coupled-attention networks
(CANSs). The authors demonstrate the effectiveness of their
method on three benchmark datasets, achieving state-of-the-
art performance. The paper contributes to the growing body
of research on sarcasm detection, and the proposed CANs
model has the potential to improve the accuracy of sentiment
analysis in social media contexts. However, the paper could
benefit from a more detailed discussion of the limitations and
future directions of the proposed method.

This research article [17] proposed a new approach for
multi-modal sarcasm detection using a cross-modal graph
convolutional network. The authors conducted experiments
on several datasets and achieved state-of-the-art performance
compared to existing methods. The article contributes to
the field of computational linguistics by demonstrating the
effectiveness of using cross-modal information in sarcasm
detection, which can be applied in various natural language
processing tasks. However, the article could benefit from fur-
ther analysis and explanation of the model’s limitations and
potential biases.
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The article by Liu, Wang, and Li [18] in 2022 presents a
novel approach to detect sarcasm in multi-modal data, includ-
ing text, image, and audio. The proposed method employs
hierarchical congruity modeling to capture the congruity
between the sentiment expressed in different modalities and
utilizes knowledge enhancement to enhance the model’s per-
formance. The authors also introduce a new multi-modal
sarcasm dataset to evaluate their approach’s effectiveness.
Overall, the article presents a promising approach to address-
ing the challenging problem of multi-modal sarcasm detec-
tion.

The authors of [19] describe the UMUTeam’s approach
to the SemEval-2022 Task 5, which focuses on automatic
misogyny identification through a combination of image
and textual embeddings. The study proposes a model that
uses a pre-trained convolutional neural network to extract
features from images, and a BERT-based model to process
textual data. The results of the study show that the proposed
model outperforms the baseline models in terms of identify-
ing misogyny in both textual and visual domains. The study
highlights the potential of using multi-modal approaches in
identifying hate speech and misogyny online.

This paper [20] explores the use of machine learning
algorithms to detect irony and sarcasm in public figure
speeches. The study analyzes the performances of four dif-
ferent machine learning models on a dataset of public figure
speeches to identify the most effective algorithm for detect-
ing irony and sarcasm. The results of the study show that the
Support Vector Machine (SVM) algorithm outperforms the
other models and achieves a high accuracy rate of 78%.

Next the primary aim of the sarcasm detection approach
that uses speech data is to recognize the sound characteristics
linked to sarcasm. The article [21] explores the effectiveness
of machine learning models in detecting irony and sarcasm
in public figure speeches. The authors utilized a dataset con-
sisting of speeches from prominent public figures and trained
a classifier to detect instances of irony and sarcasm. The
study found that the machine learning model was effective in
detecting both irony and sarcasm in public figure speeches
with high accuracy. The authors suggest that such models
can be useful in analyzing and understanding the nuances of
public speeches, which may have important implications for
education and communication studies.

The research article [22] proposes a multi-modal fusion
method for detecting sarcasm. The study employs late fusion
techniques to combine textual, acoustic, and visual features
for improved detection accuracy. The proposed approach
demonstrates superior performance compared to existing
methods, achieving an Fl-score of 81.98%. The article
provides a comprehensive review of existing literature on sar-
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casm detection and discusses the challenges of using multiple
modalities for detecting sarcasm. The research highlights the
potential of multi-modal fusion techniques for improving the
accuracy of sarcasm detection in various applications.

The authors of [23] proposes a novel approach to hate
speech detection using a combination of Convolutional Neu-
ral Networks (CNN), Bi-directional Gated Recurrent Unit
(BiGRU) and Capsule Network. The proposed method called
HCovBi-caps achieves promising results on two public
datasets and outperforms other state-of-the-art methods in
terms of accuracy, FI score, and AUC-ROC. The study con-
tributes to the growing body of research on hate speech
detection by introducing a hybrid approach that combines
multiple deep learning architectures, which can help improve
the performance of hate speech detection systems.

The article by Zhang et al. [24] presents a novel approach
for stance-level sarcasm detection using BERT and stance-
centered graph attention networks. The study highlights
the importance of identifying the stance of a statement in
detecting sarcasm, as sarcasm often involves contradicting
or opposing a particular stance. The proposed approach
achieved state-of-the-art performance on the SARC 2.0
dataset, demonstrating the effectiveness of incorporating
stance information and graph attention mechanisms in sar-
casm detection. The study contributes to the field of natural
language processing and has practical applications in detect-
ing sarcasm in online communication.

Juyal’s [25] research article presents a study on multi-
modal sentiment analysis of audio and visual data using
machine learning. The paper focuses on the integration of
audio and visual features to enhance the accuracy of sen-
timent analysis. The study proposes a model that combines
Convolutional Neural Networks (CNNs) and Recurrent Neu-
ral Networks (RNNs) to classify sentiment in audio and
visual data. The results show that the proposed model out-
performs traditional models in accuracy, demonstrating the
potential of using multi-modal data for sentiment analysis.

3 Sarcasm detection using proposed
enhanced-BERT, adaptive fusion network
and SarcasNet-99

This new revolution in the field on Natural Language process-
ing and deep Learning paves a way for researchers to deal
with challenges related to sarcasm and fake news detection
addressed in literature review. To address those challenges
proposed framework involves four major modules such as
Data Collection, Data Processing, Data Analytics-Prediction
as shown in Fig. 1.
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Fig. 1 Proposed architecture for sarcasm detection using deep learning

3.1 Data collection

Twitter is considered as one of the best social media plat-
forms for sharing information related to hot topics around
the world. Billions of users are registered to twitter all over
the globe. Twitter Users use tweets with trending HashTags
for creating a trend on particular hot topic or news. Tweets are
reshared in other social media platforms such as Facebook,
Instagram to discuss about the hot news. Millions of tweets
get generated on web everyday and hence in the proposed
work twitter is considered as one of the major data source.
Also Twitter provided Twitter Streaming API through which
we can analyze the data over real-time.

Apache storm a distributed big data processing engine is
used to provide a solution for handling huge amount of data
over real-time listed as one of the major challenges of existing
systems. Apache storm consist of spouts (i.e., input unit) and
bolts (i.e., processing units) which are implemented as map
reduce programming model.

Over the real-time using Twitter Streaming API imple-
mented using tweepy python library, related tweets of partic-
ular topic is streamed and are continuously collected using
Apache Kafka which is an input processing unit of proposed
framework. Kafka can stream up to 10 Lakhs messages over
real-time on the distributed platform. Parallelly the bolts, i.e.,
processing units are used for data pre-processing which in
turn is used for extraction of important features that can affect

the classification of data as sarcastic or real using deep neural
network in the later stages.

3.2 Data processing

Raw Tweets are unstructured in nature and hence have to be
pre-processed using Natural language processing techniques.
Also the feature extraction in the proposed framework plays
a very important role since they affect the strategy of building
the huge language models for sarcasm and fake news detec-
tion. Here, there are four important features extracted from
the tweets, i.e., text data, emoji, image data and image-text
data.

3.2.1 BERT for text feature extraction

A pre-training language model called BERT (Bi-directional
Encoder Representations from Transformers) has consid-
erably enhanced the study of natural language processing
(NLP).However, the BERT algorithm suffers a number of
difficulties, including:

1. Limited comprehension of context: Despite being a strong
NLP tool, BERT still has issues comprehending the con-
text of language. For instance, BERT might not be able
to comprehend irony or sarcasm, which could result in
inaccurate forecasts .
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2. Training data bias: BERT, like any machine learning
model, is susceptible to bias from the training data that
was used to develop it. This can result in incorrect pre-
dictions or confirm preexisting prejudices.

Hence in the proposed work an “Enhanced-BERT” model
is built with more precise training data which can over-
come contextual difficulties such as understanding sarcasm,
irony that can in turn improvise the accuracy. The proposed
methodology for text feature extraction is given by: Firstly,
input the words into BERT},se model with Transformer lay-
ers, L = 4 to average the output. Finally, each piece of word
is represented as W; = 768 dimensional feature vector X;.

M
{xi] _, = BERTpwe(T) M
1 M
X = > xi | er™ 2
j=I

here, X ; represents the out of the last jth transformation layer
in BERTy,se model for each word T.

3.2.2 LPCC for speech extraction

Librosa is a library used for speech extraction in the pro-
posed model. The speech data with time series are inputted
to Librosa library with sampling rate of 22,000 Hz. Heuristic-
based audio extraction technique is used for noise reduction
from the sample audios. Next, the local features such as
MEFCC, Spectral Centroid, Mel-spectrogram are extracted
from the audios as non over palling windows, i.e., W, A

Wll

joint vector, i.e., EX‘/‘} - is created by combining all the
=

local features with W, = 285 dimensions. The average value

of the join vector is given by:

Spec
X‘(]l — XIMFCC ® XjMFCCdeltu oy X[Mel o X[Meldelm fary X[I)

3
| M
—_ a Wa
X“_W, ij €R 4)
j=1
Here, @ concatenates each of the features, i.e., X IM F CC,

MFCCdelt Mel  y Meldelt Spec .
X; erra x e, xMedetta - X 27 in Egs. (3) and (4).
3.2.3 ImageNet for image feature extraction
Out of all the modalities facial features clearly explain the
emotion of the person for sarcasm detection. For each video

input, the emotional change in the facial expression of the
person with time series is determined frame by frame and
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is processed without any background information. Popular
library called OpenCV is used for video to frame extraction.
Here, usually background information of the image does not
play an important role as the more focus in given on the per-
son’s topic of interest or news he is talking about. Next face
detection is done by one of the popular libraries Histogram
of Oriented Gradients or HOG.

For each video frame V;, the number of faces detected is
given by Face;. Let H; be the height of each face detected
from V;. Each face in the frame is of different heights and
hence to fill the gap, black block Block; is used as splicing.
This confirms the uniformity of heights of all the faces and
also horizontal stitching is applied as final version to the faces
in image to input to the neural network. The formulization of
the above extraction technique is given in Egs. (5) and (6).

AB[UCk(Facel-) = (3, Length(Face;), Hi — Height(Face;))
)

padding(Face;)

_ Face;, Height(Face;) = H;
= Face; ® Block; € RXBIULJ{(F{I(‘(’I')’ Heighl(Facei) < H;

(6)
Face; = stithing(padding(Face;)) @)
Here,Length(Face;) 1is Length of the image,

Height(Face;) 1 height of the image. Also, ABlock(pm,g[)
is the dimension of the block box and @ is the verti-
cal join operator to fuse the different features. Finally,
stithing(padding(Face;)) represents the padding and
horizontal stitching for the incorrect image.

Face; is the final stitched image after correction. Next,
the each image frame is pre-processed to normalize and then
fed into ImageNet neural network algorithm with. This neu-
ral network is pre-trained with 2048 dimensions for feature
extraction from Face;. An average value of feature vector
X f“cei for visual feature extraction is calculated with W, =
2048 dimensions for each “frame” of video. The formula-
rization of the feature extraction using Sarcasnet-99 is given
by Eqgs. (8) and (9), respectively.

Xfacei = ImageNet(Face;) )

1 Face; W,
X, = E X ! R™v 9
v frame( p 1 < ©)
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Fig.2 Proposed adaptive fusion network

3.3 Data analytics and prediction
3.3.1 Proposed adaptive deep fusion policy

After extracting the each modality, they have to be fused to
input to the deep neural network for final task prediction.
Here, the text feature is represented by X, image feature
is represented by X, and speech feature is represented by
X,. Adaptive indicates the flexible fusion learning strategy
of the neural network based on the training. Among most
of the learning strategy, deep fusion policy learns the best.
Hence, in the proposed work, adaptive deep fusion policy

Audio Input

I'b

Image Input

is inculcated to fuse the multi-modal data. Let F(, ; S) be
the adaptive deep fusion policy, now the fusion of different
features is given in Eq. (10):

X ~ F((Xy; text)A(Xy; image) A(Xy; audio); §)  (10)

G »

Here, “text,” “image,” “audio,” and “S” are the neural
network parameters that are updated based on the gradients.
A is a fusion operator with F as final fusion vector mapped to
X. The final representation of adaptive feature fusion network
is given in Fig. 2.
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Table 1 Hyperparameters for sarcasm classification using novel
SarcasNet-99

SI. No Parameters Choice Made

1 Batch size 64

2 Epochs 50

3 L2 Penalty 0.0001

4 Exponential 5000 steps with decay factor 0.95
decay

5 Activation LeakyReLU
function

3.3.2 Novel SarcasNet-99 algorithm for classification

Deep neural networks have shown remarkable success in var-
ious natural language processing tasks, including sentiment
analysis, text classification, and sarcasm detection. These
models leverage their ability to automatically learn complex
patterns and representations from data. In the case of sar-
casm detection in videos, proposed deep neural network is
called “SarcasNet-99” with 99 fully connected layers that
can be trained to effectively capture the intricate relation-
ships between linguistic, visual, and acoustic features that
were extracted earlier.

The fused features of proposed Adaptive Fusion Network
are fed into a classification layer, typically implemented as a
fully connected network or a LeakyReLU layer, which pre-
dicts the presence or absence of sarcasm in the video. The
hyperparameter used for turning are mentioned in Table 1
below.

Sarcasm detection in videos is a complex and challeng-
ing task, requiring the integration of linguistic, visual, and
acoustic cues. Our deep neural network model, designed
specifically for sarcasm detection in videos, leverages the
power of deep learning to effectively capture the multi-modal
features present in video data. By training the model on
large annotated datasets, we can enhance its ability to predict
sarcasm accurately, thereby contributing to the advance-
ment of sarcasm detection in video content. The proposed
model opens up new possibilities for applications in social
media analysis, sentiment analysis, and content moderation,
enabling a deeper understanding of the complex nature of
sarcasm in the digital era.

The overall learning of the model is performed by mini-
mizing the loss function as shown in Eq. (11):

L = Lk + o Lgim + B Lgitr + ¥ Lrecon (1D

Here, Liask, Lsim,, Ldiff, Lrecon denote loss functions Reg-
ularization of loss function L2 is carried is determined by
interaction weights «, 8. To achieve the desired result, each
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of the loss function is responsible. Now let’s see the different
loss function listed above:

e L,k Task Loss The task-specific loss estimates the quality
of prediction during training.

e Lgm: Similarity Loss is calculated using Cross Modality
Discrepancy for adaptive deep fusion strategy

o Lgigr: Difference Loss This loss is to ensure that the loss
aspects of different modalities like text, image and speech
after modality representations.

e Liccon: Reconstruction Loss ensures the hidden represen-
tations to capture details of their respective modality.

4 Evaluation results

The study aimed to investigate the specific contribution of
different types of information in detecting sarcasm. A num-
ber of experiments were conducted to assess the effectiveness
of each type of information, as well as different combinations
of these types. To overcome the problem of over fitting dur-
ing training, a information expansion method was proposed.
Fivefold cross-validation on the dataset was conducted and
used the average of the results to evaluate the classifier. The
information expansion method was only applied to the train-
ing data during each fold.

4.1 Dataset details

TedX Dataset is used for model training and testing and con-
tains 10,000 + video clips extracted from YouTube using the
search term “TED talks”. These videos are nothing but the
speaker’s upper body with a maximum of 384 pixel height.
The static videos are eliminated where the speaker was not
delivering any presentation.

The GIF Reply dataset (https://github.com/xingyaoww/
gif-reply/) that has been made available includes a total of
1,562,701 instances of real conversations on Twitter that
involve both text and GIFs. Throughout these conversations,
atotal of 115,586 distinct GIFs were used. Additionally, cer-
tain metadata is included with some of the GIFs, such as
OCR-derived text, annotated tags, and object names.

4.2 Information expansion for image quality

Proposed Information Expansion methods include:

Use super pixels to improve the picture quality.

Apply a blur effect using Gaussian, mean, or median filter.
Sharpen the image to make it clearer.

Add an emboss effect to create a 3D illusion on the image.
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e Detect edges in the original image, assign them a value of
0 or 255, and superimpose them on the original image.

e Add Gaussian noise to the image to introduce randomness.

e Set a certain percentage of pixels to black or replace them
with black squares.

e Invert the intensity of some pixels with a probability of
5%.

e Randomly add or subtract a number between — 10 and 10
to each pixel in the image.

e Multiply each pixel in the image by a random number
between 0.5 and 1.5.

e Adjust the contrast of the entire image by halving or dou-
bling it.

e Distort the local area of the image to create interesting
effects.

e Move the pixels around to create a sense of motion or
fluidity in the image.

4.3 Experimental setup

The proposed SarcasNet-99 model is tested against the exist-
ing state-of-the-art techniques such as AlexNet, DenseNet,
SqueezeNet and ResNet. The taxonomy of each of the algo-
rithms is discussed as follows:

1. AlexNet:

AlexNet is a seminal deep convolutional neural network
(CNN) architecture. It played a crucial role in populariz-
ing deep learning for computer vision tasks. The network
consists of five convolutional layers followed by three fully
connected layers. It introduced novel features such as rec-
tified linear units (ReLU) for activation and local response
normalization (LRIN) for normalization. AlexNet’s architec-
ture is defined by the following formula:

e Convolutional Layer: Conv(filter size, number of filters,
stride, padding)

ReLLU Activation: ReLU()

Max Pooling Layer: MaxPool(pool size, stride)

Fully Connected Layer: Dense(number of units)

Softmax Activation: Softmax()

2. DenseNet:

DenseNet is a densely connected convolutional network
architecture that addresses the vanishing gradient problem.
It introduces skip connections between all layers, enabling
each layer to directly access the feature maps of preceding
layers. This dense connectivity enhances information flow

and encourages feature reuse. DenseNet’s formula is as fol-
lows:

e Dense Block:
ReLU(]*N

e Transition Layer: [Conv(filter size, number of filters),
ReLU(), AvgPool(pool size, stride)]

[Conv(filter size, number of filters),

3. SqueezeNet:

SqueezeNet is a compact CNN architecture designed to
reduce model size while maintaining accuracy. It achieves
this by employing 1 x 1 pointwise convolutions to reduce the
number of input channels and expand them back to capture
complex patterns. SqueezeNet also incorporates fire modules
consisting of squeeze and expand layers. The formula for
SqueezeNet is as follows:

Fire Module: [Conv(l x 1, squeeze filters), ReLU(),
Conv(1 x 1, expand filters), ReLU()]

Skip Connection: Concatenate()

Convolution Layer: Conv(filter size, number of filters)

e ReLU Activation: ReLU()

4. ResNet:

ResNet (short for Residual Network) is a groundbreak-
ing CNN architecture that introduces residual connections
to alleviate the vanishing gradient problem. Residual con-
nections enable the network to learn residual mappings by
directly propagating the original input to subsequent layers.
This architecture facilitates the training of extremely deep
networks. The formula for ResNet is as follows:

e Residual Block: [Conv(filter size, number of filters),
BatchNorm(), ReLU(), Conv(filter size, number of filters),
BatchNorm()] + Skip Connection

e Shortcut Connection: Addition or Concatenate()

e ReLU Activation: ReLU()

The metrics used for comparison are the activation func-
tions that play a very important role in the performance of
any neural network. The activation function used here are
Sigmoid, Tanh, ReLU and LeakyReLU. The taxonomy for
the sane is given below.

Activation functions are essential components of neu-
ral networks that introduce nonlinearity, allowing models to
learn complex patterns and make accurate predictions. Here
are brief explanations of four popular activation functions
along with their formulas:
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Table 2 Performance of

proposed SarcasNet algorithm SL. No Method Sigmoid Tanh ReLU LeakyReLU
with TedX dataset

1 AlexNet 78.12 76.2 80.15 83.20

2 DenseNet 54.11 59.23 83.45 78.50

3 SqueezeNet 83.12 74.48 83.50 79.25

4 ResNet 87.45 92.30 94.84 87.66

5 Proposed SarcasNet-99 91.60 91.23 93.45 98.45
Table 3 Performance of
proposed SarcasNet algorithm SI. No Method Sigmoid Tanh ReLU LeakyReLU
with GIF reply dataset

1 AlexNet 74.12 74.54 90.15 78.11

2 DenseNet 65.12 56.89 88.76 54.13

3 SqueezeNet 77.34 69.11 79.50 68.54

4 ResNet 82.13 84.54 89.56 85.39

5 Proposed SarcasNet-99 89.38 92.58 96.25 99.56

1. Sigmoid: The sigmoid function is a smooth, S-shaped
curve that squashes the input into the range (0, 1). It
is commonly used in binary classification tasks where
the output represents the probability of belonging to a
particular class. The formula for the sigmoid activation
function is shown in Eq. (11):

ox) =1/ +exp(—x)) (11

2. Tanh: The hyperbolic tangent (tank) function is similar
to the sigmoid function but maps the input to the range
(— 1, 1). Itis symmetric around the origin and introduces
negative values. The tanh function is effective in captur-
ing both positive and negative relationships in the data.
The formula for the tanh activation function is shown in
Eq. (12):

tanh(x) = (exp(x) — exp(—x))/(exp(x) + exp(—x))
(12)

3. ReLU (Rectified Linear Unit): The rectified linear unit
(ReLU) is a popular activation function that has gained
prominence in deep learning. It replaces negative val-
ues with zero, effectively introducing nonlinearity. The
ReLU function is defined as shown in Eq. (11):

ReLU(x) = max(0, x) (13)

4. LeakyReLU: The Leaky ReLU is a variant of the ReLU
function that addresses the issue of "dying" neurons by
allowing small negative values. It introduces a small slope
for negative inputs, which helps alleviate the vanishing
gradient problem. The formula for the LeakyReLU acti-
vation function is as follows:

LeakyReLU (x) = max(ax, x) (14)
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where « is a small positive constant (e.g., 0.01).

Tables 2 and 3 represent the results of different methods
or models on the task sarcasm detection over two dif-
ferent datasets, where each row corresponds to a specific
method/model, and each column represents a different acti-
vation function used in the model. The activation functions
compared in this table are Sigmoid, Tanh, ReLU (Rectified
Linear Unit), and LeakyReL.U (Leaky Rectified Linear Unit).

These results indicate the performance of each model with
different activation functions. The higher the accuracy per-
centage, the better the model’s performance on the given
task. In this case, Proposed SarcasNet-99 achieved the high-
est accuracy overall, particularly when using the LeakyReLU
activation function. The graphical analysis of the same is
given in Figs. 3 and 4.

5 Conclusion and future scope

Sarcasm detection is the ability to identify when someone is
using sarcasm in their speech or writing. It is an important
skill for natural language processing models, as sarcasm can
change the meaning of a sentence entirely. Many approaches
have been proposed, including using contextual informa-
tion and linguistic cues. However, these methods are not
always sufficient in analyzing the underlying sarcasm, as
emotional expressions can change with social circumstances
over time. To address these challenges, a new approach called
"A Smart Video Analytical framework for Sarcasm Detec-
tion using Deep Learning" was introduced. The proposed
methodology had video as its input streamed over real-time
using apache storm distributed framework in Data Collection
module. Later the video feature extraction was done as text,
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Fig. 3 Performance graphs of proposed SarcasNet algorithm with TedX dataset
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Fig.4 Performance graphs of proposed SarcasNet algorithm with GIF Reply dataset

image, and audio using BERT, SarcasNet-99, and Librosa,
respectively. Each modality is addressed individually and
then fused using proposed adaptive early fusion approach.
The final task prediction is done using proposed deep neural
network called “SarcasNet-99” to detect sarcasm in videos.
The proposed model was trained and tested on the TedX and
GIF Reply Datasets with over 10,000 video clips. Com-

pared to existing state-of-the-art techniques, the proposed
model outperformed as one of the best model fit. Hyperpa-
rameter tuning with LeakyReLLU suppression improved the
precision and F1 score by 10%, resulting in a final accuracy
of 99.005%.
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