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Abstract
Image dehazing is an important computer vision task that aims to restore clear images from blurry, hazy images. Most of the
existing deep learning dehazing methods are result-oriented, ignoring the intermediate steps and it is also difficult to deploy
cumbersome deep models on devices with limited resources. In addition, the attention mechanisms based on convolution
kernels within a fixed window size cannot provide additional flexibility for mapping from hazy images to clear images.
This work presents a novel knowledge distillation method that guides the intermediate process of dehazing to improve the
performance of image dehazing networks. Specifically, we train a teacher network on clear images, which can learn useful
features from clear images (ground truth), and then we select the deep layers of the network, i.e., the decoding process, to
transfer these features to a lightweight student network. Moreover, we design a muti-perception attention module and apply
a heterogeneous design to this module for the teacher network and the student network to extract multiscale and multilevel
features of hazy images, thus enhancing the expressive ability of the student network. We conduct experiments on several
public image dehazing datasets, and the results show that ourmethod achieves a good trade-off between reducing the parameter
size and maintaining a high-quality dehazing effect compared with other algorithms.

Keywords Attention · Image dehazing · Knowledge guidance · Muti-perception

1 Introduction

Image dehazing is a fundamental task in computer vision
and image processing that aims to recover the underlying
clear image from a hazy image corrupted by atmospheric
scattering. It has important practical applications in outdoor
surveillance, autonomous driving, and remote sensing,where
the visibility of the image is often impaired by haze or mist.
However, image dehazing is a challenging problem due to the
complex physical models underlying haze formation, which
makes the problem ill-posed and nonlinear.

Tomodel the physical process of haze formation, the atmo-
spheric scattering model (ASM) was proposed [1, 2]. The
ASM assumes that the observed hazy image is a linear com-
bination of a clear image and atmospheric light attenuated by
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the scattering medium. This can be represented mathemati-
cally as:

I (x) � J (x)t(x) + A(1 − t(x)) (1)

where I (x) is the observed hazy image, J (x) is the clear
image, t(x) is the transmission map, A is the atmospheric
light, and x is the pixel coordinate.

Early dehazing methods focused on handcrafted prior-
based methods such as the dark channel prior (DCP) [3],
haze-line prior (HLP) [4] and color attenuation prior (CAP)
[6]. The DCP utilizes prior knowledge to estimate t(x) and
A to obtain J (x). However, these methods suffer from lim-
itations such as oversimplification of the physical models.
Therefore, these prior-based physical models do not perform
well on real-world images. In addition, there are also some
methods based on image fusion, such as AMEF [29], but they
face problems with unsatisfactory dehazing effects.

Recently, deep learning-based methods have shown
promising results in image dehazing by learning the under-
lying mapping between hazy and clear images. [7–9, 30, 31,
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36–38] are some of the most representative deep learning-
based methods. These methods use convolutional neural
networks (CNNs) to learn the complex nonlinear mapping
between hazy and clear images. Alternatively, they esti-
mate the unknown variables in the atmospheric scattering
model through the network, indirectly obtaining dehazed
images. Other recent works have also explored various
techniques for improving image dehazing, such as using gen-
erative adversarial networks (GANs) [16] and contrastive
loss [24]. Although end-to-end deep learning-based methods
have achieved great success, they mainly focus on the map-
ping between the input hazy image and the output haze-free
image, without much consideration of the intermediate steps
involved in the dehazing process. At the same time, there are
difficulties in obtaining paired hazy and clear images, and the
information of clear images is not fully explored. In addition,
attentionmechanisms designed only based on fixed-size con-
volutional kernels and single perception cannot endow the
network with more flexibility, so they are unfavorable for
learning the mapping from hazy images to clear images.

At the same time, as models become more cumbersome
and complex, it is difficult to deploy these deep models on
devices with limited resources. Knowledge distillation can
effectively learn a small student model from a large teacher
model, which provides the possibility of deploying these
models on resource-limited devices such as mobile phones
and embedded devices. According to the survey [39], the
learning of student networks in knowledge distillation is
influenced by three key factors: knowledge types, distilla-
tion strategies and teacher-student architectures. Knowledge
types refer to the different kinds of information that the
teacher model can provide to the student model, which
can be categorized into response-based knowledge, feature-
based knowledge and relation-based knowledge. Distillation
strategies can be categorized into offline distillation, online
distillation, and self-distillation, basedonwhether the teacher
model and the studentmodel are updated simultaneously. The
teacher-student structure serves as the fundamental frame-
work for knowledge distillation, playing a crucial role in
the acquisition and transfer of knowledge. The selection or
design of suitable teacher-student structures remains an area
that requires further exploration.

Knowledge distillation was formally proposed by Hinton
et al. [20] and has since been progressively applied to diverse
domains, including image classification [40], face recogni-
tion [41], object detection [42], and even image dehazing
[43–47]. Regarding image dehazing, [43] employs knowl-
edge distillation to transfer knowledge from a pre-trained
dehazing network (RefineDNet) to an unsupervised learn-
ing branch, resulting in an enhanced dehazing effect. [44]
proposed a single image dehazing network that combines
physical model and self-distillation, effectively utilizing the
advantages of model-based and model-free methods. [45]

utilizes transmission map information to guide the image
transformation process and leverages features extracted from
the transformed clear images to aid in transmission map
estimation. [46] proposed an online knowledge distilla-
tion network (OKDNet) for single image dehazing, which
combines the advantages of model-based and model-free
dehazing methods through online knowledge distillation,
achieving excellent dehazing effect. [47] proposed an image
dehazing network based onmultiple priors and offline knowl-
edge distillation, namely dark channel prior and non-local
dehazing prior, to guide the learning and optimization of
dehazing network.

Based on the above analysis, we propose a knowledge-
guided muti-perception attention network (KMAN) for
image dehazing. Overall, we employ an autoencoder-like
structure, combining network deconvolution (ND) and shal-
low and deep feature fusion (SDF) modules to form the basic
architecture of the network [22]. By incorporating the con-
cept of knowledge distillation, we not only focus on the
output results of the network but also use the teacher network
to provide guidance information for the image decoding pro-
cess of the student network. To give the networkmore flexible
adjustment abilities, we design a muti-perception attention
mechanism. We also use perceptual loss and contrastive loss
as regularization terms, which constrain the training process
inmultiple respects and enhance the robustness of themodel.

In summary, our contributions are as follows:

(1) We propose a knowledge-guided muti-perception atten-
tion network for image dehazing. We train a teacher
network that learns from clear images to guide the
decoding process of the student network, leveraging the
strong prior knowledge of the teacher network to help
gradually restore hazy images to haze-free images.

(2) We employ a muti-perception attention (MPA) module
that fuses information fromdifferent receptive fields and
combines channel-level global and local information.
Through adaptive learning,MPA assigns higher weights
to more important features.

(3) Our method (KMAN) provides a new paradigm for
designing teacher-student network architectures for
image dehazing, while achieving a good trade-off
between reducing the parameter size and maintain-
ing high-quality dehazing results, which may provide
satisfactory performance on platforms with limited
computing resources (such as mobile devices).

2 Related work

In this section, we review related work focusing on two
main topics: attention mechanisms (channel, spatial) and
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their application in image dehazing, and knowledge distil-
lation and its application in image dehazing.

2.1 Attentionmechanism

The attention mechanism is a method that strongly focuses
on certain features while ignoring other irrelevant features
in deep learning models. In recent years, attention mecha-
nisms have achieved significant results in computer vision
tasks. They are mainly divided into channel attention, spa-
tial attention, and self-attention [17] mechanisms. We will
introduce two types of attention here: channel attention and
spatial attention.

Channel Attention Channel attention mainly focuses on
learning the correlation between different channels. Hu et al.
proposed a channel attention module called SENet [18],
which improves the model performance by learning the
dependency between channels.

Spatial Attention The spatial attention mechanism empha-
sizes the importance of local features in images. Wang et al.
proposed a spatial attention module called a nonlocal neural
network [19], which can capture long-distance dependencies
in images.

Attention-based methods aim to selectively attend to the
most informative regions of the input hazy image to guide the
dehazing process. Zhang et al. proposed a densely connected
pyramid dehazing network (DCPDN) [9], which incorpo-
rates a multiscale and multilevel perceptual attention module
to extract and fuse multiscale and multilevel features of hazy
images. SADnet [13] combines channel attention, spatial
attention, and self-attention to propose a channel-spatial self-
attention (CSSA)mechanism.MSAFF-Net [14] uses channel
attention and spatial attention of different scales to achieve
feature fusion, while MARG-UNet [15] combines channel
attention and pixel attention to propose a multimodal atten-
tion residual group (MARG) as one of the basic modules
of the UNet structure to complete the dehazing task. These
methods have achieved good results in their applications.

Various attention mechanisms endow the feature map
adjustment with more flexibility. Image dehazing, due to the
complexity of the scene, is still a very challenging problem.
To improve the flexibility and perceptual ability of the pixel
adjustment process taking hazy images to clear images, we
propose a multi-perception attention module, which is used
for learning the mapping from the latent features of hazy
images to the latent features of clear images at the bottleneck
of the network.

2.2 Knowledge distillation

Knowledge distillation is a method of training a small model
to mimic the performance of a large model. It trains a small

model (called a studentmodel) by transferring the knowledge
of a large model (called a teacher model) [20]. Knowledge
distillation has achieved success in many computer vision
tasks, such as image classification and object detection [21].

In recent years, the common dehazing algorithms based
on knowledge distillation are mainly divided into two cat-
egories, one is online distillation and the other is offline
distillation. Self-parameter distillation [11] can be regarded
as a special form of online distillation, where the teacher net-
work and the student network are the same network. It first
uses haze-free images to train the network and extract scene
content features. Then, it uses hazy images to continue train-
ing the network, using the previously learned scene content
information to remove the haze. In the trainingprocess, it uses
a parameter interpolationmethod to perform self-distillation.
The other category is the offline distillation method, such as
[10, 12],which trains a teacher networkwith clear images and
aligns the features at the bottleneck of the teacher network
and the student network when training the dehazing student
network. Whether self-parameter distillation or alignment of
features at the bottleneck is used, these methods lack suffi-
cient guidance for the image decoding process near the output
layer.

In our method, the student and teacher networks are
designed heterogeneously, where the more complex teacher
network learns the mapping between clear images and pro-
vides hierarchical guidance for the student network in the
decoding process to obtain the dehaze image. The feature
information at different levels of the clear image will provide
key information guidance in the process of reconstructing the
dehazed image in the student network, which enables the stu-
dent network to gradually produce the restored image with
the teacher’s guidance rather than directly producing it, and
more easily restore the clear dehazed image.

3 Method

3.1 Architecture

In this section, we primarily introduce the overall structure of
the network and several key components, including knowl-
edge guidance, two designs for the muti-perception module,
and the loss function.

Knowledge Guidance If a network can effectively recon-
struct clear images, we consider it to have learned the
information and structure of clear images, and it can provide
guidance to the dehazing network by transferring its learned
prior knowledge and feature representations. Based on this,
we design a dual-network dehazing structure, both networks
of which use a pyramid encoding–decoding framework [22],
as shown in Fig. 1. First, we train a teacher network using
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Fig. 1 The network architecture of the proposed KMAN

Fig. 2 The structure of the SDF module, where α is a learnable parameter

clear images to assist the dehazing network in achieving bet-
ter haze removal. Then, we train a dehazing student network
that is guided step-by-step by the teacher network during the
decoding process to obtain clear images. Specifically, we use
the pyramid encoder–decoder structure with the shallow and
deep feature fusion (SDF) module (as shown in Fig. 2) [22]
and the network deconvolution (ND) module [5] as the basic
framework of the network. At the bottleneck of the network,
we design a muti-perception attention module as a funda-
mental component for mapping between the latent space

representations of hazy and clear images. In terms of the loss
function, in addition to the knowledge-guided regularization
loss, the student network adds a contrastive learning regu-
larization loss. The two networks also have different specific
tasks: the input of the teacher network is clear images, and
the focus is on providing knowledge guidance for the haze
removal network; the input of the student network is hazy
images, and the focus is on haze removal tasks.

Muti-perception AttentionModuleHaze in an image leads
to decreased visibility and loss of details. To adapt to the
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complexity of image dehazing scenarios, it is necessary to
effectively capture and utilize information from different
levels and scales of the image. Therefore, we propose the
muti-perception module, which utilizes dilated convolutions
to capture information from different receptive fields. Addi-
tionally, it employs channel wise average pooling and max
pooling to capture global and local information, respectively.
This enables the algorithm to better understand the structure
and content of the scene, thereby improving the dehazing
results.

The MPA modules in the two networks have slightly dif-
ferent structures, with the muti-perception attention module
in the student network (MPA-S) being lighter than the muti-
perception attentionmodule in the teacher network (MPA-T).
This design choice results in a more lightweight model.
The structure of the muti-perception attention module in the
teacher network is illustrated in Fig. 3a. First, the features
undergo parallel 1 × 1 convolutional transformations. Then,
they pass through the muti-perception module and the chan-
nel attention module, and the results are multiplied together
to obtain the final attention weights, att t . These weights
are used to attentively weight the original features xt of the
teacher network, producing the final output ytmpa . The entire
process is depicted in Eqs. (2) and (3).

att t � mp
(
conv1∗1

(
xt

)) ∗ ca
(
conv1∗1

(
xt

))
(2)

ytmpa � xt ∗ att t (3)

mp( ∗ ) and ca( ∗ ) in the equation correspond to the muti-
perception module and channel attention module shown in
Fig. 3. The structure of the muti-perception attention module
in the student network is illustrated in Fig. 3b. First, the fea-
tures undergo a 1 × 1 convolutional transformation. Then,
they pass through the muti-perception module, resulting in
the final attention weights, atts . These weights are used to
attentively weight the original features xs of the student net-
work after a 1 × 1 convolutional transformation, producing
the final output ysmpa . The entire process is depicted in Eqs.
(4) and (5).

atts � mp
(
conv1∗1

(
xs

))
(4)

ysmpa � conv1∗1
(
xs

) ∗ atts (5)

The main difference between these two MPA modules
is that the MPA module in the student network (MPA-S)
does not employ channel attention as in the teacher network
(MPA-T), whichmakes the attentionweighting processmore
concise. This simplifies our network structure to some extent.

3.2 Loss function

The loss function consists of four components: the recon-
struction loss Lrec, perceptual loss L perc, contrastive loss
Lcontrast , and knowledge-guided loss Lkg , as shown in
Eq. (6).

Ltotal � Lrec + αL perc + βLcontrast + γ Lkg (6)

Reconstruction Loss We use L1 loss as the training loss
function, as shown in Eq. (7). In the task of image dehaz-
ing, we aim to preserve more details and texture information
in the image, avoiding color and texture distortion. Gener-
ally, compared to L2 loss, L1 loss has a lower sensitivity
to outliers, making it more effective in preserving image
details, including texture and color information. Moreover,
[32] demonstrated that training with L1 loss achieves bet-
ter performance in terms of the PSNR and SSIM metrics in
many image restoration tasks.

Lrec � |y − D(I )|1 (7)

y represents the ground truth, I is the hazy image input to
the network, and D( ∗ ) represents the dehazing network.

Perceptual loss To obtain network outputs that are similar in
style to the ground truth, we should not only focus on pixel
differences between the network outputs and the ground truth
but also take into account the differences in features and styles
between them. Therefore, we introduce perceptual loss [23]
as a regularization term in the image dehazing task tomeasure
the similarity between the dehazed results and the real image
features, as shown in Eq. (8).

L perc � 1

C j HjW j

∥∥ϕ j
(
ŷ
) − ϕ j (y)

∥∥2
2 (8)

ŷ represents the network’s output dehazed image, y rep-
resents the ground truth, ϕ is a pretrained network (VGG16),
and the subscript j denotes the j-th layer of the network, with
the corresponding feature shape of C j × Hj × Wj .

Contrastive Loss From contrastive learning, we can regard
the hazy images as negative samples and the clear images
as positive samples. To make the network output close to
the positive samples and far from the negative samples, [24]
proposed a contrastive regularizationmethod, which uses the
VGG network to extract deep features from the network out-
put, hazy images, and corresponding clear images, as shown
in Eq. (9). We introduce contrastive loss Lcontrast to the
dehazing task as one of the regularization terms in the loss
function, further enhancing the robustness of the model.
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Fig. 3 Muti-perception attention module

Lcontrast �
n∑

i�1

ωi · Dis(ϕi (J ), ϕi (D(I )))

Dis(ϕi (I ), ϕi (D(I )))
(9)

ϕi , i � 1, 2, 3, . . . , n, are the hidden layer features
extracted by a fixed pretrained model ϕ for the i-th layer,
and ωi are the corresponding coefficients. Dis(a, b) com-
putes the L1 loss between features a and b.

Knowledge-Guided Loss If we regard the image reconstruc-
tion as an encoding–decoding process, most deep learning-
based dehazingmethods only use the clear image itself as the
ground truth for the loss function design. To provide guid-
ance for the dehazing process, we trained an autoencoder
network with clear images as a teacher network to provide
guidance at the feature level of the clear image decoder.
Specifically, when we train the dehazing student network
with paired haze and clear images, we also input the clear
images into the pre-trained teacher network, then, use the
knowledge-guided regularization term to reduce the distance
between the decoder features of the student network and the
teacher network. In addition, we give a weight coefficient
to each level of features to further increase the flexibility of
guidance, as shown in Eq. (10).

Lkg � α1
∣∣Tmpa − Smpa

∣∣
1 + α2

∣∣Tup1/2 − Sup1/2
∣∣
1

+ α3
∣∣Tup1 − Sup1

∣∣
1 (10)

In this equation, the subscriptsmpa, up1/2, and up1 rep-
resent features of the last muti-perception attention module,
the first and second upsampling modules, which upsample
the features to half and full of the input size respectively. α1,
α2 and α3 are the corresponding coefficients.

4 Experiment

In this section, we describe the experiments conducted to
evaluate our proposedmethod.We first introduce the datasets
used in the experiments, including the division of the train-
ing and testing sets. Then, we describe the experimental
setup, including the training environment and configuration
of the training parameters. We compare our experimental
results with the results produced by currently popular meth-
ods, including both qualitative and quantitative comparisons,
and we compare the parameter count of our deep learning
method. Finally, we conduct ablation experiments to demon-
strate the effectiveness of each module in the network.
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4.1 Datasets

We utilize following datasets, namely, NYU [26], RESIDE-
SOTS [25], I-haze/O-haze [34, 35], NH-haze [27, 28] and
Dense-haze [33], to train our model.

We tested the performance of different algorithms on the
following synthetic hazy image datasets: The NYU dataset
contains 1449 pairs of hazy and clear images, of which 1159
randomly selected pairs are used for training, and the remain-
ing 290 pairs are used for testing. For the SOTS dataset,
the outdoor set consists of 500 paired images, of which 450
pairs are randomly selected for training and the remaining
50 pairs for testing. Additionally, we use 500 clear images
from SOTS-outdoor to train our teacher network. The indoor
set also contains 500 paired images, with 450 pairs used for
training and the remaining 50 pairs for testing.

To test the performance of different algorithms on real
hazy images, we evaluated them on the following real hazy
image datasets: I-HAZE/O-HAZE, which contain images
with homogeneous haze; NH-HAZE, which contains images
with nonhomogeneous haze; Dense-HAZE, which contains
imageswith dense haze; andRESIDE-HSTS,which contains
unpaired real hazy images.We combined 30 pairs of hazy and
haze-free images from the I-HAZE dataset and 45 pairs of
hazy and clear images from the O-HAZE dataset, obtaining
a total of 75 pairs of images. We randomly selected 60 pairs
for training and 15 pairs for testing. The NH-HAZE dataset
comprises 55 pairs of real nonhomogeneous hazy and haze-
free images. We randomly selected 44 pairs for training and
11 pairs for testing. The Dense-HAZE dataset comprises 55
pairs of real dense hazy and haze-free images. We randomly
selected 44 pairs for training and 11 pairs for testing.

4.2 Training

We train our proposed KMAN end-to-end by minimizing the
loss function given in Eq. (6). The input images are resized
to 256 × 256 before being fed into the network. The model
is trained for 100 epochs using an NVIDIA RTX 3090 GPU.
The initial learning rate is set to 0.001, and a cosine annealing
strategy is employed for updates. The regularization coeffi-
cients α, β, and γ are set to 0.1, and the knowledge guidance
coefficients α1, α2, and α3 are set to 0.125, 1, and 1, respec-
tively. The batch size is fixed at 10. All algorithms use the
same test set, and all supervised learning algorithms use the
same training set. In addition, to compare the generalization
abilities of different algorithms on other datasets, we train the
supervised learning algorithms on the SOTS-outdoor dataset
and test them on other datasets.

4.3 Evaluation experiments

We conducted quantitative and qualitative comparisons on
multiple datasets to evaluate the performance of our proposed
image dehazing algorithm in terms of dehazing quality, per-
formance, and parameter count. We used PSNR and SSIM
as standard quantitative evaluation metrics and compared the
parameter count of our algorithm with those of other deep
learning methods. Moreover, our method exhibited signifi-
cant advantages in visual effects, indicating its capability to
remove haze while preserving more image details.

To fully test the dehazing abilities of different algorithms,
we designed the following experiments. First, we split each
dataset into training and testing sets and evaluated the perfor-
mance of each algorithmon each testing set. Then,we trained
all the supervised learning algorithms on the SOTS-outdoor
dataset and tested them on the other datasets. The results are
shown in Tables 1 and 2.

According to Table 1, our algorithm achieves state-of-the-
art results onmost of the artificially synthesized image dehaz-
ing datasets and the real-world image dehazing datasets. This
indicates that our algorithm is better suited to handling rel-
atively complex scenes, exhibiting favorable performance
on real hazy images with varying levels of homogeneous,
nonhomogeneous, and heavy haze. From Table 2, our algo-
rithm demonstrates superior generalization performance on
both the artificially synthesized dataset and the datasets with
homogeneous and nonhomogeneous haze concentrations.
Considering the results from Tables 1 and 2, we hypothesize
that the difficulty in generalizing our algorithm to dense haze
scenarios stems from the training on artificially synthesized
hazy images with homogeneous concentrations in the SOTS-
outdoor dataset. Furthermore, we compared the parameter
counts of different algorithms. The results show that our algo-
rithm has a parameter count of 1.51 million, which, although
not the lowest, strikes a good balance between performance
and parameter count. Compared to other algorithms, our
method achieves better dehazing effects and visual percep-
tion while maintaining fewer parameters.

The dehazing results on paired image dehazing datasets
are illustrated in Fig. 4. The dehazing results of our algo-
rithm exhibit superior performance in terms of texture clarity
and haze removal. The algorithm does not produce signifi-
cant texture damage or color distortion, and it performs well
in scenes with homogeneous, nonhomogeneous, and high-
density haze in real-world scenarios.

In addition to comparing the performance on datasets, we
further demonstrate the superiority of our method in terms
of generalization on real-world hazy images. As shown in
Figs. 5 and 6, we selected unpaired real hazy images from
RESIDE-HSTS and several unpaired real-world hazy images
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Table 1 Quantitative comparison results on different datasets

Method SOTS-outdoor SOTS-indoor NYU I-haze/O-haze NH-haze Dense-haze Param

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

DCP [5] 19.97 0.903 21.04 0.860 14.87 0.756 15.90 0.713 12.81 0.474 12.42 0.414 –

AOD [7] 22.31 0.882 19.93 0.833 13.75 0.624 17.86 0.714 14.51 0.504 12.82 0.383 0.002 M

AMEF
[29]

20.01 0.890 18.24 0.799 13.32 0.718 17.99 0.792 13.39 0.542 13.30 0.399 –

CAP [6] 23.57 0.939 19.97 0.843 13.16 0.717 17.32 0.779 12.38 0.510 12.33 0.446 –

RefineDNet
[31]

24.79 0.901 28.37 0.885 16.99 0.740 18.46 0.740 13.27 0.489 13.44 0.425 65.80 M

KTDN 23.83 0.795 29.94 0.896 23.95 0.830 20.75 0.648 17.83 0.424 15.68 0.428 49.35 M

T-Net 25.91 0.954 27.56 0.943 22.62 0.871 21.47 0.860 17.73 0.721 14.61 0.537 2.55 M

PAN [22] 27.29 0.960 23.92 0.902 19.29 0.830 20.96 0.860 16.85 0.690 14.74 0.529 3.18 M

Ours 28.37 0.964 34.41 0.971 23.82 0.899 21.55 0.862 18.45 0.718 15.30 0.551 1.51 M

Bold indicates the highest indicators

Table 2 The results of using SOTS-outdoor as the training set

Method SOTS-outdoor SOTS-indoor NYU I-haze/O-haze NH-haze Dense-haze Param

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

AOD 22.53 0.879 17.40 0.788 11.07 0.637 15.75 0.648 12.26 0.434 11.96 0.384 0.002 M

RefineDNet 24.95 0.901 19.09 0.790 12.86 0.674 16.38 0.717 12.62 0.486 12.37 0.446 65.80 M

KTDN 26.66 0.836 18.09 0.725 11.81 0.607 16.26 0.597 12.31 0.363 11.45 0.346 49.35 M

T-Net 25.54 0.945 17.32 0.820 10.47 0.657 16.19 0.707 12.33 0.476 11.92 0.372 2.55 M

PAN 27.51 0.957 19.06 0.843 11.16 0.661 15.96 0.711 12.17 0.487 12.05 0.375 3.18 M

Ours 30.18 0.972 19.74 0.856 11.87 0.683 16.07 0.724 16.34 0.501 10.60 0.353 1.51 M

Bold indicates the highest indicators

as test samples. The results show that our algorithm is bet-
ter able to restore image details, colors, and contrast while
effectively removing haze.

Based on the comprehensive results of our experiments,
our algorithm demonstrates outstanding performance in
various respects, including superior dehazing effects, per-
formance, and visual perception.

4.4 Ablation experiments

Our image dehazing algorithm consists of a muti-perception
attention module and a knowledge guidance mechanism pro-
vided by a teacher network for the decoding process. To
validate the impacts of these two modules on the algo-
rithm’s performance, we conducted ablation experiments on
the muti-perception attention module and the teacher net-
work, as shown in Table 3.

Backbone We removed both the muti-perception attention
module and the knowledge guidance mechanism and used
the remaining modules as the backbone network for image

dehazing. The experiments were conducted on the SOTS-
outdoor dataset, with PSNR and SSIM used as evaluation
metrics. The results showed a significant performance drop
compared to our complete algorithm. The PSNR decreased
from 28.37 to 27.57, and the SSIM decreased from 0.964 to
0.961. This indicates that the muti-perception attention mod-
ule and the teacher network play a crucial role in improving
the performance of image dehazing.

Backbone + KG In the ablation experiment on the muti-
perception attention module, we removed the module from
our algorithmwhile retaining the knowledge guidancemech-
anism for image dehazing. Similarly, experiments were con-
ducted on the SOTS-outdoor dataset, with PSNR and SSIM
used as evaluation metrics. The results showed a noticeable
performance drop after removing the muti-perception atten-
tion module. The PSNR decreased from 28.37 to 27.75, and
the SSIM decreased from 0.964 to 0.963. This demonstrates
the crucial role of the muti-perception attention module in
improving the performance of image dehazing.
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(a) Input (b) DCP (c) AOD (d) AMEF (e) CAP

(f)RefineDNet (g) KTDN (h) T-Net (i) PAN (j) Ours (k) GT

Fig. 4 Qualitative comparison on different datasets. From the first row to the sixth row, they correspond to the images from the datasets NYU,
RESIDE-SOTS, I-haze/O-haze, NH-haze and Dense-haze respectively
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(a) Input (b) DCP (c) AOD (d) AMEF (e) CAP

(f)RefineDNet (g) KTDN (h) T-Net (i) PAN (j) Ours

Fig. 5 Qualitative comparison on HSTS real-world images

Backbone + MPA In the ablation experiment on the knowl-
edge guidance loss, we removed the teacher network module
while retaining the muti-perception attention module for
image dehazing. Again, experiments were conducted on the
SOTS-outdoor dataset, with PSNR and SSIM used as the
evaluation metrics. The results showed a slight performance
drop after removing the teacher network module. The PSNR
decreased from 28.37 to 28.15. This indicates that the teacher
network module plays an important role in providing knowl-
edge guidance for the decoding process, helping the decoder
module to better restore the original image.

Loss Function We tested and recorded the values of PSNR
and SSIM during the training process of 100 epochs on the
SOTS-outdoor dataset. The results are shown in Fig. 7, which
shows that the performance of the model gradually improves
as we gradually add regularization terms to the loss function.

In addition, to further demonstrate the effectiveness of the
modules and methods we propose, we conducted a qualita-
tive analysis of the results on real-world images, as shown
in Fig. 8. It can be seen that both the MPA module and

knowledge guidance significantly improve the haze removal
performance of the images, and they can adapt to different
complex scenes.

In summary, we can conclude that both the muti-
perception attention module and the teacher network module
are key components in our algorithm, and their combination
is crucial for improving the performance of image dehazing.
The muti-perception attention module helps the algorithm
better focus on useful information and features in the image
while adapting to different scenes and haze densities. The
teacher network module provides valuable knowledge guid-
ance for the decoding process, aiding the algorithm in better
restoring the original image.

5 Conclusion

In this paper, we propose a knowledge-guided muti-
perception attention network (KMAN) for image dehazing.
We conducted experiments on multiple datasets to evaluate
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(a) Input (b) DCP (c) AOD (d) AMEF (e) CAP

(f) RefineDNet (g) KTDN (h) T-Net (i) PAN (j) Ours

Fig. 6 Qualitative comparison on real-world images

Table 3 Ablation results
Backbone Backbone + KG Backbone + MPA Backbone + MPA + KG(ours)

PSNR 27.57 27.75 28.15 28.37

SSIM 0.961 0.963 0.965 0.964

(a) (b)

Fig. 7 Ablation experiment results for the loss function. a and b are the
values of PSNR and SSIM in 100 epochs: “psnr0” and “ssim0” corre-
spond to the results of retaining only the L1 loss, “psnr1” and “ssim1”
correspond to adding perceptual loss on the basis of L1 loss, “psnr2”

and “ssim2" correspond to adding perceptual loss and contrastive loss
on the basis of L1 loss, and “psnr3” and “ssim3” correspond to adding
perceptual loss, contrastive loss and knowledge-guided loss on the basis
of L1
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(a) Input (b) Backbone (c) Backbone+KG (d) Backbone+MPA (e) Ours

Fig. 8 The results of ablation experiments on real images

the performance of our proposed algorithm in terms of the
dehazing effect, performance, and parameter size. The results
show that our algorithm performswell in all respects, achiev-
ing a good balance between performance and parameter size
while outperforming other deep learningmethods in terms of
average PSNR and SSIM scores and visual effects. Further-
more, our algorithmperformsparticularlywell in challenging
scenes and images, demonstrating its generalization ability
on real-world hazy images. In the future, we plan to further
optimize our algorithm and continue to explore more effec-
tive algorithms for image restoration tasks.
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