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Abstract
In image processing, computer vision algorithms are applied to regions bounded by closed contours. These contours are
often irregular, poorly defined, and contain holes or unavailable areas inside. A common problem in computational geometry
includes finding the k-sided polygon (k-gon) of maximum area or maximum perimeter inscribed within a contour. This paper
presents a generic method to obtain user-defined polygons within a region. Users can specify the number k of sides of the
polygon to obtain. Additionally, users can also decidewhether the calculated polygon should be the largest in area or perimeter.
This algorithm produces a polygon or set of polygons that can be used to segment an image, allowing only relevant areas to
be processed. In a real-world application, the validity and versatility of the proposed method are demonstrated. In addition,
the source code developed in Java and Python is available in a GitHub repository so that researchers can use it freely.

Keywords k-Gon · Closed contour · Polygon · Holes · Computational geometry

1 Introduction

The definition of regions of interest within images plays an
important role in computer vision.Many computer animation
and simulation, image processing, medical imaging, shape
modeling and analysis, visual analytics, or scientific visual-
ization systems require geometric modeling and processing
to delimit regions of interest. For this purpose, computa-
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tional geometry algorithms are typically the best option to
identify subregions within an image. These computational
geometry algorithms typically have high computational com-
plexity and usually produce straightforward polygons (e.g.,
triangles, rectangles, quadrilaterals) without the real possi-
bility of including constraints specified by the practical needs
demanded by the users. For example, one user might be
interested in obtaining a polygon with the maximum area,
while another might be interested in obtaining a polygon
with the maximum perimeter. Alternatively, one user may
wish to obtain polygons with three sides (triangles), while
another may desire polygons with many more sides (e.g.,
quadrilaterals, pentagons, hexagons, etc.). In addition, many
practical applications are based on obtaining polygons that
are inscribed in a given region of interest. Inmost cases, these
regions of interest are straightforward, and it is atypical to
consider surfaces containing inaccessible areas (i.e., regions
containing one or more holes).

All of these constraints have proven insurmountable to
date in computational geometry applied to computer vision,
because no method has been published that solves the com-
putational problem of obtaining the simple polygon with any
number of sides (k-gon) with maximum area or perimeter
within a region of interest with holes.

This problem can be formulated as follows: given a fixed
number k, compute the simple k-gon with maximum area
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or perimeter contained in any closed contour C (region of
interest) with h-holes. Figure 1 shows the initial problem,
the closed contour C and holes, H1 and H2, the inaccessible
areas.

1.1 Practical applications

Many practical applications are possible for the algorithm
proposed in this paper, including geographic information
system (GIS) [1, 2], robotics [3, 4], medical imaging [5–
7] or agricultural plots [8, 9]. Thus, we downloaded images
from the Ministry of Farming, Fishing and Food of Spain
[10] using the application Visor SigPac v4.8 [11], as shown
in Fig. 2a. The closed contour C was then created (Fig. 2b),
generating a collection of points. Finally, the lattice poly-
gon P (Fig. 2c) that is applied in Algorithm 8 (i.e., the
main algorithm) is built, where there are 3 unavailable zones
(H1, H2, H3) and #(P) = 110. Then,
⎧
⎪⎪⎨

⎪⎪⎩

points = P = P0 − ⋃h
i=1(ı Hi ) = {p1, . . . , p110}

polygon = ∂P0 = {p1, . . . , p42}
holes = ∂H1 ∪ ∂H2 ∪ ∂H3 =

= {p92, . . . , p97} ∪ {p98, . . . , p104} ∪ {p105, . . . , p110}

Using Algorithm 8, we obtain the solutions shown in Fig. 3,
which describes how the area of the simple k-gon increases
when the number of sides increases. In addition, the solution
to obtain the rectangle with maximum area is included to
demonstrate the versatility of the proposed algorithm.

2 Related works

The computation of the maximum area or perimeter within
a region of interest is an important optimization problem for
computational geometry. This calculation is typically per-

Fig. 1 Closed contour C with two holes H1 and H2

formed on convex or simple polygons but without adding
whether it is possible to perform it on a region of interest
(closed contour) with or without holes. In all the reviewed
papers, the longest perimeter (or the largest area) is under-
stood on a closed contour delimited by a finite set of points.

Considering area, several authors have proposed different
solutions to find the polygon with the largest area contained
in a polygon with n vertices and h holes. For triangles, Lee
et al. [12] presented an algorithm to find the largest triangle
that can be inscribed in a polygon with holes but under vari-
ous conditions. If the polygon does not have holes, the best
solutions were reported by Kallus [13] for convex polygons
in O(n) time, andMelissaratos and Souvaine [14] solved the
problem for simple polygons in O(n4) time.

For rectangles, Alt et al. [15] computed the largest area
axis-parallel rectangle in a convex polygon in O(log n) time
andBoland andUrrutia [16] solved the problem inO(n log n)

time for a simple polygon. Daniels et al. [17] added the con-
dition of polygons with holes and solved it in O(n log2 n).
Removing the axis-aligned condition, Kanuer et al. [18]
considered approximation algorithms and proved that the
rectangle with the largest area in a convex polygon could
be computed in O( 1

ε
log 1

ε
log n) time. For simple polygons,

Molano et al. [19] solved the problem in O(n3) time, and if
the initial polygon has holes, Choi et al. [20] showed how
to solve it in O(n3 log n) time. For parallelograms, Jin [21]
developed an algorithm to compute the largest parallelogram
inside a convex polygon in O(n log2 n) time and Molano et
al. [22] solved the same problem in O(n3) time but for simple
polygons. None of these methods can manage holes. Finally,
Keikha et al. [23] and Rote et al. [24] found an algorithm to
compute the quadrilateral of the largest area contained in a
convex polygon in O(n) time, without mentioning whether
it is operates correctly with holes. Table 1 shows the compu-
tational costs of the previous papers.

Two conclusions can be deduced from the literature.
First, there is a large difference in computational cost when
the initial polygon changes from convex to nonconvex.
Second, there are few papers that mention polygons with
holes.

In general, this type of problem can be reduced to a geo-
metric optimization problem in the class of polygon inclusion
problems as follows:

I nc(P,Q, μ): Given P ∈ P , find the μ-largest Q ∈ Q
that is included in P , whereP andQ are families of polygons
and μ is a real function on polygons such that:

∀Q, Q′ ∈ Q, Q′ ⊆ Q ⇒ μ(Q′) ≤ μ(Q)

The ”potato peeling problem” or the problem of finding
the largest convex polygon contained in a simple polygon is
the inclusion problem I nc(Pall ,Pcon, μ), where Pall is the
family of all simple polygons, Pcon denotes the class of all
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Fig. 2 Image extraction for real
practical application

the convex polygons andμ is the real function with respect to
area or perimeter. The problem was introduced by Goodman
[25] and solved by Chang and Yap [26] in O(n7) time under
the area measure and in O(n6) time for the perimeter. Later,
Cabello et al. [27] reported an approximation algorithm in
O(n(log2 n + (1/ε3) log n + 1/ε4)) time.

The goal of this paper is to develop an algorithm that given
a fixed number k, to compute the simple k-gon of amaximum
area or perimeter inscribed in any closed contour with holes.
That is, to solve the inclusion problem I nc(Phole,Pk sim, μ),
where Phole is the family of all polygons with holes and
Pk sim denotes the class of all simple k-gons. Thus, with the
proposed algorithm, the user chooses the k-gon to be shown
(e.g., triangle, quadrilateral, pentagon, hexagon, etc.) and the
type of solution desired maximum area or perimeter. In addi-
tion, we have developed the algorithm in pseudocode and
defined it in 8 subprograms so that any researcher can use
it in future investigations. Additionally, a link to a GitHub
repository with all the source code developed in Java and
Python is included [28].

The algorithm developed in this paper is described in the
following sections. Section 3 introduces the concept of a
lattice polygon with holes, and Sect. 4 describes how to cal-
culate the adjacency matrix associated with that polygon.
Section5 explains how to compute the maximum area or

perimeter simple k-gon inscribed in a lattice polygon with
holes, and Sect. 6 extends the previous section and describes
how to compute the maximum area or perimeter simple k-
gon inscribed in a closed contour with holes. Section7 shows
where the source code can be downloaded. Finally, Sect. 8
presents the conclusions of this paper.

3 Preliminary

We define a lattice polygon as a polygon whose points have
integer coordinates and which has the following properties:

1. It is defined on a regular partition� = �x ×�y of order
r × s formed by r + 1, s + 1 equally spaced points that
satisfy:

�x = {a = x0 < x1 < . . . < xr = b}
�y = {c = y0 < y1 < . . . < ys = d}

where a, b, c, d ∈ Z.
2. We denote GL = {(xi , y j ) : 0 ≤ i ≤ r , 0 ≤ j ≤ s}, the

square grid composed of points of the partition �. We
define partition size, L = |xi+1 − xi | = |y j+1 − y j |, the
length of the side of each square formed by the square
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Fig. 3 Practical application
solutions
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Table 1 Computational cost Reference Polygon k-gon Computational cost

[12] Holes Triangle O(n4)

[13] Convex Triangle O(n)

[14] Simple Triangle O(n4)

[15] Convex Axis-parallel rectangle O(log n)

[16] Simple Axis-parallel rectangle O(n log n)

[17] Holes Axis-parallel rectangle O(n log2 n)

[18] Convex Rectangle O( 1
ε
log 1

ε
log n)

[19] Simple Rectangle O(n3)

[20] Holes Rectangle O(n3 log n)

[21] Convex Parallelogram O(n log2 n)

[22] Simple Parallelogram O(n3)

[23, 24] Convex Quadrilateral O(n)

Proposed algorithm Holes Any O(n5k)

Fig. 4 Construction of the
lattice polygon

grid. In addition, we state that partition �̇ is finer than
partition �, if it is verified that all points of � belong to
�̇. We denote � 	 �̇.

3. The connections between consecutive vertices are not
necessarily established in the eight directions, πk/4, k =
0, . . . , 7.

4. The edges of the polygon do not intersect except at their
vertices.

In Fig. 4 shows how to construct a lattice polygon P from
the initial problem (Fig. 1). First, we define a partition � on
the closed contourC with partition size L (Fig. 4a), extracting
a collection of points (xi , y j ) inside the closed contour. Then,
in (Fig. 4b), we obtain the lattice polygon by joining those
points such that we obtain the largest area polygon contained

in C , and for the holes, the smallest area polygon containing
H1 and H2. The lattice polygon P shown in Fig. 5.

If A(P) denotes the area of P , A(P0) is the area of P0
(the outer lattice polygon) and A(Hi ) is the area of each hole
with 1 ≤ i ≤ h, then:

A(P) = A(P0) −
h∑

i=1

A(Hi )

By Pick’s theorem [29],

A(P) =
(

I + B

2
+ h − 1

)

· L2

where I = I0 −
∑h

i=1
(Ii + Bi ) and B = B0 +

∑h

i=1
Bi

are the number interior (ı P) and boundary (∂P) points of
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Fig. 5 Lattice polygon P with two holes on a regular partition of order
5 × 6 with partition size L

P , I0 and B0 the number interior (ı P0) and boundary (∂P0)
points of P0 and Ii and Bi the number interior (ı Hi ) and
boundary (∂Hi ) points of each hole Hi , 1 ≤ i ≤ h.

Then we decompose the lattice polygon P with h holes as
follows:

{
P = ∂P ∪ ı P = {p1, p2, . . . , pn+o}
Hi = ∂Hi ∪ ı Hi = {qi1, qi2, . . . , qimi+ri }

where if # represents the cardinality of the set, #(∂P) = n,
#(ı P) = o, #(P) = N = n+o 
 λn, λ ∈ N, and #(∂Hi ) =
mi , #(ı Hi ) = ri , #(Hi ) = M = mi + ri 
 μmi , μ ∈ N.
Furthermore, let m = max{m1,m2, . . . ,mh}.

Thus, for Fig. 5:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂P = ∂P0 ∪ ∂H1 ∪ ∂H2 = {p1, . . . , p14, p19, . . . , p22, p23, . . . , p26}
ı P = ı P0 − (H1 ∪ H2) = {p15, p16, p17, p18}

∂H1 = {p19, p20, p21, p22} = {q11 , q12 , q13 , q14 }
ı H1 = {q} = {q15 }
∂H2 = {p23, p24, p25, p26} = {q21 , q22 , q23 , q24 }
ı H2 = ∅

We compute themaximum area or perimeter simple k-gon
in a lattice polygon P with h holes and coordinates belonging
to the square grid GL , and we use the following sets:

⎧
⎪⎪⎨

⎪⎪⎩

points = P = {p1, p2, . . . , p26} = P0 − ⋃h
i=1(ı Hi )

polygon = ∂P0 = {p1, p2, . . . , p14}
holes = ∂H1 ∪ ∂H2 = {p19, p20, p21, p22} ∪ {p23, p24, p25, p26}
holes[i] = ∂Hi , 1 ≤ i ≤ 2

The only points that are not considered are those belonging
to ı Hi with 1 ≤ i ≤ h because it is not possible to calculate
a polygon with points from the interior of a hole.

4 Compute of the adjacencymatrix of a
lattice polygon with holes

Given N points of the lattice polygon P with h holes, the
adjacency matrix A = (ai j ) is a symmetric square matrix of
order N such that:

ai j =
{
1 if there is an edge between i and j
0 otherwise

Matrix A is required for the aimof the proposed article. For
Fig. 5, the adjacency matrix is of order 26; thus, we develop
a procedure to calculate matrix A using 5 subprograms that
have been presented in pseudocode and defined in three steps:

1. Determine if a point is inside or on a side of polygon or
a hole of holes (Algorithm 1).

2. Determine whether intersection of a segment with poly-
gon or holes is allowed or not allowed (Algorithms 2, 3
and 4).

3. Compute of the adjacency matrix (Algorithm 5).

4.1 Point in polygon (Algorithm 1)

We compute if a given point (p) is inside or on a side of poly-
gon = ∂P0 or a hole of holes =

⋃h
i=1 holes[i] = ⋃h

i=1(∂Hi )

with Algorithm 1.
We traverses all sides of "poly" in sequence (Lines 5–9),

calculating the angle formed by its points and straight lines
connecting them to point p. Adding all the angles, two solu-
tions are possible, 0 and ±2π , which determine the position
of the point in the polygon: 0 if the point is outside, and 2π if
inside (Lines 10–11). In addition, in the path, we can deter-
mine if the point is on one of the sides using the functions
DIRECTION (p,q,r: points), which returns the orientation of
the three points [30], and ALIGNEDp (p,q,r: points), which
tells us if the points are aligned. If the values output by these
functions are 0 and true, respectively, the algorithm is fin-
ished, and point p is on one side of "poly".

The computational cost is determined by Line 5 in
O(n) for polygon and O(m) for holes[i], where m =
max{m1,m2, . . . ,mh}. The functions DIRECTION(p,q,r:
points) and ALIGNEDp(p,q,r: points) are computed in O(1)
time and the function ANGLE(u,v: vectors) is computed in
O(1) time, which calculates the angle formed by the vectors
�u and �v.
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Algorithm 1: PointIn (points, p, poly)
Input: p: point, poly: polygon or holes[i], 1 ≤ i ≤ h
Output: true if point p is inside or on side of poly and false if

they do not

1 point-in ← false; pol ← ∅
2 for i ← 1 to Length(poly) do
3 Insert(pol, poly[i])

4 Insert(pol, poly[1])
5 for i ← 1 to Length(pol)-1 do
6 point-in ← DIRECTION (points[pol[i]], points[pol[i+1]], p)

= 0 and ALIGNEDp(points[pol[i]], points[pol[i+1]], p) = true
7 if point-in = true then
8 Break

9 sum ← sum + ANGLE (points[poly[i]]-p,
points[poly[i+1]]-p)

10 if Abs(sum) = 2π then
11 point–in ← true

12 return point–in

4.2 Segment-polygon intersection

Wecomputewhen the intersection of a segmentwith polygon
or holes is allowed or not allowed with Algorithm 2 in O(1)
time; Algorithm 3 in O(n) time for polygon and O(m2) time
for holes[i]; and Algorithm 4 in O(n2) time.

4.2.1 Intersection point of segments (Algorithm 2)

Wenowcompute the intersection point of the nonconsecutive
segments l1 and l2 by considering three cases according to
their relative position (Fig. 6).

Let l1 = {l1[1], l1[2]} with l1[1] = (l1[1][1], l1[1][2]) =
(x1, y1) and l1[2] = (l1[2][1], l1[2][2]) = (x2, y2). Then, if
�u1 = (x2 − x1, y2 − y1) is the director vector of the line r
passing through l1, r can be written as follows:

x − x1
x2 − x1

= y − y1
y2 − y1

⇒ (y2 − y1) · (x − x1) = (x2 − x1) · (y − y1)

⇒ (y2 − y1)x + (x1 − x2)y = x1 · y2 − x2 · y1

Therefore, r ≡ Ax + By = C , where:

⎧
⎨

⎩

A = y2 − y1 = l1[2][2] − l1[1][2]
B = x1 − x2 = l1[1][1] − l1[2][1]
C = x1 · y2 − x2 · y1 = l1[1][1] · l1[2][2] − l1[2][1] · l1[1][2]

Doing the same for side l2 = {l2[1], l2[2]} with l2[1] =
(l2[1][1], l2[1][2]) = (x3, y3), l2[2] = (l2[2][1], l2[2][2]) =
(x4, y4) and �u2 = (x4 − x3, y4 − y3) as director vector, then
the line s is of the form s ≡ Dx + Ey = F , where:

⎧
⎨

⎩

D = y4 − y3 = l2[2][2] − l2[1][2]
E = x3 − x4 = l2[1][1] − l2[2][1]
F = x3 · y4 − x4 · y3 = l2[1][1] · l2[2][2] − l2[2][1] · l2[1][2]

To calculate the point of intersection of segments l1 and
l2 the following system of linear equations must be solved:

Ax + By = C
Dx + Ey = F

}

If the straight lines intersect at a point (p), the solution of
the system is:

p = (x, y) =
(
BF − CE

BD − AE
,
AF − CD

AE − BD

)

Considering the cases of the Fig. 6:

• Case 1: l1[1][1] = l1[2][1] ⇒ x1 = x2 ⇒ B = 0 ⇒
p =

(
C

A
,
AF − CD

AE

)

• Case 2: l1[1][2] = l1[2][2] ⇒ y1 = y2 ⇒ A = 0 ⇒
p =

(
BF − CE

BD
,
C

B

)

• Case 3: A, B �= 0 ⇒ p =
(
BF − CE

BD − AE
,
AF − CD

AE − BD

)

Algorithm 2 begins with the assumption that the two
segments intersect (Line 4). In such a case, the segments

Fig. 6 Algorithm 2: relative
position of segments l1 and l2
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can be secant or coincident. If they are secant (Line 5),
the intersection point p is calculated considering case 1
(Line 10), case 2 (Line 12) or case 3 (Line 14). If they
are coincident (Line 16), infinite intersection points are
obtained and, for example, p = l2[1] is considered to be
the intersection point. The computational cost is determined
by the function INTERSECTION (seg1, seg2: segments)
in O(1) time. This algorithm returns true if the segments
intersect and false if they do not. Except for minor mod-
ifications, this function can be found in Cormen et al.
[30].

Algorithm 2: INTERSECTIONp (l1, l2)
Input: l1, l2: segments
Output: point of intersection of segments l1 and l2

1 u1 ← {l1[2][1] − l1[1][1], l1[2][2] − l1[1][2]]}
// �u1 = (x2 − x1, y2 − y1)

2 u2 ← {l2[2][1] − l2[1][1], l2[2][2] − l2[1][2]]}
// �u2 = (x4 − x3, y4 − y3)

3 paral ← u1[1] · u2[2] = u1[2] · u2[1]
// �u1// �u2 ⇔ (x2 − x1) · (y4 − y3) = (y2 − y1) · (x4 − x3)

4 if INTERSECTION (l1, l2) = true then
5 if paral = false then
6 A ← l1[2][2] − l1[1][2]; B ← l1[1][1] − l1[2][1]
7 C ← l1[1][1] · l1[2][2] − l1[2][1] · l1[1][2]
8 D ← l2[2][2] − l2[1][2]; E ← l2[1][1] − l2[2][1]
9 F ← l2[1][1] · l2[2][2] − l2[2][1] · l2[1][2]

10 if l1[1][1] = l1[2][1] then
11 p ← {C/A, (A · F − C · D)/(A · E)}
12 else if l1[1][2] = l1[2][2] then
13 p ← {(B · F − C · E)/(B · D),C/B}
14 else
15 p ← {(B · F − C · E)/(B · D − A · E), (A · F − C ·

D)/(A · E − B · D)}
16 else
17 p ← l2[1]
18 return p

4.2.2 Segment-side intersection (Algorithm 3)

This algorithm allows us to determine when the intersec-
tion of a segment l and a side s is possible within a polygon
or a hole of holes. This algorithm returns true if the inter-
section is not allowed and false otherwise. It begins by
assuming that the intersection exists (Line 2) in O(1) time
and computes the intersection point by Algorithm 2 (Line
3) in O(1) time. Because there are three relative positions
for the intersection of the segments (Fig. 6) (Lines 4, 6,
8), the algorithm calculates the points m1 and m2, given
an epsilon (Line 1, ε ≈ 0) radio environment. The cal-
culation of m1 and m2 is made from the relative position
of segment l and side s considering Fig. 6 and is as fol-
lows:

Fig. 7 Algorithm 3: segment-side intersection

• Case 1: l1[1][1]=l1[2][1] ⇒
{
m1=(l1[1][1], p[2] − ε)

m2=(l1[1][1], p[2] + ε)

• Case 2: l1[1][2]=l1[2][2] ⇒
{
m1=(p[1] − ε, l1[1][2])
m2=(p[1] + ε, l1[1][2])

• Case 3: Let r ≡ Ax + By = C be the straight line passing
through the segment l. If p = (x, y) and an epsilon radius
environment is made, x±ε, we obtain A(x±ε)+By = C .

Then, y = C − A(x ± ε)

B
and the coordinates of m1 and

m2 are as follows:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

m1=
(

p[1] − ε,
C − A(x − ε)

B

)

m2=
(

p[1] + ε,
C − A(x + ε)

B

)

Figure7 shows three intersections, one for each of the
cases presented in Fig. 6, and a new function ALIGNEDpol
(points, p, holes[i]) is used. The algorithm returns true if
point p belongs to one of the sides of holes[i] and can be
computed in O(m) time. In addition, num = {0, 1} does not
allowus todecide if the intersection is forpolygon (num = 0)
or for holes[i] (num = 1). The first intersection, l1 ∩ s1, is
possible for H1 because the points m1 and m2 are outside,
PointIn (points, m1, H1) = false and PointIn (points, m2, H1)
= false (Line 17); the second, l2 ∩ s2, is not possible because
m1 belongs to the interior of H2 and is not a point on side
s2, PointIn (points, m1, H2) = true and ALIGNEDpol (points,
m1, H2) = false (Line 17); and the third, l3 ∩ s3, is also not
possible becausem2 is outside the polygon, PointIn (points,
m2, polygon) = false (Line 14).

The computational cost of Algorithm 3 is determined by
polygon (Line 13, num = 0) in O(n) time by the PointIn
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function and holes[i] (Line 16, num = 1) in O(m2) time
by the functions PointIn in O(m) time and ALIGNEDpol in
O(m) time.

Algorithm 3: INTERSECTIONpoly (l, s, poly, num)
Input: l: segment, s: side of poly (polygon or holes[i]), num =

{0, 1}
Output: true if the intersection segment l and side s is not

allowed and false if they do

1 int ← false; ε ≈ 0
2 if INTERSECTION (l, s) = true then
3 p = INTERSECTIONp (l, s) // Alg.2
4 if l[1][1] = l[2][1] then
5 m1 ← {l[1][1], p[2] − ε}; m2 ← {l[1][1], p[2] + ε}
6 else if l[1][2] = l[2][2] then
7 m1 ← {p[1] − ε, l[1][2]}; m2 ← {p[1] + ε, l[1][2]}
8 else
9 A ← l[2][2] − l[1][2]; B ← l[1][1] − l[2][1]

10 C ← l[1][1] · l[2][2] − l[2][1] · l[1][2]
11 m1 ← {p[1] − ε, (C − A · (p[1] − ε))/B}
12 m2 ← {p[1] + ε, (C − A · (p[1] + ε))/B}
13 if num = 0 then
14 if PointIn (points, m1, poly) = false or PointIn (points,

m2, poly) = false then
15 int ← true

16 else
17 if (PointIn (points, m1, poly) = true and ALIGNEDpol

(points, m1, poly) = false) or (PointIn (points, m2, poly) =
true and ALIGNEDpol (points, m2, poly) = false) then

18 int ← true

19 return int

4.2.3 Segment-polygon intersection (Algorithm 4)

We compute when the intersection of a segment l with
polygon or holes is possible. This algorithm returns true
if the intersection is not allowed and false otherwise, and
begins by first calculating the polygon sides using the func-
tion SIDESpol (points, poly: polygon or holes[i]) in O(n)

time (Line 2) and then applies Algorithm 3 (Line 4) to
determine if the intersection of segment l with any poly-
gon side is not allowed. If true, the algorithm terminates
and returns true (Line 5). If all intersections are possible
(Line 7) the algorithm compare segment l with all sides of
the holes: holes[1], holes[2], . . . , holes[h] (Lines 9, 13) and
perform the same process as done for polygon. If for some
holes[i], 1 ≤ i ≤ h, the intersection is not allowed, the algo-
rithm terminates, returns true (Line 11) and is not executed
for the following holes: i + 1, . . . , h. In addition, Algorithm
4 allows us to decide if the initial polygon is with holes or
without holes (Line 8); thus, it is possible to calculate the
solution in the same algorithm for each of the two versions.

The computational cost of Algorithm 4 can be solved for
polygon in O(n2) time by loop (Line 3) computed in O(n)

time and Algorithm 3 (Line 4) in O(n) time. If the polygon
has holes (Line 8), the computational cost is O(hm4) because
we must compute a loop (Line 9) in O(h) time; function
SIDESpol (points, poly: polygon or holes[i]) in O(m) time;
loop (Line 13) in O(m) time; and Algorithm 3 (Line 14)
in O(m2) time. Therefore, the final computational cost of
Algorithm 4 is Max(n2, hm4) = n2 if we assume #(P) 

n >> m = max{m1,m2, . . . ,mh}. This cost is valid for an
initial polygon with holes or without holes.

Algorithm 4: INTERSECTIONpol (l)
Input: l : segment
Output: true if the intersection of segment l with polygon or

holes is not allowed and false if they do

1 int ← false
2 sides ← SIDESpol (points, polygon)
3 for i ← 1 to Length(sides) do
4 int ← INTERSECTIONpoly (l, sides[i], polygon, 0)

// Alg.3
5 if int = true then
6 Break

7 if int = false then
8 if holes �= ∅ then
9 for i ← 1 to Length(holes) do

10 hol ← SIDESpol (points, holes[i])
11 if int = true then
12 Break

13 for j ← 1 to Length(holes[i]) do
14 int ← INTERSECTIONpoly (l, hol[ j], holes[i],

1) // Alg.3
15 if int = true then
16 Break

17 return int

4.3 Computation of the adjacencymatrix (Algorithm
5)

We compute the adjacency matrix for a lattice polygon with
holes or without holes by Algorithm 5 in O(n5) time using
the sets:

⎧
⎨

⎩

points = P = P0 − ⋃h
i=1(ı Hi )

polygon = ∂P0
holes = ⋃h

i=1 holes[i] = ⋃h
i=1(∂Hi )

Algorithm 5 first initializes the adjacency matrix with all
its terms equal to 0 (Line 1). Then, all polygon sides are
calculated (Line 2), and using two loops (Lines 3, 4), all
the points of the set points are traversed with j = i + 1 to

123



6378 R. Molano et al.

form the l sides. If side l belongs to a polygon side (Line 6),
the value 1 is assigned to the matrix for points pi and p j ;
otherwise (Line 8), Algorithm 4 (Line 9) is used to decide if
the intersection of l with polygon or holes is allowed or not.
If the intersection is allowed, themidpoint of the side is taken
(Line 11), and if that point is inside or on a polygon side (Line
12), the adjacency matrix is assigned the value 1. Of all the
intersections that have been considered valid (Line 9) (i.e.,
those in which the intersection of a segment l and any side s
is not allowed), we must remove or assign the matrix value
0 when we find holes such as those shown in Fig. 5. Thus,
if for H1 we consider the segment l formed by the points
{19, 21},matri x[19, 21] = 0 because the midpoint is not on
one of the sides of H1. Similarly, matri x[20, 22] = 0 and
matri x[24, 26] = 0. Finally, the assignmentmatri x[ j, i] =
matri x[i, j] (Line 21) is performed because the adjacency
matrix is a symmetric matrix and for the moment, only the
values above the primary diagonal have been calculated, thus
forming an upper triangular matrix.

The computational cost of Algorithm 5 is determined by
Lines 3–13 in O(n5) time by loop (Line 3) computed in
O(n) time, loop (Line 4) in O(n) time, Algorithm 4 (Line
9) in O(n2) time and the PointIn function (Line 12) in O(n)

time. If, in addition, the polygon has holes (Line 14), the
computational cost is O(hm3) by loop (Line 15) computed
in O(h) time, loop (Line 16) in O(m) time, loop (Line
17) in O(m) time and the function ALIGNEDpol in O(m)

time. Therefore, Algorithm 5 can be solved in O(n5) time
for an initial polygon with holes or without holes, because
Max(n5, hm3) = n5.

5 Maximum area or perimeter simple k-gon
in a lattice polygon with holes

Once the adjacencymatrix has been calculated, we obtain the
maximum area or perimeter simple k-gon in a lattice polygon
P with h holes and #(P) = N 
 n. We thus follow the next
process in three steps:

1. Determine if a hole is contained within a k-sided polygon
(Algorithm 6).

2. Compute the sides of polygons that are a certain distance
from two points (Algorithm 7).

3. Compute the simple k-gon of amaximum-area or perime-
ter inscribed in a lattice polygon with holes (Algorithm
8).

5.1 Hole contained in a k-sided polygon (Algorithm
6)

Algorithm 6 allows us to determine when a hole H is con-
tained in a k-sided polygon, and returns false if it is not

Algorithm 5: MATRIX (points)
Input: points
Output: adjacency matrix

1 Initialize matrix, matrix[i,j] ← 0
2 sides ← SIDESpol (points, polygon)
3 for i ← 1 to Length(points)-1 do
4 for j ← i + 1 to Length(points) do
5 l ← {points[i], points[ j]}
6 if Length(Union(sides, {l})) = Length(sides) then
7 matrix[i,j] ← 1
8 else
9 if INTERSECTIONpol (l) = False // Alg.4

10 then
11 m ← MEDIO (points[i], points[j])
12 if PointIn (points, m, polygon) = true then
13 matrix[i,j] ← 1

14 if holes �= ∅ then
15 for i ← 1 to Length(holes) do
16 for j ← 1 to Length(holes[i])-1 do
17 for k ← j + 1 to Length(holes[i]) do
18 m ← MEDIO (points[holes[i][j]],

points[holes[i][k]])
19 if ALIGNEDpol (points, m, holes[i]) = False then
20 matrix[holes[i][j], holes[i][k]] ← 0

21 Symmetric matrix, matrix[j,i] ← matrix[i,j]
22 return matrix

contained or does not intersect the polygon and true oth-
erwise.

The computational cost of Algorithm 6 can be solved in
O(k2m) time by loop (Line 5) computed in O(m) time,Algo-
rithm 1 (Line 7) in O(k) time and the function ALIGNEDpol
(Line 9) in O(k) time. Figure8 shows two holes: H1 = (19,

Fig. 8 Algorithm 6: hole contained in a k-sided polygon
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Fig. 9 SEGMENTS (points,
path) and ALIGNED (points,
path) functions

20, 21, 22) and H2 = (23, 24, 25, 26), and two polygons:
A = (15, 20, 12, 19) and B = (5, 6, 25, 8, 16). Algorithm 6
gives the following results: HOLES (points, A, H1) = true
and HOLES (points, B, H2) = true.

Algorithm 6: HOLES (points, polygon, H)
Input: points, polygon, H: hole
Output: false if the hole H is not contained or not intersect the

k-sided polygon and true otherwise

1 int ← false; hole ← ∅
2 for i ← 1 to Length(H) do
3 Insert(hole, H[i])

4 Insert(hole, H[1])
5 for i ← 1 to Length(hole)-1 do
6 m ← MEDIO (points[hole[i]], points[hole[i+1]])
7 if PointIn (points, m, polygon) = true // Alg.1
8 then
9 if ALIGNEDpol (points, m, polygon) = false then

10 int ← true
11 break

12 return int

5.2 Sides (Algorithm 7)

We compute the sides of the polygons that are a certain dis-
tance from point1 to point2 using Algorithm 7. First, the
algorithm begins by considering that the two points are con-
nected (Line 2). Then, three subalgorithms are used: Lines
3–11, Lines 12–15 and Lines 16–24, with computational cost
of O(n3k), O(n2k3) and O(n2k2hm), respectively. There-
fore, Algorithm 7 can be solved in O(n3k) time because

Max(n3k, n2k3, n2k2hm) = n3k if k >> h and k >> m
is assumed. An exhaustive analysis of each of the subalgo-
rithms is as follows:

Subalgorithm 1 (Lines 3–11): Computes all edges from
point1 to point2. First, this subalgorithm computes all the
edges that are at distance 1 from point1 and successively
stores them until the chosen distance is reached. The compu-
tational cost is determined by the loops: Line 3 is computed
in O(k) time because k = distance+1; Line 5 is computed
in O(n2), because the maximum number of edges coincides

with the combinatorial number

(
N

2

)

= N ∗ (N − 1)

2



N 2 
 n2; Line 8 is computed in O(n) time, because the adja-
cency matrix is a symmetric square matrix of order N 
 n.
Therefore, the computational cost is O(n3k).

Subalgorithm 2 (Lines 12–15): Of all the solutions that
appear in "temp" (Line 11), we keep those where the final
point coincides with point2 (Line 14). In addition, functions
SEGMENTS (points, path) and ALIGNED (points, path) are
used to discard those possible solutions that cannot form a
polygon. The first function determines when two segments
(edges) intersect or not, in O(k2) time, and the second, in
O(k) time, returns 0 if three consecutive points of the path
are aligned and not 0 otherwise. In Fig. 9a we see that no
possible solutions, A = (10, 26, 9, 17) and B = (3, 16, 23,
15) can form a quadrilateral, and in Fig. 9b, we observe that
C = (20, 16, 17, 10, 21) cannot be a pentagon because the
points 10, 21 and 20 are aligned, because the polygon is a
quadrilateral. However, D = (2, 3, 4, 15) is a quadrilateral.
The computational cost is determined by the loop in Line
13 in O(n2) and the above functions, therefore obtaining a
computational cost of O(n2k3) time.
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Subalgorithm 3 (Lines 16–24): From all of the polygons
obtained in Line 15, we remove those containing one or more
holes. The computational cost is determined by the loops:
Line 17 computed in O(n2) time; Line 19 computed in O(h),
because P is a lattice polygonwith h holes; Line 20 computed
in O(k2m) by Algorithm 6. Thus, the computational cost is
O(n2k2hm).

Algorithm 7: SIDES (point1, point2, distance, matrix)
Input: point1, point2 ∈ points, distance ∈ N, matrix: adjacency

matrix
Output: sides between point1 and point2 for a certain distance

1 temp ← {point1}
2 if matrix(point1, point2) = 1 then
3 for i ← 1 to distance do
4 edges ← ∅
5 for j ← 1 to Length(temp) do
6 last ← temp[ j][i]
7 if last �= point2 then
8 for k ← 1 to N do
9 if matrix(last,k) = 1 and

Length(Union(temp[ j],k)) �= Length(temp[ j])
then

10 Insert(edges, Insert(temp[ j],k))

11 temp ← edges

12 edges ← ∅
13 for i ← 1 to Length(temp) do
14 if temp[i][distance + 1] = point2 and SEGMENTS

(points, temp[i]) = false and ALIGNED (points, temp[i])
�= 0 then

15 Insert(edges, temp[i])

16 sides ← ∅
17 for i ← 1 to Length(edges) do
18 h ← 0
19 for j ← 1 to Length(holes) do
20 if HOLES (points, edges[i], holes[j]) = false

// Alg.6
21 then
22 h ← h+1

23 if h = Length(holes) then
24 Insert(sides, edges[i])

25 return sides

5.3 Solutions (Algorithm 8)

We compute the maximum-area or perimeter simple k-gon
contained in a lattice polygon P with h holes and with coor-
dinates belonging to the square grid GL by Algorithm 8.
First, the algorithm computes all simple k-gons (Lines 1–6)
by Algorithm 7 in O(n5k) time by the loops in Lines 2–
3 computed in O(n2) time and the function SIDES (point1,
point2, distance, matrix) in O(n3k) time. Then, the functions

UPDATE (polygons, function) andDUPLICATES (polygons)
are computed in O(n2k) and O(n4k log k) time, respec-
tively [28]. The first function calculates the largest area or
perimeter polygon depending on the value of the "function"
parameter (0 for the largest area and 1 for the perimeter),
and the second function eliminates repeated solutions. For
example, if we take one of the solutions of the simple 5-
gon, (4, 18, 10, 12, 21) in Fig. 5, there are 2k solutions
with the same area and perimeter for each k-gon. Thus,
the function DUPLICATES(polygons) chooses a represen-
tative of the above solutions. Therefore, Algorithm 8 can be
solved in O(n5k) time, becauseMax(n5k, n2k, n4k log k) =
n5k.

Fig. 10 Example 1: maximum-area and perimeter simple k-gon

Fig. 11 Example 2: maximum-area and perimeter simple k-gon
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Fig. 12 Example 3:
maximum-area simple k-gon

Fig. 13 Example 4:
maximum-area simple k-gon

Algorithm 8: POLYGONS (N, distance, matrix, func-
tion)
Input: N: number of points of P , distance ∈ N, matrix:

adjacency matrix, function = {0, 1}
Output: simple k-gons contained in P with h holes

1 polygons ← ∅; sides ← ∅
2 for i ← 1 to N-1 do
3 for j ← i + 1 to N do
4 if SIDES (i , j , distance, matrix) �= ∅ // Alg.7
5 then
6 Insert(sides, SIDES (i , j , distance, matrix))

7 polygons ← DUPLICATES (UPDATE (sides, function))
8 return polygons

5.4 Our experimental results

Using Algorithm 8, proven it is possible to compute the
maximum-area or maximum-perimeter simple k-gon con-
tained in a lattice polygon with holes.We now consider some
solutions inFig. 5 (Fig. 10)with computation time in seconds.

In addition,we consider three newexamples (Figs. 11, 12, 13)
to demonstrate how Algorithm 8 can be applied to random
polygons and Tables 2, 3, 4 and 5, where the solutions of the
simple k-gons of maximum-area or perimeter are presented.

• Figure10. N = #(points) = 26, k = distance +1, func-
tion = {0,1}.

• Figure 11. N = #(points) = 29, k = distance +1, func-
tion = {0,1}.

• Figure12. N = #(points) = 47, k = distance +1, func-
tion = {0,1}.

• Figure13. N = #(points) = 64, k = distance +1, func-
tion = {0,1}.

Finally, Figure14 geometrically shows some solutions for
the maximum area of a simple 9-gon for Example 3 and
Example 4.
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Table 2 Solutions example 1:
maximum-area and perimeter
simple k-gon

Dist. k-gon POLYGONS (26, distance, matrix, 0), area Time

2 Triangle (3,10,9) 0,01

3 Quadrilat. (3,10,9,4) 0,54

Rectangle (10,20,23,18) 0,67

4 Pentagon (1,20,10,9,3), (1,20,10,9,4), (2,20,10,9,4), (3,23,26,9,10) 1,23

5 Hexagon (1,20,10,9,4,2), (1,20,10,9,4,3), (2,19,20,10,9,4) 4,76

6 Heptagon (1,19,20,10,9,4,2), (1,20,10,9,4,3,2), (1,13,19,20,10,9,3) 34,67

(1,19,20,10,9,4,3), (1,20,10,9,26,23,3), (1,13,19,20,10,9,4)

(1,20,10,18,23,7,5), (2,19,20,10,9,4,3), (2,13,19,20,10,9,4)

(2,14,19,20,10,9,4), (2,13,7,25,22,19,6), (2,20,10,18,23,7,6)

7 Octagon (1,13,7,25,22,19,6,2), (1,13,19,20,10,9,4,2) 210,45

(1,20,10,18,23,7,6,2), (1,13,19,20,10,9,4,3)

(1,20,10,9,26,23,7,5), (2,19,20,10,18,23,7,6)

(2,20,10,9,26,23,7,6)

8 Nonagon (1,20,10,9,26,23,7,6,2), (2,19,20,10,9,26,23,7,6) 1.820,34

Dist. k-gon POLYGONS (26, distance, matrix, 1), perimeter Time

2 Triangle (3,10,9) 0,01

3 Quadrilat. (3,18,22,9) 0,45

4 Pentagon (3,18,4,9,10) 1,12

5 Hexagon (2,13,7,22,19,6) 5,01

6 Heptagon (2,26,23,25,13,7,6) 32,67

7 Octagon (2,13,7,22,19,23,15,6) 207,19

8 Nonagon (2,22,17,3,18,4,9,12,13) 1.914,56

6 Approximation for themaximum area or
perimeter simple k-gon in a closed contour
with holes

Let C be a closed contour with h holes, H1, H2, . . . , Hh and
C0 the outer contour toC .Moreover, let R the rectangle of the
minimum area that encloses the closed contour C0 [31] and
� be a regular partition of R with partition size L . We define
lower area A(C0,�) as the largest area lattice polygon P0
contained in C0 and upper area A(Hj ,�) as the smallest
area lattice polygon Q j containing each Hj , 1 ≤ j ≤ h and
both built by points of GL . By Pick’s theorem [29],

A(C0,�) =
(

#(ı P0) + #(∂P0)

2
− 1

)

· L2

A(Hj ,�) =
(

#(ı Hj ) + #(∂Hj )

2
− 1

)

· L2

Theorem 6.1 Let C be a closed contour with h holes,
H1, H2, . . . , Hh and C0 the outer contour to C. Then,
there exists a sequence of regular partitions {�n}n∈N with
�i 	 �i+1 for all i such that limn→∞(A(C0,�n) −
∑h

j=1 A(Hj ,�n)) = A(C), where A(C) is the area of the
closed contour C.

Proof We consider a regular partition �̇ as finer than �.
Then, A(C0,�) ≤ A(C0, �̇) and A(Hj ,�) ≥ A(Hj , �̇)

with 1 ≤ j ≤ h. Therefore, A(C0,�) − ∑h
j=1 A(Hj ,�) ≤

A(C0, �̇)−∑h
j=1 A(Hj , �̇). Then, exists a sequence of reg-

ular partitions {�n}n∈N with �i 	 �i+1 for all i such that
limn→∞(A(C0,�n) − ∑h

j=1 A(Hj ,�n)) = A(C). ��

In general, Fig. 15 shows how to obtain the area of the
closed contour C with h holes from the outer contour C0

and the holes Hj , by the inscribed limit area within the lat-
tice polygon P with h holes, constructing finer partitions
with Li+1 = Li/2 if �i 	 �i+1 for all i . Moreover, if
by Algorithm 8 we prove that it is possible to compute the
maximum-area or perimeter simple k-gon contained in a lat-
tice polygon P with h holes, with Theorem 6.1 we achieve
the goal of the paper, the simple k-gon contained in P is also
the maximum in area or perimeter withinC . In particular, we
show three partitions for the same closed contourC with two
holes, with partition sizes: L1 = 4, L2 = 2, L3 = 1, num-
ber of points: 26, 112, 450 and adjacency matrix: A, Ȧ, Ä,
respectively, and compute the maximum area simple 4-gon:
POLYGONS (26,3,A,0) (Fig. 10), POLYGONS (112,3, Ȧ,0)
and POLYGONS (450,3, Ä,0). As the results show, the area
of the simple 4-gon is larger if the partition is thinner each
time.
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Table 3 Solutions example 2:
maximum-area and perimeter
simple k-gon

Distance k-gon POLYGONS (29, distance, matrix, 0), area

2 Triangle (1,11,3)

3 Quadrilateral (1,11,18,2), (1,13,25,3), (1,11,18,4), (1,15,18,11)

(2,12,11,3), (2,18,21,12), (7,13,25,8), (8,25,20,19)

Rectangle (1,14,15,3), (5,26,27,24)

4 Pentagon (1,11,10,25,3), (1,11,18,4,3)

5 Hexagon (1,25,8,7,21,2), (1,11,18,19,4,3), (1,25,8,7,21,18)

(2,21,7,8,25,12), (2,21,7,25,10,12), (2,21,8,25,10,12)

6 Heptagon (1,11,18,19,9,4,3), (2,21,7,8,25,10,12)

7 Octagon (1,11,10,25,8,7,21,2), (1,25,8,7,21,18,4,3)

(1,18,21,7,8,25,10,11), (2,21,20,19,8,25,10,12)

8 Nonagon (1,11,10,25,8,19,20,21,2), (1,11,10,25,7,21,18,4,3)

(1,11,10,25,8,7,21,18,3), (1,11,10,25,8,21,18,4,3)

(1,11,25,8,7,21,18,4,3), (1,25,8,19,20,21,18,4,3)

(1,18,21,20,19,8,25,10,11)

Distance k-gon POLYGONS (29, distance, matrix, 1), perimeter

2 Triangle (1,11,3)

3 Quadrilateral (2,25,7,21)

4 Pentagon (2,21,7,25,11)

5 Hexagon (2,21,7,25,10,12)

6 Heptagon (3,25,28,27,6,10,12)

7 Octagon (1,11,14,25,7,21,18,4)

8 Nonagon (3,25,28,27,4,5,6,10,12)

Table 4 Solutions example 3:
maximum-area simple k-gon

Distance k-gon POLYGONS (47, distance, matrix, 0), area

2 Triangle (5,33,8)

3 Quadrilateral (1,43,6,4)

Rectangle (3,41,43,37), (19,38,40,21), (37,44,47,38)

4 Pentagon (2,25,24,37,13), (2,38,41,15,13)

5 Hexagon (1,24,37,43,6,4)

6 Heptagon (1,25,24,37,43,6,4), (2,25,24,37,43,6,4)

(2,25,24,37,41,15,13), (3,25,24,37,43,6,4)

7 Octagon (2,25,24,37,43,41,15,13)

8 Nonagon (1,25,24,37,43,41,15,13,2), (2,25,21,17,40,37,41,15,13)

(2,25,23,40,37,43,41,15,13), (2,25,24,37,43,41,15,14,13)

If we were interested in computing the rectangle with
the largest area by only slightly modifying the algorithms,
we could obtain the images shown in Fig. 16. We have
taken the same partition sizes, number of points and adja-
cency matrices as in Fig. 15 and renamed the Algorithm 8,
POLYGONS-RECT, which computes the rectangle of the
maximum area.

The algorithm always provides a solution inside the orig-
inal contour, being closer to the original contour as the order
of the adjacency matrix increases. Figures 15 and 16 show

this idea, in (a), the order of the adjacency matrix is 26, in
(b) it is 112 and in (c) it is 450.

7 Source code

To perform the experiments in this paper, including a practi-
cal application, and to verify the efficiency of the algorithm
that has been generated, the source code, has been developed
from pseudocode into Java and Python. This source code is
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Table 5 Solutions example 4:
maximum-area simple k-gon

Distance k-gon POLYGONS (64, distance, matrix, 0), area

2 Triangle (2,49,24), (3,6,5), (4,59,5)

3 Quadrilateral (2,27,26,24), (3,6,5,4), (8,13,11,10), (8,13,12,10)

Rectangle (3,35,49,25), (8,37,38,10), (9,55,41,11)

4 Pentagon (10,55,56,19,18), (10,55,56,44,18)

5 Hexagon (10,55,48,20,19,18)

6 Heptagon (3,52,53,35,49,21,5), (4,52,53,35,49,21,5)

(8,55,48,20,19,18,10), (9,56,19,18,61,13,11)

(9,56,44,18,61,13,11), (10,55,56,19,18,61,12)

(10,55,56,44,18,61,12), (10,55,56,57,20,19,18)

(10,62,61,18,19,56,55), (10,62,61,18,44,56,55)

7 Octagon (4,59,55,18,10,8,6,5)

8 Nonagon (3,20,19,18,10,55,56,44,5), (4,59,55,56,18,10,8,6,5)

Fig. 14 Maximum area simple
9-gon
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Fig. 15 Maximum area simple 4-gon with different partition sizes

Fig. 16 Maximum area rectangle with different partition sizes

available on GitHub [28] so that any researcher can adapt
and configure it to their desired programming language.

8 Conclusions

This paper investigates the problem of finding the simple k-
gon with maximum area or perimeter contained in a region
of interest with holes. Regions of interest can be irregular
and may have inaccessible areas called holes. We developed
an algorithm to address these regions of interest that might
have been discarded if this algorithm were not available. To
compute solutions, the user decides what type of polygon
is required (triangle, quadrilateral, pentagon, hexagon, etc.),
and the required solution: maximum area or perimeter. The
polyvalence of the algorithm is evident, and the user is the one
who decides what to calculate. All pseudocode is explained,
defined in 8 subprograms, and tested in a practical appli-

cation. Finally, the source code was developed in Java and
Python and has been made available in a public repository
on GitHub.

Data availability Data sharing not applicable to this article as no
datasets were generated or analysed during the current study. Source
code is available at [28].
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