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Abstract
With the advent of generative adversarial networks (GAN), an astonishing advancement has been made in the generation
of art painting in recent years. However, existing methods still suffer problems such as color confusion or blurred details.
In addition, most of those works centered around the generation of western art painting, while less attention was paid to
Chinese traditional arts. Moreover, the lack of traditional Chinese painting datasets is also one of the reasons for the delayed
development. To solve the above problems, our research focuses on the synthesis of multi-style traditional Chinese paintings.
Firstly, we collect and sort outmore than 1000 traditional Chinese paintings, including line drawings, meticulous paintings, ink
paintings. Secondly, we propose a Chinese art generative adversarial network (abbreviated as CA-GAN) to decouple the latent
vector based on attentionmechanism. CA-GANmaps an image to content space and attribute space and fuses them to generate
high-quality traditional Chinese art paintings. Meanwhile, a content discriminator is presented to check the consistency of
mapping process based on cross-cycle consistency constraint. To make the generated images more artistic, MS-SSIM loss and
Charbonnier loss functions are adopted to improve the performance of our model. Experiments have been conducted to verify
the effectiveness and the generalization ability of our model. Compared with other state-of-the-art methods, the Chinese art
paintings generated by CA-GAN are more vivid and realistic, and the resolutions of them are increased to 280 × 280.

Keywords Image synthesis · Generative adversarial networks (GAN)

1 Introduction

The traditional Chinese painting has drawn more and more
attention due to its high ornamental value and artistic nature
[1, 2]. It has various types and styles, including line draw-
ings,meticulous paintings and ink paintings, etc.Meanwhile,
the painting style is also diverse, ranging from vivid realis-
tic figure paintings to abstract painting of flowers and birds
embellished by colors. Out of the artistic pursuit of these tra-
ditional Chinese paintings with rich artistic connotation and
property, scholars attempted to create effective models for
machines to learn to draw those paintings by themselves [3].
However, each painting has their unique style, especially the
characteristics of Chinese style and complex structures in the
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paintings are normally difficult to capture and imitate. For-
tunately, the image-to-image translation technique has been
widely studied with outstanding achievement, which facili-
tates the synthesis of traditional Chinese paintings.

In early years, the image translation tasks were mainly
accomplished by style transfer. With the powerful feature
extraction abilities of convolution neural networks (CNNs),
the color features and drawing details were brought into the
real photographs through neural style transfer [4]. Later, new
ideas for end-to-end artistic image generation tasks were
developed on the basis of Variational Auto-Encoder (VAE)
[5], inwhich themapping from the source dataset to the target
dataset was learned to transform the unknown samples to real
images.With the proposal of generative adversarial networks
[6] (GAN), researchers were able to obtain high-quality syn-
thesized images by optimizing the model structure and loss
functions of GAN based on the adversarial training theory
between the generator and discriminator. Since then, many
works have been published studying the synthesis of tradi-
tional Chinese painting usingGAN. Lin et al. [7] trained their
model on multi-scale images and transformed simple sketch
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drawings into traditional Chinese paintings. ChipGAN [8]
transformed real photographs into artistic paintings of Chi-
nese ink stylewith superior visual quality and high stylization
perceptual scores. Yu et al. [9] put forward a new framework
for the synthesis of image-based Chinese landscape paint-
ing, which were much closer to manual work than previous
methods.

Although many explorations have been made in the field
of artistic image generation with proven achievements, the
generated images were usually of low quality with blurred
details. In addition, the standardized datasets about Chi-
nese traditional painting are very scarce. These problems
have further hindered the development of research on the
generation of Chinese traditional painting. To address the
above problems, we propose CA-GAN to generate vivid and
artistic traditional Chinese paintings, with special emphasis
flower-bird paintings. CA-GAN is able to convert the origi-
nal painting style between line drawing, meticulous painting
and ink painting and specify the style of generated images. To
this end, CA-GAN separates the content space and attribute
space of an image and encodes the paintings into the content
space and attribute space, respectively, for better extraction
of advanced features. Besides, we introduce attention mech-
anism into our model to create images with finer features, so
as to better restore the details of the flowers and birds. We
also adopt aU-Net [10]-like symmetrical cascade structure as
the feature generator, which consists of multiple convolution
and residual blocks. And a traditional convolution structure
is utilized as the discriminator. Tomake the style of generated
images more diverse, we utilize MS-SSIM loss to reinforce
the cross-loop consistent constraints and adopt Charbonnier
loss to alleviate the problem of insufficient model diver-
sity caused by traditional L2 loss for image reconstruction.
Figure 1 shows the traditional Chinese paintings created by
CA-GAN. Experimental results (in Sect. 4) demonstrate the
effectiveness of our model and its applicability for related
style transfer tasks.

In a nutshell, our main contributions in this paper are sum-
marized as follows:

1. We propose CA-GAN, a new network with separated
content and attribute spaces, which creates decoupled
representation of latent space via attention mechanism.

2. We add random Gaussian noise to CA-GAN as a fea-
ture vector to make the synthesized traditional Chinese
painting more artistic and diverse.

3. We increase the resolution of the synthesized images
from 256 × 256 to 280 × 280.

4. We employ Charbonnier loss and MS-SSIM loss for
image reconstruction and reap the benefit of cross-cycle
consistency constraint to ensure the quality of the syn-
thesized images.

5. We collect and sort out datasets of Chinese line drawing,
meticulous painting and ink painting to facilitate further
future research, which can be downloaded via
https://pan.baidu.com/s/1-vMF4eXMejboG9DP2ghu
Lg?pwd=t4ig. The unzip password for this file is “Chi-
nesePaintings268.”

The rest of the paper is organized as follows: relatedworks
are discussed in Sect. 2. The architecture of our network is
described in Sect. 3. The experimental results with ablation
studies are shown in Sect. 4 with thorough analysis. A final
conclusion is drawn in Sect. 5.

2 Related works

2.1 Generative adversarial networks

As a prevalent method, generative adversarial network
(GAN) has been widely applied to artistic style transfer tasks
[4] (e.g. turning photographs into paintings, or creating paint-
ings). GAN consists of a generator G and a discriminator D,

Fig. 1 The images created by
CA-GAN. The first row shows
the meticulous paintings; the
second row shows the ink style
paintings
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where G is used to generate real samples from Gaussian ran-
dom noise, trying to keep the generated sample as consistent
with the actual sample as possible, so that D cannot distin-
guish. On the other hand, the discriminatorD aims to identify
whether the sample is real or is generated by G. The gener-
ator and the discriminator compete with each other until the
discriminator finally cannot distinguish the authenticity of
the samples. The classical loss function of GAN is written
as 1:

min
G

max
D

V (D,G) = Ex∼pdata (x)[logD(x)]
+ Ez∼pz(z)[log(1 − D(G(z)))]

(1)

After the original GAN, many improved versions also
came about to boost its performance and broaden the scope
of its application scenarios. In the meantime, researchers
are committed to optimizing the structure of generator and
discriminator, loss functions and improving the training tech-
niques, etc.

Networkarchitecture: Larsen et al. [11] proposed a com-
bination of Variational Autoencoder (VAE) [5] and GAN
(dubbed VAE-GAN), wherein the generator acts as part
of the decoder of the VAE to improve the overall per-
formance through reconstruction loss function. Bao et al.
[12] elaborated CVAE-GAN, which modeled an image as a
composition of label and latent attributes in a probabilistic
sequence.

The endeavor to integrate attention mechanism and GAN
is also an innovative work to improve the performance of
GAN [13–17]. Attention-GAN [13] pointed out that genera-
tors could not perceive themost discriminative parts between
source and target domain and thereby created an attention
mask to fuse the generator output to obtain the high-quality
images. AdaLIN [15] advocated a new attentionmodule with
normalization function, which weighted the feature maps
with fully connected weights by auxiliary classifiers of the
source and target domains. It also combined the attention
module to control the degree of changes in style and content
in an adaptive way. TransGAN [18] was a pioneering work in
building a GAN without convolution blocks, which contains
a transformer-based [19, 20] memory-friendly generator that
increases feature resolution in a progressive way and a dis-
criminator to capture semantics and low-level textures.

Loss functions: Since GAN has been proposed, the gra-
dient instability and mode collapse problems have always
puzzled researchers. It is well known that during training
process, the better the discriminator, the worse the vanish-
ing gradient problem of generator will be (i.e., it is hard for
the generator to learn the distribution of the original sam-
ples). In addition, the unjustified distance measure between
2 distributions often leads to the insufficient model diversity
dilemma.

Considering this, Arjovsky et al. [21] mathematically ana-
lyzed the reason for the instability of GAN training and
suggested the use of approximate Wasserstein distance to
measure 2 distributions.WGAN [21]made theoretical analy-
sis toward fully understanding the training dynamics of GAN
to improve stability. But their quality of generated samples
was low, and themodel was difficult to converge. Gulrajani et
al. [22] declared that WGAN’s weight clipping strategy sat-
isfied the Lipschitz constraint of the discriminator forcibly,
leading to an uncontrollable training process. Therefore, a
truncation schemewith gradient penaltywas adopted to stabi-
lize the training ofWGAN.Theseworks relieved the unstable
training problem to some extent and provided corresponding
metrics to measure the training process.

Nowozin et al. [23] claimed that any divergence (collec-
tively referred to as f-Divergence) can be used in GANmod-
els to measure the distance between distributions. LSGAN
[24] minimized the Pearson χ2 divergence by using a least
squares loss for the generator. The effectiveness of LSGAN
had been proven by a series of experiments, and the qual-
ity of generated samples and stability of training had been
significantly improved compared with WP-GAN [22].

2.2 Image-to-image translation

The image-to-image translation technique has been widely
applied in a variety of applications. Typical examples include
day-to-night photograph conversion, artistic style transfer
and line coloring, etc. The essence of image-to-image trans-
lation is to let the machine learn the mapping rules between
given image pairs, so that it could fulfill the task of mapping
an image from a source domain to a target domain. Besides,
both the source and the generated images are required to
share the same distribution. As a sub-branch of image-to-
image translation, style transfer has also made tremendous
progress. Gatys et al. [4] rendered the semantic content of
an image by using the image representations derived from
convolution neural networks in an explicit way to generate
artistic photographs. However, this method is computation-
ally heavy, and some of the generated details are blur.

GAN has been the de-facto standard for image-to-image
translation with appealing results. pix2pix [25] not only
learned the mapping from the input to output images, but
also learned a loss function to train this mapping. However,
it is often difficult to gather paired images in practice, and
the generalization ability is quite limited with weak diversity.
CycleGAN [26] realized the translation from source domain
to target domain without the paired samples, but the learning
of style information turned out to be insufficient. UNIT [27]
and MUNIT [28] addressed the above-mentioned problems
in CycleGAN, which mapped the images pairs into a shared
latent space.
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3 Method

In general, traditional Chinese paintings reflect the culture
and customs of ancient China, in which the specific artis-
tic details are inseparable from its styles, expressing the
painter’s ideological and emotional conception. The metic-
ulous paintings emphasize specific expression, while ink
paintings emphasize abstraction. In terms of the synthesized
images, the word “Artistry” means higher resolutions, rich
details and multiple available styles to express the artistic
nature.

Our main goal of this paper is to learn the mapping
between different styles of traditional Chinese flowers &
birds paintings. Although previous works generated vivid
Chinese paintings, they did not express the artistry quitewell.
We believe the reason is that those models failed to decou-
ple the artistic features and the content features of Chinese
paintings. In this light, we propose CA-GAN, which encodes
[27–30] an image into 2 vectors through encoding, where
1 vector represents its content, and another 1 characterizes
its style. Meanwhile, CA-GAN also encompasses attention
mechanism to let the network focus on birds and flowers in
the painting to facilitate translation work.

3.1 CA-GAN

The network architecture of CA-GAN is illustrated in Fig. 2,
which is comprised of multiple encoders, generators & dis-
criminators and attention modules. We use X to represent
line drawing, and Y for meticulous painting, and x and y
denote the samples of each of them, respectively. In order
to let the generator to fully learn the styles of the images in
2 domains so as to better integrate their features, we imple-
ment image translation via 2 stages. And the entire model is
trained end-to-end.

We also introduce attention mechanism [16] into our net-
work, so as to make the generated images focus more on the
foreground elements (i.e., birds and flowers), while less on
background scenes. To be specific, the samples x and y are
firstly sent to the attention module AX to enhance the repre-
sentation of the foreground objects as xa = AX (x), and the
result is then sent to the encoder.

Our attentionblock is shown inFig. 2,which is constructed
as an encoder–decoder structure along with multiple convo-
lution and residual blocks. It is worth noting that the x in
Fig. 2 (b) and Fig. 2 (c) does not refer specifically to the image
belonging to the X domain, but to all the images entered into
the attention module. The size of the attention map xa (out-
put by the attention module) is equal to that of the original
sample x , which are all normalized into [0, 1].

Step 1: Image synthesis
As shown in Fig. 2, the transformation of domain X to

domain Y is implemented as follows: Firstly, the sample x

is sent to the attention block to yield the attention map xa .
Next, xa and x are fused to obtain the enhanced foreground
map x f , as shown in equation 2:

x f = x � xa (2)

Then x f is fed to the attribute encoder Ea
X and the content

encoder Ec
X in the image domain X individually to produce

encoded attribute zax f and encoded content z
c
x f , respectively.

A similar process is carried out for sample y in image domain
Y at the same time to create zcy f and zay f . That is to say, we
map an image to content space and attribute space, so that
we can represent one image with both content and attribute
features.

Then we swap and fuse the above-mentioned hidden vec-
tors as follows: Firstly, we concatenate zax f and z

c
y f (denoted

by “circled C” in Fig. 2) and send the concatenated vector to
the generatorGX to generate the image x ′

f in domain X (And
y′
f is generated similarly by GY ). As described earlier, the

images generated by attention block only contain foreground
objects (refers to [16]). To attain a complete image, we need
to fuse the background elements through background syn-
thesis:

x ′ = ya � x ′
f + (1 − ya) � x

y′ = xa � y′
f + (1 − xa) � y

(3)

The domain discriminators DX and DY are used to
determine if the output image belongs to domain X or Y ,
respectively.

In addition, we also advise a content discriminator Dc to
measure the consistency of the encoded content features in
the 2 domains. Because the feature of contents (birds and
flowers) should be identical, even if the style of the images
is different.

After the above steps, sample x is mapped to attribute
space AX and content space C of domain X through encoder
Ea
X and Ec

X , respectively.And sample y ismapped to attribute
space AY and the same content space C accordingly.

Step 2: Verification of synthesized image
We impose the cross-cycle consistency constraint to check

the correctness of the mutual mapping between images in
domain X and Y .

In step 1, x and y are encoded into common content space
and unique attribute space, respectively, and their attribute
spaces are also swapped and decoded to yield new images
x ′ and y′. In this step, x ′ and y′ are treated as inputs, which
are processed the same way as in step 1, and are decoupled
by the encoder to extract the latent vectors in both attribute
space and content space. Again, a similar swapping process
(as described in step 1) is carried out to obtain images of
domain X and Y , written as x ′′ and y′′, respectively.
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Fig. 2 The overall architecture of CA-GAN. a shows the mapping
process by the attention module, where the images of two domains
are mapped to attribute and content spaces, respectively, through the

exchange of their hidden feature vectors. b shows the creation of atten-
tion image, while c illustrates the synthesis of background image

According to cross-cycle consistency theory, the recon-
structed input image x and output image y should be identical
to the original images after 2 swapping of encoding space,
i.e., x = x ′′ and y = y′′, and we use a loss function Lcc to
validate this result.

Traditionally, for example, an input image x (belongs to
X domain) with the attribute vector extracted by the attribute
encoder of domain Y from style-image y (belongs to Y
domain) could not create diversity style. To produce diverse
andvisually appealing artistic images,we introduceGaussian
noise in the training process (as a special type of multi-style
vector). To be specific, we generate a random Gaussian dis-
tributed noise z in the latent space, which will be fed to
the generator as the attribute representation of the image
(to replace the attribute representation extract from attribute
encoder of domain Y ). Then our decoder re-builds the noise,
which means that if an image is generated by the random
vector as its attribute vector, we then require that after this
image is mapped back by the attribute encoder of Y domain
into the input noise, it still equals to the noise that we input.
Most existing methods focused on the generation of fixed
style images; they translated the style image into the corre-

sponding attribute vector without noise (even if they infuse
noise into the input, the generator would simply ignore).

After training, we can testify the completion of the image
conversion process. The input image x is firstly sent to an
attention block to strengthen the foreground elements and is
then fed to the content encoder Ec

X of domain X to obtain
the content feature zcx f of image x . zcx f is sent to generator
GY together with the noise (or the attribute feature vector of
the real sample of domain Y , i.e., zay f )

Considering we have aligned the attribute feature vectors
of the real samples in domain Y with Gaussian distribution
during training, thus, we can either generate an image with
randomGaussian distributed noise as attribute vector or spec-
ify the specific style with the attribute vector from the real
samples of domain Y .

3.2 Loss function

Wepropose 3 loss functions in ourmodel, namely adversarial
loss, cross-cycle consistency loss and reconstruction loss.
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3.2.1 Adversarial loss

Our adversarial loss includes content adversarial loss and
attribute adversarial loss. For different styles of Chinese
paintings, the representation of the main elements in the
paintings could be encoded into a common hidden vector
space. Thus, we utilize the discriminator Dc to distinguish
the implicit vectors that are encoded by 2 images in different
domains, so that they are forced to be mapped to the same
content space. For the 2 content encoders and content dis-
criminators, the content adversarial loss is expressed as:

Lac = Ex

[
1

2
log Dc (

Ec
X (x)

) + 1

2
log

(
1 − Dc (

Ec
X (x)

))]

+ Ey

[
1

2
log Dc (

Ec
Y (y)

) + 1

2
log

(
1 − Dc (

Ec
Y (y)

))] (4)

The discriminators DX and DY are applied (with a con-
ventional discriminator loss Lad ) to determine if the images
generated by GX and GY belong to their target domains.
Here, we employ least square loss to reduce instability in
training.

3.2.2 Cross-cycle consistency loss

For cross-cycle consistency loss, since we have represented
the image in both shared content space and different attribute
spaces, image x ′ and y′ are obtained through swapping their
attribute and content representations. We feed x ′ and y′ into
the encoder again to encode their contents and attributes sepa-
rately and swap to generate new corresponding image pair x ′′
and y′′. Apparently, after the verification process, x ′′ and y′′
are transformed back to the original sample x and y (after the
restoration process of attention block). It is worth noting that
cross-cycle consistency loss is not a direct cycle consistency
reconstructionof the image (like X → Y → X inCycleGAN
[26]), but a cross-cycle reconstruction of the disentangled
representation of the content and attribute. Assume the cross-
cycle reconstruction is denoted as Lcc, which is used to
ensure the consistency of the cross-cycle reconstruction of
the content and attribute of the disentangled representation.

Here, we use L1+MS-SSIM [31] to check image consis-
tency. Formally,

Lcc = Ex,y
[∥∥GX

(
Ec
Y (y′), Ea

X (x ′)
) − x

∥∥
1

+ ∥∥GY
(
Ec
X (x ′), Ea

Y (y′)
) − y

∥∥
1

]
+ Fms−ssim(x, x ′)

(5)

Here x ′ and y′ are generated images after the swapping of
attribute space and content space, respectively.

However, SSIM [32] has long been proposed to compare
the brightness, structure and contrast of pictures, which alle-
viates the lack of diversity of the model. However, since it

emphasizes the global features of an image, it often overlooks
the details. Under such circumstances, we apply MS-SSIM
[31] to remedy the above deficiency, by paying more atten-
tion to the local features of an image:

MS − SSIM(x, y) =

[lM (x, y)]αM ·
M∏
j=1

[c j (x, y)]β j [s j (x, y)]γ j
(6)

3.2.3 Reconstruction loss

In step 1 of Sect. 3.1, we performed cross-domain transfor-
mation operation by swapping attribute encoding and content
encoding for 2 domains. If we simply fuse them and send the
result to the generator, we get the reconstructed image as:
x̂ = GX (zax f

, zcx f
), ŷ = GY (zay f , z

c
y f ). Therefore, to recover

the original image, we need to integrate the attribute features
and content features to reach the desired outcome: x̂ = x ,
ŷ = y. Considering the traditional L2 loss for pixel-level
comparisons lack diversity in the generated images [33], we
thereby use the reconstruction loss L rec to further improve
the quality of the generated images, which is based on Char-
bonnier Loss:

L rec = (x̂, x) = 1

hwc

∑ √
(x̂ − x)2 + ε2 (7)

Then, our final objective loss is calculated as:

L = Lac + Lad + λ1Lcc + λ2L rec (8)

here λ1 and λ2 are hyperparameters, which are used to
balance the weights of Lcc and L rec.

4 Experiments

In this section, we firstly describe the experimental details,
including pre-processing and datasets involved. Then, we
compare our result with other prevalent methods, including
CycleGAN [26], UNIT [27], AGGAN [16] and FlowerGAN
[34], wherein we use FlowerGAN as our baseline. Ablation
study is conducted to verify the effectiveness of core compo-
nents in our network along with the proposed loss functions.
Finally, a human test is carried out to assess the quality of
the generated images.

4.1 Implementation details

We implement CA-GAN using PyTorch 1.8.4 with Adam
Optimizer [35] for gradient descent optimization. During
training, all images are unpaired, we train our model to
accomplish style transfer from line drawing to meticulous
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Fig. 3 A qualitative comparison
among several methods

drawing or to ink painting. For dataset, we create a new
dataset of Chinese art painting by collecting and sorting out
1000 images for each category. And we crop and transform
these images for data augmentation purpose. Then we nor-
malize the RGB scale values of all images to [−1, 1] and
resize them into 280 × 280 (resolution). It is worth noting
that the most commonly used input size for other methods
is 256 × 256 (then the size of the corresponding output is
also 256 × 256). For GAN structure, the input size can-
not be infinitely large. Therefore, a very large input will

cause unstable training of the model, which ultimately lead
to mode collapse. Considering this, we use adaptive aver-
age pooling in our architecture so as to enable our model to
take inputs of any scales. Specifically, we employ Spectral
Norm Layer, Multi-scale Discriminator and Mode Seeking
Regularization, etc., to stabilize the model training. Through
experiment, we find that 280 × 280 is the highest resolution
for stable training without negative effects (e.g., vanishing
gradient or mode collapse).
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4.2 Quality evaluation

A quality assessment of traditional Chinese paintings gen-
erated by CA-GAN is performed from 2 aspects. The
assessmentwill demonstrate the effectiveness of ourmodel in
visual perception of artistry. Comparisons are made between
our results and other popular methods.

4.2.1 Qualitative evaluation

A qualitative comparison is made and shown in Fig. 3. The
first column is the input line drawing images of flowers. The
first row on the right-hand side displays the results done
by existing methods. The second row shows the provided
stylized image and the corresponding results by our model
(based on the styles). Firstly, from human visual perspec-
tive, our generated images are more vivid and artistic. Other
models either suffer from blurred details or fail to express
the classical characteristics of traditional Chinese paintings.
Although FlowerGAN [34] better depicts artistic features in
the generated images, the details of the flowers are not rich
enough. Secondly, other models can only generate images
of fixed styles, but we can create various styles according to
different style clues. Thirdly, the resolution of our generate
images (280×280) is higher than other methods (256×256).
The increased resolution does not lead to model collapse or
lack of delicacy. Instead, it boosts the visual effect. Finally,
CA-GAN could generate multiple styles no matter for metic-
ulous painting or ink painting, while other modes could only
generate one style.

4.2.2 Quantitative evaluation

In quantitative experiment, we use inception score (IS) [36]
and Frechet inception distance (FID) [37] as the metrics to
evaluate the quality of the generated images. Inception score
(IS) calculates the KL divergence between the conditional
and marginal label distributions over the generated images,
which describes the quality and diversity of the generated
images. The score is produced by inception V3 network,
which is developed by Google, and can recognize more than
1000 types of images. If a generated image has good quality
and is clear enough, it should be easily recognized by incep-
tion V3. Therefore, we measure the quality and diversity of
the generated images based on IS (the higher the quality, the
higher the IS value). It is worth noting that the output of
GAN networks has slight disturbance due to dropout. Thus,
each pixel in the generated image could not be exactly the
same. Nonetheless, such subtle difference would not affect
the human visual perception. We use positive and negative
signs (±) to represent this disturbance. FID score uses the
distance of the image feature vector distribution to evaluate
the quality of the image, and the lower the value, the higher

Table 1 IS and FID metrics of state-of-the-art methods and CA-GAN

Method IS ↑ FID ↓
CycleGAN [26] 3.175 ± 0.342 1.384

UNIT [27] 3.306 ± 0.648 1.984

AGGAN [16] 3.756 ± 1.285 1.285

FlowerGAN [34] 3.355 ± 0.312 1.272

CA-GAN (Ours) 3.506 ± 0.241 1.028

the quality. The IS and FID scores of CA-GAN and other
methods are shown in Table 1, in which CA-GAN achieves
the best scores for both metrics.

4.3 Ablation study

In this section, we conduct 2 ablation experiments. Firstly,
we verify the effectiveness of the reconstruction loss andMS-
SSIM loss, respectively. Secondly, we validate the impact of
our proposed attention module.

The first column in Fig. 4 is the line drawing images. The
second column shows the stylized meticulous drawings. The
3rd column shows the results by our model that does not con-
tain the reconstruction loss. The 4th column is the results by
our model that does not have MS-SSIM. The rightmost col-
umn is the results by our proposedmodel withMS-SSIM and
reconstruction losses. Apparently, without MS-SSIM and
reconstruction losses, the generated images aremuch inferior
in terms of brightness, details, color saturation and artistry.
The reason is that the model without MS-SSIM and recon-
struction losses lacks perception of the artistry of traditional
Chinese paintings and focuses less on the stylistic features of
the input images. By contrast, our proposed model synthe-
sizes images based on more accurate artistic representation
and more realistic colors.

Compared with the 5th column and the rightmost column,
the results without the attention module look more rigid than
ours. In particular, the generated image in the 3rd row and
the 5th column suffers color distortion (there should not be
green and blue colors) due to mode collapse. The reason for
this phenomenon is that our attention module captures the
artistic details of the original stylized images, while those
without the attention module lack such vividness.

4.4 The function of Gaussian noise

As explained in step 2 of Sect. 3.1, we introduce Gaussian
distributed noise in the training stage as a special type of
multi-style vector. As shown in Fig. 5, the provided input
and style images are shown on the left. The generated images
with/without Gaussian noise are shown on the right. Appar-
ently, without the addition of Gaussian noise in the training
process, the model can only generate images of fixed style, in
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Input w/o MS-SSIMw/o Charbonnier LossStyle Oursw/o Attention Block

Fig. 4 Results of removing components in the loss function of our method

which the model will collapse if the noise is forcibly infused.
Bycontrast, our proposedmodel (withGaussiannoise) is able
to generate multi-style images based on different noises.

4.5 Attribute transition

In previous steps, we encode the images of 2 domains into a
common attribute space and align the space with the prior
Gaussian distribution. We can also perform image style
transfer from random vectors sampled from the Gaussian
distribution as attribute and linearly interpolate between the
2 attribute vectors, so as to generate images with new styles
between attribute 1s and 2.

As shown in Fig. 6, the left column shows 2 line drawing
images. The second and the last column show 2 meticulous
paintings with attributes 1 and 2, respectively. The inter-
mediate columns (from the 3rd to the 8th column) are the
interpolation results of the 2 attributes. Since the encoding
of the attribute space is continuous, the 2 different styles
of attributes are transformed smoothly (from the left to the
right). This results prove that our model is not only capable
of encoding the styles of the image domain to a continuous
attribute space, but could also create specific styles that do
not exist in the target sample set based on randomly sampled
vectors. This result also demonstrates the generalization abil-
ity of our model.

4.6 Human testing

To test and compare the visual perception of the images that
are generated byourmethod andothermethods,we randomly
invited100people to do an image authenticity test. In this test,

we compare 5 methods (CycleGAN, UNIT, AGGAN, Flow-
erGAN and ours), each of which generates 3 images (totally
15 images, and they are all fake and are mixed together, as
shown in Fig. 7a). The participants need to judge whether the
images are real or fake. The results are shown in Fig. 7b, the
gray parts of the bar charts reflect the portion that the partici-
pants successfully distinguish that the images are fake, while
other colors illustrate the proportions (of different methods)
that the participants are fooled by the generated images (they
mistakenly think they are real photographs). Apparently, the
higher the color portions, the better the performance of the
models. For example, the participants think that 79.3% per-
cent of the images generated by CycleGAN are fake, while
20.7% are real photographs. We believe the blind audition
could reflect the quality and fidelity of the generated images,
so as to determine the performance of different models.

5 Conclusions

In this paper, we investigate the synthesis of traditional Chi-
nese paintings of different styles. We propose CA-GAN to
solve style transfer between Chinese line drawing and metic-
ulous drawing & ink drawing. The main innovative ideas
include decoupled content & attribute spaces and attention
mechanism so as to synthesize vivid and higher-resolution
traditional Chinese paintings. Besides, the utilization of MS-
SSIM and Charbonnier losses ensures the generalization
ability of the model and also enriches the diversity of the
generated images.

As far as we know, there are few research results regarding
to the generation of traditional Chinese paintings. We hope
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Fig. 5 Illustration of the
function of Gaussian noise

styleinput

output noise1 noise2 noise3

Without noise

Without noise

Ours

(with noise)

styleinput
Ours

(with noise)

Fig. 6 Interpolation between two style attributes

Fig. 7 Human testing UI and results on comparison among several methods
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our work provide new ideas of image synthesis. In the future,
we plan to carry out more relevant research in-depth on few-
shot learning and generation of unique artistic styles.

Data availability The raw/processed data required to reproduce these
findings will be shared once this paper has been accepted.
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