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Abstract
Deep learning algorithms have made significant progress for deblurring in dynamic scenes. However, most of the existing
image deblurring methods use a single blurry image as the input of the algorithm, which limits the acquisition of information
and fails to preserve satisfactory structural texture. In contrast, we present a reference-based dual-task framework to recover
a high-quality image by deblurring and enhancing a blurry image under the guidance of a reference image. Specifically,
the framework includes two tasks: single image deblurring and reference feature transfer. The single image deblurring task
deblurs the blurry image leveraging only the blurry image itself. The reference feature transfer task extracts and transfers
abundant textures from the reference image to the coarsely result of the single image deblurring task. Benefiting from the
reference image, our proposed method achieves more realistic visual effects with sharper texture details. Experimental results
on GoPro, HIDE and RealBlur datasets demonstrate that our method outperforms state-of-the-art methods both quantitatively
and qualitatively.

Keywords Motion deblurring · Reference image · Deep neural network · Structure and texture details

1 Introduction

Motionblur is usually causedby the tangledmotionof objects
in the captured scene or camera shake. Image deblurring has
always been a challenging problem in the fields of computer
vision and image processing, where the goal is to recover
images with sharp details from a given blurred image. Blurry
images not only affect the quality of people’s visual percep-
tion, but also degrade the performance of vision tasks such
as object detection [1] and face recognition [2]. Therefore,
although image deblurring is a low-level computer vision
task, it is of great significance to study an efficient deblur-
ring algorithm to recover image structure texture.
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Mathematically, the image degradation model due to blur-
ring can be expressed as follows:

x = F(y, k) + n (1)

where x and y denote the blurry image and the clear latent
image, respectively. F(y, k) usually stands for 2D convolu-
tion operator with kernel k. n represents the additive random
noise. Since only the blurry image x is given and other quan-
tities are unknown, there are infinitely many inconsistent
solutions to solve Eq. (1), so image deblurring is a highly
ill-posed problem. Traditional methods usually employ blur
kernel estimation or natural image priors to deal with this
ill-posed problem [3–8]. Thanks to the rapid development
of deep learning techniques and the availability of large-
scale datasets, a large number of learning-based methods
employ end-to-end deep convolutional neural networks to
learn the mapping relationship between blurry and clear
images [9–17]. Despite the excellent performance of these
learning-based methods, they are still insufficient in recov-
ering the texture details of images. The method based on the
generative adversarial network [18–21] can enhance percep-
tual quality, but they sometimes generate deblurred results
with artifacts as shown in Fig. 1.

Recently, the field of image super-resolution [22–28]
has introduced additional reference images to super-resolve
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Fig. 1 One example. a Input blurry image. b Result of DeblurGAN-v2
[19]. c Result of MIMO-Unet+ [14]. d Our result

low-resolution(LR) images in order to compensate for
the information lost in LR images and achieve excellent
performance. This method, called reference-based super-
resolution(RefSR), aims to transfer relevant texture details
from a reference image to an LR image. Inspired by RefSR,
we explore a new approach to utilize reference images to help
deblur degraded images.Reference images andblurry images
have similar content information and textures; they can be
captured fromdifferent camera angles or obtained fromvideo
frames. Compared with using only one blurry image input to
the neural network, the additional reference image can pro-
vide more complementary information, which alleviates the
ill-posedness of the image deblurring problem to a certain
extent. The state-of-the-art deblurring algorithm EFNet [29]
also exploits additional information, achieving state-of-the-
art deblurring performance. Reference-based methods have
great potential for image restoration, but when applied to
image deblurring, it is still very difficult to establish the cor-
responding matching relationship between the blurry image
and the reference image, that is, how to transfer the rele-
vant texture information to facilitate the reconstruction of
the deblurred image. Specifically, there is a misalignment
of complementary information between the reference image
and the blurry image due to different camera angles or object
movements. For efficient transfer of high-quality textures,
alignment of the reference image and the blurry image is
required. Most reference-based super-resolution adopts spa-
tial alignment [23] and patch alignment [24,26] for alignment
operations. However, unlike the downsampled LR image, the
blurry images have a large degree of blur degradation, and it is
difficult to directly establish the correspondence between the
blurry images and the reference images. In addition, inaccu-
rate alignment can transfer irrelevant textures to the deblurred
image, resulting in severe degradation of deblurring perfor-
mance. Hence, we need to explore a framework to achieve
matching correspondence between blurry images and refer-
ence images, and adaptively transfer relevant texture features.

To address the issues mentioned above, we propose a
novel reference-based image deblurring framework, which
consists of two tasks: single image deblurring and reference
feature transfer. First, we perform coarse image deblurring
on the blurry input, which alleviates the difficulty of match-
ing between blurry images and reference images. Given the
results of the single image deblurring task, the reference
feature transfer task further establishes the corresponding
matching relationship and transfers the textures from ref-
erence image to deblurred image. In addition, to stably
and efficiently transfer features from reference images, we
propose the reference alignment module to extract high-
quality features, which contains both patch alignment and
deformable alignment. Finally, we fuse features and recon-
struct the deblurred images using adaptive feature fusion.We
conduct extensive experiments on synthetic and real-world
datasets.Quantitative andvisual experimental results demon-
strate that our method achieves state-of-the-art performance.

The main contributions of this paper are summarized as
follows:

– Wepropose a novel reference-based dual-task framework
for image deblurring, which consists of a single image
deblurring task and a reference feature transfer task.

– We propose the reference alignmentmodule and adaptive
feature fusion module, which effectively utilize the tex-
ture features of the reference image and refine the single
image deblurring results.

– Extensive experiments on benchmark datasets show
that our framework achieves excellent deblurring per-
formance. Moreover, our framework also shows better
performance when the reference image is dissimilar to
the blurry input.

2 Related work

In this section, we briefly review some works related to our
research, including learning-based deblurring methods and
reference-based methods.

2.1 Learning-based deblurringmethods

Learning-based methods have made significant progress in
recent years. Sun et al. [30] utilized convolutional neural
networks to estimate spatially varying motion blur kernels
from local patches and then obtained deblurring results by
deconvoluting the blurry images. Nah et al. [9] proposed
an end-to-end multi-scale network to gradually restore clear
images from coarse to fine. Similarly, Tao et al. [10] proposed
a scale-recurrent structure on a multi-scale basis to reduce
the amount of parameters.Meanwhile, generative adversarial
networks [18,19] are also employed to improve the percep-
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tual quality of deblurring results. Zhang et al. [12] divided
the image into multiple patches as the input of the network
and aggregated multiple image patches at different stages
for better performance. Park et al. [31] proposed incremental
temporal training, which uses temporal information to grad-
ually restore blurred images. Li et al. [32] proposed a light
global context refinement module into image deblurring for
enriching global feature details. Cho et al. [14] proposed a
fully convolutional deblurring network with multiple inputs
and multiple outputs, and fused features of different scales
to achieve excellent performance. Niu et al. [33] extracted
the spatio-temporal information from the blurry input to
assist deblurring. Although the methods mentioned above
are beneficial for image deblurring, their algorithms are only
based on a blurry image. The blurry image loses the low-
frequency and high-frequency information of the image due
to severe degradation. Low-frequency information and high-
frequency information correspond to image structure and
texture details, respectively. Due to the lack of sufficient
information, it is difficult to recover results with structural
and texture details when faced with images with large blur
degradation, which limits the deblurring performance. In
contrast, the reference imageswe introduce can providemore
information and facilitate the restoration of image structure
and texture.

2.2 Reference-based super-resolution

RefSR super-resolve LR images with the help of an addi-
tional reference image, the purpose of which is to extract and
transfer texture information from the reference image after
aligning the low-resolution image with the reference image.
Zheng et al. [23] estimated the optical flow between the ref-
erence image and the low-resolution image, and then aligned
them by the flow. Optical flow estimation is widely used
in the field of computer vision. [34–36]. Inspired by video
super-resolution [37,38], Shim et al. [39] further utilize the
feature of deformable convolution(DCN) to extract relevant
reference features. However, the above alignment methods
usually lack to construct long-distance correlations between
image pairs. Therefore, patch alignment based methods [24–
26,40] are proposed. Zhang et al. [24] fuse reference features
in a multi-scale feature space by computing the similarity
between patches.Yang et al. [25] proposed texture trans-
former, in which hard and soft attention are used to extract
and fuse textures. Lu et al. [26] proposed a coarse-to-fine
patches correspondence matching pattern that significantly
reduces the computational complexity. Wang et al. [40] first
generalized RefSR to real-world dual cameras, super-resolve
wide-angle images with telephoto images and obtained high-
fidelity results. Huang et al. [28] proposed a reference-based
dual-task [41] framework, which achieved state-of-the-art
performance.

The above RefSRmethods provide another idea for image
deblurring. To this end, we explore new ways to utilize
additional sharp reference images to assist in image deblur-
ring. Inspired by previous methods [25,39], we adopt patch
alignment and deformable alignment [42] strategies for dif-
ferent fields of view between blurry images and reference
images. We also equip our framework with the adaptive
fusion module, designed to effectively and efficiently aggre-
gate reference feature and deblurred feature.

3 Method

In this work, to obtain deblurred images with fine textures,
we propose a dual-task framework to fully utilize the addi-
tional reference images.We apply separate tasks to the blurry
input and the reference image. To be specific, the blurry input
provides content and structural information for the deblurred
result, while the reference image is expected to provide tex-
ture details. To this end, we process the blurry input IInput
and the reference image IRef separately and then perform
adaptive fusion. As shown in Fig. 2, our framework mainly
consists of two parts:

For the single image deblurring task, we roughly deblur
the blurry input to reduce its blur degradation degree and
obtain the single image deblurring result IDeblur and the
deblurring feature FDeblur:

FDeblur = F I D(IInput) (2)

where FI D represents the single image deblurring model,
and here we use BAM [43] as the main building block of the
model.

For the reference feature transfer task, we extract well-
aligned features from the reference image and transfer to
the deblurred feature FDeblur. We first map IRef and IDeblur
into feature maps using a shared VGG19 pre-trained model.
After that, we use the normalized inner product [24] in the
feature space to calculate the cosine similarity matrix Mi, j

between IRef and IDeblur. Then, we calculate the index map
P and confidence map C based on the matrix Mi, j for the
following two modules:

Pi = argmax
j

Mi, j (3)

Ci = max
j

Mi, j (4)

where the operation represented byEq. (3) is to take the index
of the maximum value of each row of the cosine similarity
matrix M , and the operation represented by Eq. (4) is to take
the maximum value of each row of M in the matrix. The
index map P is used to warp the reference image to align
the blurry input. The confidence map C is used to weight the
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Fig. 2 The overview of the proposed deblurring framework, which con-
tains a single image deblurring task and a reference feature transfer task.
The single image deblurring network deblurs the blurry input IInput to
the deblurring image IDeblur and obtains its feature FDeblur. The ref-
erence feature transfer task first calculate the cosine similarity matrix

between IDeblur and the reference image IRef . The reference feature
FRef is then warped by the reference alignment module. After the final
adaptive feature fusionwith FDeblur, the framework yields a clear output
IOutput

relevant reference features. Next we use the reference align-
ment module to align the images and extract well-aligned
reference features FAligned, respectively:

FAligned = FRA(P, IRef , IDeblur) (5)

whereFRA represents the reference alignment module. Note
that IDeblur is only used to calculate the cosine similarity
matrix with the reference image. Then, FAligned is aggregated
with the deblurring feature FDeblur through the adaptive fea-
ture fusion module, and the final deblurring result IOutput is
obtained:

IOutput = FAFF(FAligned, FDeblur,C) (6)

where FAFF represents the adaptive feature fusion module.

3.1 Feature extraction with reference alignment

The purpose of the reference alignment module is to
obtain the features of the aligned blurry input, which will be
used in the subsequent adaptive feature fusion. Inspired by
reference-based super-resolution and video super-resolution,
as shown in Fig. 3a, we adopt a combination of patch align-
ment and deformable alignment. The key to patch alignment
is to use the index map P calculated by the cosine similarity
matrix to select high-quality features in the reference feature
FRef . So after getting the index map P , we need to unfold
the reference feature FRef into patches. We use the Unfold

operation in the Pytorch [44] framework to unfold it, where
the sliding window is a 3×3 convolution kernel with a stride
of 1. Then, we warp the reference feature FRef with the index
map P followed by folding operation to obtain the aligned
feature FPaligned:

FPaligned = W(FRef , P) (7)

whereW represents the spatial warping operation. This warp
step is used to transfer reference features according to index
map P . In other words, we transfer feature patches according
to the index of the most relevant position. The patch align-
ment method can stably find similar textures in the reference
features. However, a simple patch-level alignment cannot
fully exploit the similar features of the reference images
[40]. Previous studies [38,42,45] have shown that deformable
alignment has superior alignment performance; therefore,we
introduce deformable alignment into the reference alignment
module to align reference features and blurry features adap-
tively in the feature level [37]. Here, we are using DCNv2
[46]. Specifically, we first concatenate the reference feature
FRef and the deblurred feature FDeblur together to predict the
offset o and modulation mask m:

o = Eo([FRef , FDeblur]) (8)

m = σ(Em([FRef , FDeblur])) (9)

where Eo and Em represent stacked convolutional layers, o
represent activation functions, and [, ] represent concatena-
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Fig. 3 Illustration of the reference alignment module and adaptive feature fusion module

tion operations. With the help of masks, we can perform the
alignment operation adaptively even if the reference image
and the blurry image are not the same scene. Then, we
use deformable convolution D to compute aligned features
FDaligned:

FDaligned = D(FRef , o,m) (10)

With the help of deformable convolutional offset diversity,
the filter implicitly captures motion information by learning
local samples. After obtaining the deformable aligned refer-
ence feature FDaligned, we concatenate it with the deblurred
feature FDeblur, and then use the residual blocks R [47] for
further feature aggregation. Finally, we fuse the aggregated
feature and feature FPaligned through a convolutional layer to
obtain the final aligned feature FAligned:

FAligned = Conv(FPaligned + R([FDaligned, FDeblur])) (11)

where Conv represents a convolutional layer. The alignment
reference module not only uses stable explicit alignment of
patch alignment, but also utilizes deformable convolution for
implicit alignment. The combination of the two alignment
methods facilitates the acquisition of better aligned features.

3.2 Adaptive feature fusion

Although the reference feature FAligned obtained by the ref-
erence alignment module has similar content to the deblurred
feature FDeblur, it is not optimal to simply concatenate or add
themdirectly. This is because the alignment is not necessarily
very precise andmay introduce additional noise information.
To effectively combine the deblurred feature FDeblur and the
aligned feature FAligned, as shown in Fig. 3b, we propose an
adaptive feature fusion module to perform feature aggrega-
tion. We first concatenate the two together and then use the
confidence map C to guide the fusion process adaptively. In
order to suppress the features with inaccurate alignment and

weight the high-quality aligned features, the confidence map
C also uses a set of convolutional layers to aggregate the
information of adjacent patches. Formally, we have:

Fc = Conv([FDeblur, FAligned]) ⊗ Conv(C) (12)

Then, we use skip connections to synthesize the fused feature
Ffusion:

Ffusion = Fc + FDeblur (13)

Finally, after the reconstruction of the decoder, we get the
deblurred result IOutput.

IOutput = Decoder(Ffusion) (14)

3.3 Implementation details

Our framework is mainly divided into two stages of train-
ing optimization. For the first stage, we trained the single
image deblurring network separately, where the number of
BAM basic blocks is 10. Our goal is to preserve the spatial
structure and content information of the deblurring results.
To this end, we only use the L1 loss to minimize the pixel
minimum distance between the output IDeblur of the single
image deblurring task and the ground truth image IGT:

L1 = ∥
∥IGT − IOutput

∥
∥
1, (15)

where ‖·‖1 represents L1-norm. After training, we fixed the
single image deblurring network for the second stage of train-
ing.

In the second stage training, the output result IDeblur of
the single image deblurring network is used to calculate the
cosine similarity matrix between the single image deblurring
network and the reference image IRef , and the deblurring
feature FDeblur is used for feature fusion to obtain the final
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deblurred output IOutput. We adopt the reconstruction loss
proposed by [40]. This reconstruction loss computes the loss
between the deblurred output IOutput and the ground truth
image IGT from both the low- and high-frequency domains.
This loss can be defined as:

Lrec =
∥
∥
∥I filterOutput − I filterGT

∥
∥
∥ +

∑

i

δi (IOutput, IGT) (16)

where the superscript f ilter of the first item represents the
filtering operation using a 3×3 Gaussian kernel. The second
term δi (X ,Y ) = min jD(xi , y j ) is the contextual loss that
minimizing the difference between the pixel xi in IOutput and
its most relevant pixel y j in IGT at the perceptual distance
D [48–50]. The first term makes the deblurred output sta-
bly follow the low-frequency structure of the ground truth
image, and the second term flexibly maximizes the similar-
ity between IOutput and IGT, improving the perceptual visual
quality.

It took about 150 h to train the single image deblurring
task. We trained the entire framework using the Adam opti-
mizer [51], where = 0.9, = 0.999. It took about 80 h for
our framework to converge. The batch size is 12. The ini-
tial learning rate was 0.0001 and gradually decreased using a
cosine annealing strategy. The first four layers of the vgg19
pre-trained model were used for feature extraction. We built
and trained the network framework using Pytorch [44] on an
NVIDIA TITAN RTX GPU.

4 Experiments

4.1 Datasets andmetrics

Datasets. In the experiments, we use themost popular GoPro
[9] dataset. The training set and test set of the GoPro dataset
are generated in the same way. Their ground truth images
are all taken with a GoPro4 high frame rate camera, and
the corresponding blurry images are generated by averaging
consecutive ground truth frames. The dataset has a total of
3214 pairs of sharp and blurry images, of which 2103 pairs
are used for training and 1111 pairs are used for testing. The
resolution of the blurry and ground truth images is 1280 ×
720. To evaluate the generalization ability of the model, we
also tested on the HIDE [52] test set, which consists of 2025
images. To evaluate the ability of the model to handle real-
world blur, we chose the high-quality RealBlur-J [53] test
set, which contains 980 blurry images in low light, for our
experiments. For the selection of sharp reference images,
we choose the adjacent frames of ground truth images as
reference images to facilitate the restoration of blurry images.
The same is true for the HIDE and RealBlur-J datasets. All

Table 1 Quantitative evaluation results on the GoPro and HIDE test
sets. The best scores are shown in bold. ∗ indicates that the author does
not release source codes

GoPro HIDE

Method PSNR SSIM PSNR SSIM

DeepDeblur [9] 27.83 0.915 25.73 0.874

SRN [10] 30.25 0.935 28.36 0.904

DeblurGAN-v2 [19] 29.55 0.934 27.40 0.882

MTRNN [31] 31.13 0.945 29.15 0.918

DSD [11] 30.96 0.942 29.01 0.913

Stack4-DMPHN [12] 31.39 0.948 29.10 0.918

DBGAN [55] 31.10 0.942 28.94 0.915

RADN∗ [16] 31.76 0.953 – –

SAPHN∗ [56] 32.02 0.953 29.98 0.930

SimpleNet∗ [32] 31.52 0.950 – –

MPRNet [15] 32.66 0.959 30.96 0.939

MIMO-UNet+ [14] 32.45 0.957 30.00 0.930

HINet [13] 32.71 0.959 30.33 0.934

Ours 33.35 0.963 31.02 0.940

models in the experimentswere trained on theGoPro training
set.

Evaluation metrics. Like existing baseline deblurring
methods, we use PSNR and structural similarity (SSIM)
[54] to evaluate all experimental results. In general, larger
PSNR and SSIM represent higher-quality restored images.
All PSNR and SSIM in the experiments are calculated using
built-in functions in MATLAB R2018a.

4.2 Comparisons with state-of-the-art methods

We first quantitatively compare the proposed method with
several state-of-the-art methods, including DeepDeblur [9],
SRN [10], DeblurGAN-v2 [19], DSD [11], MTRNN [31],
DMPHN [12], DBGAN [55], RADN [16], SAPHN [56],
SimpleNet [32], MPRNet [15], MIMO-UNet+ [14], HINet
[13]. The test models of the above methods are all trained
under the GoPro training set and tested under the GoPro,
HIDE and RealBlur test sets. In addition to this, we also con-
duct qualitative evaluations and user study to measure the
visual performance of different methods.

Quantitative evaluations.As shown in Table 1,we provide
quantitative evaluation results on the GoPro and HIDE test
set. As can be seen, our method achieves the highest PSNR
and SSIM scores, surpassing all the other methods by at least
0.6 dBon theGoPro test dataset. This shows thatwith the help
of reference images, our framework achieves state-of-the-
art deblurring performance and generalization ability. Single
image deblurringmethods cannot utilize additional reference
information. In contrast, our method can adaptively utilize
useful information on the reference image. The quantitative
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Table 2 Quantitative evaluation results on the RealBlur test set. The best scores are shown in bold

SRN [10] DeblurGAN-v2 [19] DMPHN [12] MPRNet [15] MIMO-UNet+ [14] Ours

PSNR 26.55 26.65 26.05 26.49 26.12 26.69

SSIM 0.864 0.862 0.856 0.865 0.853 0.865

DeblurGAN-v2 MTRNN

Blurry Input & Reference

SRN DMPHN

MIMO-UNet+ MPRNet GTOurs

DeblurGAN-v2 MTRNN

Blurry Input & Reference

SRN DMPHN

MIMO-UNet+ MPRNet GTOurs

DeblurGAN-v2 MTRNN

Blurry Input & Reference

SRN DMPHN

MIMO-UNet+ MPRNet GTOurs

DeblurGAN-v2 MTRNN

Blurry Input & Reference

SRN DMPHN

MIMO-UNet+ MPRNet GTOurs

DeblurGAN-v2 MTRNN

Blurry Input & Reference

SRN DMPHN

MIMO-UNet+ MPRNet GTOurs

Fig. 4 Visual comparison on the GoPro test dataset(top three examples) and HIDE test dataset(the forth and fifth examples). Our method recovers
fine textures and major structures in text, textures, moving objects and human faces. Zoom-in for details
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DeblurGAN-v2Blurry patch SRN DMPHN

MIMO-UNet+MPRNet GTOursBlurry InputReference

DeblurGAN-v2Blurry patch SRN DMPHN

MIMO-UNet+MPRNet GTOursBlurry InputReference

Fig. 5 Visual comparison on the RealBlur test dataset. Our method recovers more realistic details than other methods on blurry images in low light.
Zoom-in for details

comparison results on RealBlur-J are shown in Table 2, due
to the inconsistent way in which the training and test set
data are generated, the metrics of the other state-of-the-art
methods drop very low, but our method still achieves the
highest performance. In addition, our framework does not
require the use of complex multi-scale, multi-stage or multi-
patch strategies. The above quantitative comparison results
show that our approach achieves the best performance.

Qualitative evaluations.We further compare the proposed
method with other state-of-the-art methods for visual qual-
ity. Among the best deblurring methods, we chooseMPRNet
[15], MIMO-UNet+ [14], SRN[10], DeblurGAN-v2 [19],
MTRNN[31],DMPHN[12] as comparisonmethods. Thanks
to the authors of these methods providing better quality
source codes, we can make a fair comparison. The visual
comparison results on the GoPro and HIDE test sets are
shown in Fig. 4. All five examples have considerable restora-
tion challenges, making the current single image deblurring
algorithms intractable. Specifically, the top three examples
were selected from the GoPro test set, and we selected texts
with large motion blur, textures, and objects in high-speed
motion for comparison. In the first example, the results of
other methods produce severe artifacts, and some are even
difficult to recognize, yet our method can still recover rec-
ognizable digital text. The second example contains texture
details, but DeblurGAN-v2 [19] produces severe artifacts,
MIMO-UNet+ [14] produces a certain scale distortion, and
MPRNet [15], although the restoration effect is better than
other methods, is still worse than our deblurring effect. Our
method can effectively suppress blur diffusion and artifacts.
The third example is high-speedmotion blur, and ourmethod

still produces results that are closest to ground truth images.
The last two examples are selected from the HIDE test set,
and our method still achieves good visual performance. For
example, in the last example, our method focuses more on
reconstructing face shape and details. In contrast, due to
severe motion shake, the high-frequency details of the image
are lost, and it is difficult for other methods to recover clear
facial information. Figure 5 shows the visual comparison
results on the RealBlur test set; our method recovers more
details in low-light blurry regions compared to other meth-
ods. Overall, with the help of reference images, our method
recovers major structures and fine details on both synthetic
and real-world datasets.

User study. To further evaluate the visual perceptual qual-
ity of the deblurring results, we also conduct a user study
comparisonof the deblurred resultswith three state-of-the-art
methods.WechooseDMPHN[12],MIMO[14] andMPRNet
[15] as baseline comparison methods. The user study con-
sisted of 30 users who had normal vision and were not aware
of any experimental details, so it was objective. The selected
images are derived from different scenes in the GoPro test
set and are universal. We give users two images (ours and
baseline) at a time and let users choose the image they think
is the most realistic without a time limit. They do not know
which algorithm has been used to recover the image. We
collected 300 valid images for each set of comparisons. As
shown in Fig. 7, more than 80% of people like our deblur-
ring results, which again strongly proves that our method has
better subjective quality.
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Table 3 Quantitative evaluation for ablation study of reference feature
transfer task. The PSNR is computed on GoPro

ID Patch DCN AFF PSNR

(1) 32.81

(2) � 32.99

(3) � 33.15

(4) � � 33.23

(5) � � � 33.35

4.3 Ablation study

4.3.1 Effect of reference feature transfer

Based on the single image deblurring task,we introduce a ref-
erence feature transfer task to improve the texture details of
the deblurring results. Among them, in the reference feature
transfer task, the reference module and the adaptive feature
fusion module are essential, so we conduct ablation experi-
ments on these two key modules. We retrained five network
variants by adding important components of the model one
by one: (1) single image deblurring task without reference
image. (2) reference alignment module with patch alignment
only. (3) reference alignment module with deformable align-
ment only. (4) reference alignment module based on patch
alignment and deformable alignment. (5) entire framework
with adaptive feature fusion. Each ablation experiment was
trained for about 80 h.

Reference Alignment Module. Table 3 evaluates the effec-
tiveness of the reference alignment module, compared with

the baseline (1), (2) and (3) demonstrate the performance
gain of utilizing only patch alignment or deformable align-
ment. (3) has better performance than (2), which indicates
that deformable alignment can warp reference features better
than patch alignment. As shown in Fig. 6, the patch align-
ment and the deformable alignment have different deblurring
effects on the edges of license plate numbers, so we combine
them in the reference alignment module. (4) achieves better
performance, revealing that patch alignment and deformable
alignment have a synergistic effect, resulting in better gain.
Figure 6 also demonstrates that result (4) produces a clearer
deblurred result. In summary, the reference alignment mod-
ule combines the stability of patch alignment with the
superior performance of deformable alignment to achieve
better reference alignment.

The last row of Table 3 shows the performance of using
adaptive feature fusion. For other control groups, we per-
form element-wise summation of deblurred features FDeblur
and aligned features FAligned without using confidence maps.
As shown in Table 3, with adaptive feature fusion, the model
achieves a gain of 0.12 dB in terms of PSNR, which indi-
cates that the guidance of the confidence map is beneficial to
the performance improvement. As shown in Fig. 6, adaptive
feature fusion module further improves the deblurring effect,
resulting in sharper structures and realistic textures (Fig. 7).

4.3.2 Robustness to different reference images

Previous experiments have demonstrated that sharp reference
images have large gains in deblurring performance. We use
the similar texture information of the reference image to help

GT+Patch+DCN+AFF+Patch+DCN+DCN+PatchCoursely DeblurringBlurry Image

Fig. 6 Ablation study on reference feature transfer task. Note that “ +” denote “with”, “GT” stand for ground truth

Fig. 7 User study results on
GoPro dataset

0% 20% 40% 60% 80% 100%

Ours vs. MPRNet

Ours vs. MIMO

Ours vs. DMPHN

User Study

ours is best baseline is best
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(a) Blurry Input

(g) Reference 1 (h) Reference 2

(c) Ground Truth

(i) Reference 3

(d) Result w/ (g) (e) Result w/ (h) (f) Result w/ (i)

(b) Result w/o reference

Fig. 8 Ablation result of using different reference images on the GoPro dataset. The proposed framework generates sharper results and fewer
artifacts than the result without reference. Zoom-in for details

Table 4 Ablation study on
different reference images

Reference1 Reference2 Reference3 W/O Reference

PSNR 33.23 32.45 32.48 32.19

SSIM 0.963 0.957 0.957 0.955

image restoration, but do not analyze the influence of refer-
ence images in different scenes on the deblurring results. So
to answer this question, we experimented with different ref-
erence images under the GoPro test set. As shown in Fig. 8,
the Reference 1 is from the same scene as the blurry input
and has a high degree of similarity, while the other reference
images are randomly selected fromotherGoPro scenes. It can
be seen that with the help of different reference images, our
method achieves superior deblurring results. This is because
patch alignment is a special attention mechanism, which can
find and weight the most relevant texture features under the
guidance of index map P and confidence map C .

We further conduct quantitative comparisons, as shown
in Table 4, even though the reference image and the blurry
image originate from different scenes; our method also has
only a slight performance degradation. This means that our
framework can robustly utilize reference images in different
scenes to facilitate the restoration of deblurred images.

4.4 Object detection performance evaluation

As mentioned in the previous introduction, image blur can
seriously affect other computer vision tasks, object detection
is one of them. As one of the most basic and challenging
problems in computer vision, object detection [57,58] has
received extensive attention in recent years. With the devel-
opment of deep learning, methods based on deep learning
have been significantly improved in the field of object detec-
tion. Among them, the YOLO [59] series algorithms have
gradually become the benchmark algorithms in the industry
due to their better performance. However, most of the object
detection algorithms assume that the input image is clear,
so when blurred images are used as input, these methods all
face severe performance degradation. At this point, the image
deblurring technology can be applied to the object detection
task to remove image blur and improve the accuracy of object
detection. As shown in Fig. 9, we use the YOLO V5 object
detector to detect the blurry and deblurred images, respec-
tively. The first column is the result of detection using the
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Fig. 9 The result of object detection. The first column is the detection result of the blurry input, and the second column is the detection result after
deblurring by our method
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Table 5 Performance and
efficiency comparison on the
GoPro test dataset. We tested all
the experimental metrics using
an Nvidia Titan RTX GPU

Method PSNR FLOPs(G) Runtimes(s) Params(M)

DeepDeblur [9] 27.83 336 1.52 11.7

SRN [10] 30.25 167 0.83 6.8

MTRNN [31] 31.13 164 0.33 2.6

DSD [11] 30.96 471 1.31 2.84

Stack4-DMPHN [12] 31.39 235 0.49 21.7

MPRNet [15] 32.66 777 1.12 20.1

MIMO-UNet+ [14] 32.45 154 0.36 16.1

Ours 33.35 982 1.37 50.2

blurry image directly, and the second column is the detec-
tion result after image deblurring using our method. The first
column clearly has many undetected objects and false detec-
tions; in contrast, the false negative examples are successfully
detected in the second column.

Moreover, we further evaluate the proposed method with
other deblurring methods in terms of performance improve-
ment for object detection. Since the objects in the GoPro
dataset are mostly people, cars, and potted plants, we only
measure the average precision of these three classes for per-
formance evaluation. As shown in Fig. 10, our method has
themost obvious performance improvement for object detec-
tion, showing its superior performance.

4.5 Performance and efficiency comparison

In addition to quantitative and qualitative comparisons, we
also compare the number of parameters, FLOPs and running
time with state-of-the-art methods. Table 5 shows the experi-
mental results. Compared with other single image deblurring
methods, our method has relatively large FLOPs and param-
eter amount due to the integration of two different tasks. In
addition, when testing, we divide the entire image into mul-
tiple patches for inference separately, and then splicing them
into a whole image for output. Compared with other meth-
ods that input an entire image into the network for inference,
this method of patch testing increases the inference speed to

a certain extent. Compared with other methods, our method
achieves the most excellent performance while maintaining
an acceptable efficiency.

4.6 Influence of the batch size and initial learning
rate

During the training phase of the whole framework, batch size
and initial learning rate are important hyper-parameters that
affect model performance. Specifically, increasing the batch
size within an appropriate range can improve the stability of
model convergence. If the initial learning rate is too large,
the model will not converge, and if it is too small, the model
will converge very slowly or cannot learn. Thus, we analyze
the influence of these two hyper-parameters on the conver-
gence of the model on the GoPro dataset. Figure 11 shows
the ablation results.

Figure 11a shows the impact of batch size on the conver-
gence speed of the model. It can be seen that as the batch
size increases, the convergence speed of the model gradually
increases. Therefore, we adjust the batch size to 12 to fully
utilize the performance of the GPU.

Figure 11b shows the impact of the initial learning rate
on model convergence. It can be seen that the model is more
sensitive to the initial learning rate, too large or too small
will seriously affect the performance, so we choose the initial
learning rate as 1 × 10−4.

batch size =12 

batch size =6 
batch size =9

Time in hours Time in hours 

Lo
ss

Lo
ss

learning rate =1 × 10
−4

learning rate =1 × 10
−5

learning rate =3 × 10
−4

(a) Influence of the batch size (b) Influence of the learning rate

Fig. 11 Influence of different batch sizes and initial learning rates. a Influence of batch size. b Influence of learning rate
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5 Conclusion

In this paper, we propose an effective framework for deblur-
ring with reference images. The framework mainly includes
a single image deblurring task and a reference feature trans-
fer task. The single image deblurring task recovers a rough
deblurred image from the blurry input, which will be used
to compute the cosine similarity matrix with the reference
image. The reference feature transfer task finally synthesizes
high-quality deblurred results with the help of a well-
designed reference alignmentmodule and an adaptive feature
fusion module. Quantitative and qualitative experimental
results on synthetic and real-world datasets demonstrate that
our framework achieves superior performance.

Limitations and Future Work. Although our framework
achieves state-of-the-art performance, computing the cosine
similarity matrix between the reference image and the single
image deblurring results is memory-intensive. In addition,
compared to the single image deblurring task, the framework
yields expensive computation and inference speed due to the
integration of the single image deblurring task and the refer-
ence feature transfer task. In the future, we are interested in
exploring the use of lighter-weight single image deblurring
models to trade off performance and computational speed.
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