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Abstract

Development in artificial intelligence has brought a new revolution to technologies and approaches that have been employed
for malicious purposes specifically after the introduction of generative adversarial networks (GANs) in 2014. GANs are
empowered of generating fake visual samples with high realism. Several refined ML-based methods can produce highly
realistic deepfakes videos that can be employed for harassing and blackmailing people. Moreover, deepfakes have introduced
political stress by navigating disinformation which can result in societal, and political encounters. The prevailing situation
has induced a severe danger to the privacy of humans and thus, urged for the introduction of automated approaches to identify
deepfakes. In the presented approach, we have used deep learning (DL)-based approach namely ResNet-Swish-Dense54 for
reliable and accurate detection of deepfakes. Initially, human faces are extracted from input video frames. Then, the extracted
faces are passed to the ResNet-Swish-Dense54 model to perform the content classification as being real or manipulated. We
have evaluated our model over the challenging datasets namely DFDC, FaceForensic++, and CelebDF datasets, and confirmed
the robustness of the proposed approach through experimentation. Moreover, we have evaluated our approach for adversarial
attacks and proved the explainability power of the ResNet-Swish-Dense54 model by generating heatmaps and performing
cross-dataset validation. Both the quantitative and qualitative results demonstrated the effectiveness of our approach for visual
manipulation detection.
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1 Introduction

The easier availability of low-cost digital gadgets like mobile
phones, cameras, laptops, tabs, etc., has enabled people to
save their memories in digital formats (audio, video, and
images) [1-3]. At the same time, internet access has allowed
people to share their data via using several social websites
like Instagram, Twitter, Facebook, etc., [4, 5]. This infor-
mation sharing among people has increased the amount of
multimedia content in cyberspace. At the same time, sev-
eral editing tools are available that people usually employ
to improve the visual appearance of their data. However,
such manipulations also introduce forensic changes in the
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information conveyed to the people [6, 7]. The great advance-
ment in the field of machine learning (ML) and deep learning
(DL) has introduced such tools and applications which can
create fake content with extreme realism even undistinguish-
able by humans [8]. Due to the easy generation and spread
of fake data, now it is impossible for humans to classify
between the original and altered information which can ulti-
mately cause thought-provoking concerns. Furthermore, the
research community has recognized this era as “post-truth”
where a chunk of misinformation or disinformation is used by
malicious players to influence community belief. The manip-
ulated information has the power to produce intense harm
in society: influencing election campaigns, the foundation of
warmongering conditions, affecting the reputation of individ-
uals, etc. The word “deepfakes” is defined as the generation
of synthetic audiovisual content with the help of DL-based
approaches like GAN [8] to spread false narratives about
a person [8]. Recently, deepfakes creation has considerably
progressed and is usually employed to broadcast disinforma-
tion in society which can bring an adverse risk in the shape of
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false news. In this digital era, multimedia content is used to
process legal claims; however, such data demand verification
and reliability. Whereas, the extensive alterations introduced
in the visual content have made the multimedia data untrusted
[9, 10]. Moreover, multimedia forensic analyzers are facing
a serious problem in investigating the visual content posted
on social sites due to the realistic generation of altered con-
tent. Furthermore, the propagation of easy-to-use tools like
Zao [11], REFACE [10-12], FaceApp [13], and GAN-based
approaches[14, 15] has made the truthfulness and realism
verification of images and videos even more complex job.

Visual deepfakes are broadly classified into three types
namely the FaceSwap, Lip-synching, and Puppet-master.
FaceSwap-based deepfakes are concerned to replace the
face of the subject with the target with the aim of portray-
ing the target to do the task that was actually performed
by the source person. FaceSwap-based manipulated con-
tents are typically produced for character assassination of
well-known people by presenting them in controversial sce-
narios [16]. Several open-source tools and apps like ZAO
[3] and REFACE [4] have the ability to create convincing
FaceSwap-oriented deepfakes. With no technical expertise,
these applications allow the general audience to exchange
their faces with celebrities and see themselves doing those
shots. Many other publically available DL-based approaches
like DeepFaceLab [5] and FaceSwapGAN [6] are prominent
to produce realistic synthesized visual clips. Such user-
friendly tools and applications can also generate offensive
content like the initial creation of the deepfakes was the gen-
eration of non-consensual pornography presenting a serious
threat to women [17]. While the Lip-synching deepfakes are
focused on synching the lip movements of the target person
to some arbitrary audio with the aim to show him/her say-
ing something that is not actually spoken by them. Whereas
Puppet-master-oriented deepfakes are concerned to copy the
expressions of the target person, like head and eye move-
ment, or mimicking the facial expressions. The main aim of
this manipulation is to capture the source’s expression [18] in
avisual sample. Even though there are many positive applica-
tions of deepfakes like these can be used to produce the voice
for people who lost their vocal ability [19]. Moreover, drama
or movie producers can use these techniques to reproduce
the shots for which celebrities are no more available. How-
ever, its negative impact is more prominent with the power
of claiming a serious threat to the privacy of humans.

Due to the prevailing circumstances of deepfakes, the
researchers are now focusing to present such methods which
are helpful to classify real and fake content. The methods
which are used for deepfakes detection and classification
are divided into two types namely the ML-based approaches
or DL-based frameworks. In the case of the conventional
ML-based feature extraction techniques, Zhang et al. [20]
introduced an approach to locate real and fake content. In
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the first phase, the Speeded up Robust Features (SURF)
algorithm was used for keypoints estimation that was later
used to train the SVM to accomplish the classification task.
This approach was then evaluated over the blurred samples.
The method [20] works well for the manipulated images,
however, lacks to generalize well to the video-based altered
multimedia content. Another approach was introduced in
[21] to recognize the forensic changes by approximating the
3D head orientation from 2D facial region features. The cal-
culated variance between the head orientation was employed
as a keypoints vector for the SVM training to categorize the
real and fake visual content. The technique in [21] shows
better deepfakes detection results; however, the performance
of this method degrades for the blurred samples. Guera
et al. [22] proposed a solution to recognize the synthesized
faces from suspected samples. Multimedia stream descrip-
tors [23] were employed for keypoints estimation along with
the SVM and random forest to classify the real and fake
images. The approach exhibits a low-cost solution to deep-
fakes detection; however, the detection accuracy reduces for
the video re-encoding attacks. A deepfakes detection method
was introduced in [24] that utilized the biological signals
(e.g., heart rate) computed from the facial region of the input
video sample. The computed features were used for the SVM
and CNN-based classifiers to locate the original and modi-
fied data. The method works well for manipulation detection;
however, it is not robust to video post-processing attacks.
Jung et al. [25] presented an approach for deepfakes detection
by computing the unrealistic eye-blinking pattern from the
altered samples. The Fast-HyperFace [26] and EAR method
(eye detection) [27] were used to locate the eye-blinking pat-
terns. Then, an integrity authentication approach was utilized
by following the variation of eye blinks based on gender, age,
behavior, and time factor to locate the pristine and fake data
samples. The method presented in [25] works well for visual
manipulation identification, however, does not work well for
visual samples of persons suffering from mental illness that
caused abnormal eye-blinking movements. The conventional
ML-based feature extraction techniques lack the ability to
tackle the post-processing attacks like the presence of intense
light variations, blurring, and compression in visual samples
due to their limited feature extraction power [28, 29].

To deal with the limitations of ML-based approaches, the
research community is evaluating the power of DL-based
approaches for the detection of manipulated content [30, 31].
One such technique was presented in [32] where a supervised
learning-based method was used for video forensic analysis.
More clearly, the Xception network together with a super-
vised constructive loss was employed to learn the features
from the input samples that were later classified as being
original or modified. This approach works well for deepfakes
detection; however, the evaluation power should be tested
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over amore challenging dataset. Another framework was pro-
posed in [33] that employed the fusion of both landmarks and
deep features to recognize the real and manipulated samples.
The work [33] exhibits improved performance for deepfakes
identification, however, does not generalize well to dark light
visual samples. Roy et al. [34] employed three types of DL-
based frameworks namely the 3D ResNet, 3D ResNeXt, and
I3D to identify the visual manipulations. The framework
introduced in [34] acquires better deepfakes detection results
for the 3D ResNeXt network, however, lacks to generalize
well for the unseen testing samples. Another work was pro-
posed in [35] where the information from both the frame
level and temporal sequence analysis was used for deepfakes
detection. The work in [35] demonstrates better visual manip-
ulation categorization results, however, does not work well
for the compressed video samples. Chen et al. [36] intro-
duced an approach for recognizing pristine and fake videos.
A two-step technique named mask-guided identification and
reconstruction was employed to detect the altered visual
data. In the first step, the deep keypoints were calculated
that were later utilized iteratively to detect the fake samples.
The approach proposed in [36] is robust to deepfakes clas-
sification; however, it is unable to tackle adversarial attacks.
Moreover, a technique is proposed in [37] that employed a 3D
CNN approach for deepfakes detection. The approach [37]
exhibits better visual manipulation results, however, with the
increased computational burden. Masood et al. [38] presented
a framework for deepfakes detection and classification that
used numerous pre-trained frameworks for keypoints com-
putation. Then, the extracted features were used for training
the SVM classifier to categorize the real and fake videos. The
approach proposed in [38] exhibits the best performance for
the DenseNet-169 approach; however, it suffers from a higher
computing cost.

Despite extensive work presented for the accurate detec-
tion of deepfakes, still there is a need for performance
enhancement. The existing works show degraded perfor-
mance for samples suffering from adversarial attacks like
noise, compression, light variations, blurring, scale and posi-
tion variations, etc. Moreover, the existing techniques are
robust to trained data, however, showed less performance
for unseen scenarios. Moreover, the creation of manipulated
content with huge realism is also imposing a demand for
a more accurate approach to the reliable identification of
forged samples. We have tried to overcome the issues of
existing works by presenting anovel DL approach namely the
ResNet-Swish-Dense54 model. The usage of the Swish acti-
vation approach performs a multiplication method on input
values by utilizing the sigmoid function. The employed acti-
vation approach smoothly changes the flow of negative values
in place of sudden change and supports a small range of neg-
ative values to pass through the framework which enables our
framework to learn the complicated patterns of input videos

with ahigh recall rate. Moreover, the inclusion of added dense
layers at the end of our ResNet-Swish-Dense54 framework
allows it to better nominate an effective set of sample fea-
tures for the classification task. Initially, the video samples
are extracted on which the OpenFace?2 toolkit is applied for
human face detection. The detected faces are later passed to
the ResNet-Swish-Dense54 model for deep features com-
putation and visual manipulation classification. The main
contributions of our work are as follows:

A novel ResNet-Swish-Dense54 model is presented that
improves the deepfakes detection accuracy by introducing
a very little computational burden.

e Reliable and accurate identification of deepfakes due to the
capability of the proposed approach to tackle the model
over-fitting.

e Better model explainability power because of the reliable
feature selection ability of the ResNet-Swish-Dense54
model.

e The presented work is reliable to perform well under the
presence of adversarial attacks like compression, noise,
blurring, translation, and rotational variations due to the
capability of ResNet-Swish-Dense54 to propagate a more
relevant set of visual features within neurons and perform
the classification task.

e We have evaluated the proposed solution over the com-

plex Deepfakes Detection Challenge Dataset (DFDC),

FaceForensic++, and CelebDF datasets including a cross-

corpus evaluation to elaborate on the effectiveness

and generalization power of the ResNet-Swish-Dense54
framework for visual manipulation detection.

The remaining article follows the following structure:
Sect. 2 explains the details of the proposed approach, while
the evaluation results along with the performance measure-
ment metrics and the employed dataset are given in Sect. 3.
Finally, the conclusion is drawn in Sect. 4.

2 Proposed method

In this work, we have presented a novel ResNet-Swish-
Dense54 framework. To effectively capture the underlying
complex patterns of videos, we have introduced residual
blocks with the Swish activation method. Such architecture
of the proposed approach permits the flow of small nega-
tive values through the network and optimizes the model
learning behavior. Moreover, we have introduced the extra
dense layers at the end of the framework architecture to
nominate a more reliable set of sample features for classifica-
tion purposes. More clearly, initially, we have extracted the
video frames from which the subject faces are extracted by
using the OpenFace?2 [39] toolkit. Then, the extracted faces
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Fig. 1 Visual representation of ResNet-Swish-Dense54

are passed to the ResNet-Swish-Dense54 model to compute
the deep features and classify the samples either as real or
manipulated. A detailed visual representation of the proposed
approach is shown in Fig. 1.

2.1 Identification and extraction of human faces
from videos

After extracting the video frames, the next step is to locate the
faces from them. For visual manipulation, the face part is the
main area of video frames in which the alterations are made.
Therefore, the presented method is focused on the facial
region only. To obtain the faces, we have used a face detec-
tor namely the OpenFace2 [39] toolkit. The employed tool
utilizes 2D and 3D face region landmarks to locate the facial
area. Furthermore, the OpenFace2 has the ability to com-
pute the head position, eye-gaze, and localization of mouth
action units as well. The main reason to select the Open-
Face2 for face detection is that this approach is effective to
locate faces even under the occurrence of changes in the face
orientation, intensity variations, and capturing device posi-
tion. Such characteristics of the OpenFace?2 toolkit enable it
to accurately identify the human faces from the video sam-
ples under intense transformation changes [40]. Moreover,
to maintain the computational complexity of the proposed
solution, we have only taken 20 frames from all video sam-
ples.

2.2 Feature computation

After the extraction of faces from the video frames, the
next task is to compute features from them. For this reason,
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we have used a well-known pre-trained model namely the
ResNset50 and altered it by introducing the Swish activation
method inside its structure. Moreover, additional dense layers
are introduced at the end of the model architecture. The intu-
ition of using the swish activation method is that it permits
the model to propagate the negative values through neurons
which assist to capture the complex underlying visual pat-
terns while the additional dense layers allow nominating a
representative set of features to be passed for classification.
The basic purpose of selecting a pre-trained model is that
the framework is already trained on an online available large
dataset namely the ImageNet database and has the power to
compute a more reliable set of image features. The starting
layers of the model are responsible to learn the low-level
image information while the later layers are focused to com-
pute the job-specific information. So, the employment of a
pre-trained model for a new task like using for deepfakes
detection causes to increase in the fake recognition accuracy
and reduces the execution time by fastening the training pro-
cess. A visual demonstration of this task is shown in Fig. 2.

2.3 ResNet50

ResNet50 [41] is a well-known DL model that uses iden-
tity shortcut links along with the residual mapping in its
entire architecture to acquire better performance results. Usu-
ally, the traditional CNN methods use the information of all
previous layers to extract a dense set of image features to
improve their object recognition accuracy. A pictorial repre-
sentation of the original ResNet50 model is shown in Fig. 3.
However, by increasing the network depth, the models with
such architecture settings face a serious degradation in their
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performance because of the gradient vanishing issue in the i
training procedure [4]. To deal with the problems of existing N2
CNN models, the ResNet approach proposes the concept of o
using skip connections for deep network architectures that y:
miss one or more layers and build the foundation of residual )
blocks (RBs). The resultant structure permits reemploying F(i) RelU
the keypoints maps from the previous layers, which results
in improved performance and easier training. The RB is the Layer 2
basic building block of the ResNet model, and a visual rep-
resentation is shown in Fig. 4.
The RB contains numerous convolution layers, along with F(i) +1i  —

the ReLU activation function. Furthermore, it contains a
batch normalization layer and a shortcut link. In each RB, the
stacked layers are responsible for residual mapping via using
shortcut links that execute identity mapping (i). The obtained
result is joined with the output function of the stacked layers.
The outcome from the RB can be stated as:

Y = F(i)+i (1)

RelLU

Fig. 4 The architectural description of RB

Here, I represent the input, F' shows the residual function
while Y is demonstrating the result obtained from the residual
function.
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2.4 ResNet-Swish-Dense54

The reliable computation power of the ResNet model has
inspired us to employ it for recognizing real and altered visual
samples. We have customized the existing ResNet50 model
by introducing the swish activation method in its structure
along with four additional added dense layers at the end of
the architecture.

The motivation for using the swish activation method
in the original model is to improve its learning behav-
ior via exhibiting the least training loss and to enhance
its empowerment to recognize complicated video patterns.
Moreover, the addition of added dense layers in the ResNet50
model enhances the keypoints nomination ability of the net-
work. The in-depth view of the novel ResNet-Swish-Dense54
model is shown in Fig. 5, while the structural description is
given in Table 1. The framework comprises a total of 33 con-
volutions layers (CnL), which are further clustered into 5
CnL phases, where each group contains numerous RBs posi-
tioned on top of one another. We further added the global
average pooling layer along with the four added dense lay-
ers. The dense layers permit the network to emphasize the
manipulated regions while removing unrequired background
information and enhancing deepfakes detection results under
changing complex conditions, such as variations in light,
color, and face orientations. The added dense layers enhance
the capability of the model to learn a reliable set of image
features by introducing very little overhead to model archi-
tecture. Once the features are selected by the added dense
layers, these are forwarded to the softmax layer to produce
the final results. A detailed description of the inner model
layers is discussed in the succeeding sections.

2.4.1 Convolutional layer

In all CNN models, the convolutional layer is focused to
calculate a set of deep keypoints from the input sample. The
mathematical description of this layer is given in Eq. (2).

K= 7| D (vi Ky ) @)

Jen;

In Eq. (2), t is denoting the total number of model lay-
ers, whereas K is representing the attained keypoints set by
applying the kernel window of size Y. Moreover, the con-
volution operation is shown by *, while 7 is representing
the bias value. Furthermore, n; indicates the total number of
feature maps. In the presented work, all the extracted faces
attained from the OpenFace?2 are set to a size of 224 x 224
to make them compatible with the framework requirements.
The ResNet-Swish-Dense54 model resized the samples with
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the aim of increasing them in depth to extract a more rep-
resentative set of sample information. The used convolution
layers in the entire structure of the ResNet-Swish-Dense54
model have influenced the depth of the extracted samples.
The proposed ResNet-Swish-Dense54 model has a total of
48 convolution layers which are directed to attain a nomina-
tive set of features from each input video sample.

2.4.2 Activation layer

To enhance the visual manipulation recognition ability of the
proposed approach, we have presented the Swish activation
method as an alternative to ReLU in our ResNet-Swish-
Dense54 model after each convolution 2D layer. The swish
activation approach is non-monotonic smooth unbounded
above and bounded below in its behavior. Such nature of
the swish activation method assists to prohibit saturation and
model over-fitting problems. Smoothness assists the model to
optimize its behavior by improving the recall ability which
in turn enhances the generalization power of an approach.
Whereas, the non-monotonic nature supports the easier flow
of gradient and delivers robustness to varying learning rates.
The swish activation method is simple in nature, and sev-
eral studies reveal that it performs well in comparison with
the most widely employed ReL.U activation method in com-
plicated research areas of image classification and object
recognition [28]. The major reason for the better performance
of the swish method is that the ReLU function prohibits
the flow of negative values through the model which causes
the loss of significant sample information. While the swish
method permits the flow of small negative values through the
model which are significant for computing complex patterns
from the input data in deeper networks. A visual depiction of
swish and ReLU activation methods is given in Fig. 6. The
mathematical representation of the swish method is given as:

s(i) =i x sigmoid (£i) 3)

In Eq. (3), i is depicting the value of input and £ shows
the trainable model parameters. Moreover, the Swish method
optimizes model learning behavior and also reduces the com-
putation complexity of the model as the employed activation
approach takes less time for training as compared to other
activation methods.

2.4.3 Pooling layer

This layer is employed to reduce the high dimensional key-
points vector by eliminating the unwanted information. The
pooling layer assists the proposed model to avoid the over-
fitting problem by showing the summation of the pixel
information and makes the model robust to spatial transla-
tions of the input. In the proposed approach, the computed
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Table 1 Structural description of ResNetDense-54 3
Layer name ResNet-Dense RelU sr
- Swish, =1
CnL1_x 7 x 17,64 -
3 x 3 max pool ‘j
[ 1x1.64 ] -
CnL2_x 3x3,64 | x3 I
1 x 1,256
- . e R B
1 x1,128 3
CnlL3_x 3x3,128 | x4 Fig. 6 ReLu vs. Swish activation method [42]
1x1,512
(1% 1,256 | 2.6 Softmax layer
CnL4_x 3x3,256 | x6
1 x 1, 1024 The softmgx layer is the la.st l.ayer of the proposed Work t.hat
- - is responsible for accomplishing the deepfakes classification
r 7 task. The proposed approach utilized a softmax activation
1x1,512 S :
CiLs. x 33,502 | x3 funcuot.l in the las.t fu.lly connected (FC? layer to estlmate.the
| x 12048 proportional possibility of the output units. The mathematical
x 1, .. .. .
L - description of the softmax is given in Eq. (4).
Global Average Pooling
Dense_1 exp(ly)
- 8(L) = = @)
Dense_2 Y om—oexp(In)
Dense_3
Dense_4 In Eq. (4), both (/) and (Z,,) are showing the input and

Fully connected layer

Output layer

features are acquired from the average pool layer and then
passed to the added dense layers.

2.5 Additional dense layers

After the pooling layer, we added four additional dense lay-
ers with the ReLU activation method at the end of the model
architecture. The additional layers at the end of the model
architecture are responsible for emphasizing the manipulated
regions of the input samples by removing the least wanted
information and enhancing the visual deepfakes detection
results under altering transformation scenarios, like under
the occurrence of position, orientation, light, and color vari-
ations. The introduced dense layers optimize the capability of
the ResNet-Swish-Dense54 model to calculate a more com-
petent set of video frame features by introducing a minute
overhead to the framework architecture. Lastly, the extracted
information in the form of deep keypoints is propagated to
the softmax layer.
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output vectors, respectively, whereas m denotes the output
classes.

3 Experimental setup and results

In this part, we have defined the performance metrics that are
used to measure the deepfakes detection accuracy of the pro-
posed model. Furthermore, we have demonstrated the details
of the employed dataset. Moreover, comprehensive experi-
mentation is illustrated to explain the effectiveness of our
approach.

3.1 Evaluation metrics

To assess the deepfakes detection performance of the pro-
posed approach, we have employed several standard metrics
namely precision (Pr), recall (Re), accuracy (Ac), and F1
score. The mathematical explanation of employed metrics is
explained in Egs. (5) to (8).

d’
d+y
d’
Re = 73 (6)



ResNet-Swish-Dense54: a deep learning approach for deepfakes detection

6331

d +7
Re=,— 7
d+ri+y+Q @

2 x PrxR
Fl:& ®)

Pr +Re

Here, d’ shows the true positives (deepfakes samples), and
7 denotes true negatives (original samples). While, y deter-
mines the false positives (false real), and Q denotes false
negatives (false deepfakes), respectively.

3.2 Dataset

For performance evaluation, we considered two challenging
datasets namely the DFDC database published by Facebook
[43] and FaceForensic++ (FF++) [44]. The DFDC database
comprises 1131 pristine videos and 4119 altered visual sam-
ples. The manipulated samples are created by utilizing the
two unknown approaches. The DFDC data are an online and
publicly accessible dataset and can be downloaded from the
Kaggle competition website [43]. While the FF++ dataset is
also a standard and large-sized database of visual manipula-
tions. The FF++ dataset comprises a total of one thousand
real and four thousand manipulated samples of varying
subjects. The samples are altered by employing numerous
forensic approaches like DeepFakes [45], FaceSwap [8],
Face-Reenactment [46], and Neural Textures [47]. Further-
more, the samples in this dataset are present with three
different quality levels. For our work, we have tested our
approach for the FaceSwap and Face-Reenactment deepfakes
at all quality levels. The used databases are distributed ran-
domly into 70-30 parts where 70% of data is employed for
model training, whereas the remaining 30% of unseen sam-
ples are used for model verification. Few samples of real and
fake samples from the employed datasets are shown in Fig. 7.

3.3 Implementation details

The model is implemented in Python language with Tensor-
Flow library and executed on a system containing Nvidia
GTX1070 GPU. The employed database is distributed ran-
domly into 70/30 chunks to produce two separate sets named
the training and test sets, respectively. Moreover, the same
number of real and fake samples are used to maintain the
class balance. For the DFDC dataset, the model is trained
to detect the samples as real and fake classes, respectively,
while for the FaceForensic++ dataset, the framework is tuned
to detect the FaceSwap and Face-Reenactment deepfakes
classes, respectively. The following settings are designed to
successfully execute the model:

(i) Subtracting channel mean from each channel.

(i) The detected face samples are resized to 224-by-224
dimensions as per model requirements.

(iii) We have trained the model for 40 epochs, and the learn-
ing rate is set to 0.0001.

To show the model behavior at training time, we have
discussed both the train time deepfakes detection accuracy
and training loss as these parameters help to show the model
behavior during the training procedure. We have shown the
visual representation of the loss graph in Fig. 8a for the pre-
sented approach. Figure 8a clearly shows that the presented
work acquired an optimal value of 0.0013 at the epoch num-
ber of 40, which is demonstrating the efficient learning of the
proposed technique. Moreover, the ResNet-Swish-Dense54
model attains the highest validation accuracy of 99.99% as
shown in Fig. 8b.

3.4 Evaluation of the proposed method

A reliable forensic analysis model must be capable of identi-
fying the visual manipulations with high performance. To test
the deepfakes detection capability of the work, we conducted

5\

R E

Fig.7 Samples from the employed datasets, where the first row contains real images, while the second row shows manipulated samples
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Fig.9 Performance analysis of the proposed approach in terms of pre-
cision, recall, and accuracy over the DFDC dataset

an experiment in this section where we discussed the clas-
sification results of the proposed model. For this reason, we
chose several standard metrics to demonstrate the deepfakes
recognition performance.

To show the classification results of the proposed approach
on the DFDC, and FaceForensic++ dataset, we have plotted
the boxplots as these better show the results by showing the
minimum, maximum and median values. Initially, we have
shown the test performance over the DFDC dataset in terms
of precision, recall, and accuracy, and obtained results are
shown in Fig. 9. More specifically, we have attained the aver-
age precision, recall, and accuracy values 0f 99.18, 98.24, and
99.26%, respectively, which is showing the robustness of the
proposed framework for deepfakes detection.

While for the FaceFornensic++ dataset, the acquired
results are shown in Fig. 10. It can be seen from the val-
ues shown in Fig. 10 that the presented framework has
exhibited robust performance for classifying both FaceSwap
and Face-Reenactment deepfakes. More clearly, for the
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FaceSwap deepfakes, the proposed approach has attained
precision, recall, and accuracy scores of 99.88, 98.76, and
99.13%. While for the Face-Reenactment deepfakes, we have
acquired the precision, recall, and accuracy scores of 98.23,
97.78, and 98.08%, respectively, which is clearly indicating
the robustness of our approach to visual manipulations. The
results explained in Figs. 9 and 10 are clearly showing that
our approach is effective to classify the visual manipulations.
The basic reason for the robust performance of our model is
due to the better keypoints extraction and selection ability of
the ResNet-Swish-Dense54 model which causes the frame-
work to present the complicated visual patterns in a viable
manner.

3.5 Explainability

To assess the authenticity of the multimedia content, the role
of the forensic analysis frameworks is very crucial, particu-
larly for situations where such content can be used as proof to
verify a legitimate claim. Therefore, there is a demand from
such automated systems to explain their internal working by
reporting the regions from the suspected visual samples that
urged the system to label them as being original or manipu-
lated. To check this, we performed an analysis to validate the
explainability power of the proposed approach. For this rea-
son, we have shown the heatmaps corresponding to the last
layer of the introduced model. It is clear from Fig. 11 that
the ResNet-Swish-Dense54 model focuses on those image
regions where the manipulation exists. The main reason for
the effective recognition power of the novel ResNet-Swish-
Dense54 model is the reliable feature computation ability of
our work as the introduced activation method propagates a
small number of negative values in the model as well which
assists it in better learning the complex visual artifacts and
better capture the transformation changes of visual content.



ResNet-Swish-Dense54: a deep learning approach for deepfakes detection

100

99.5
—1
|
|
2 |
|
- I
|
98.5 - !
=l
+
+
Precision Recall Accuracy
(a)

6333
T T T
=+
100 T
. I
| |
I ! '
9 L ! '
| |
|
98+
T
: |
971 ! ' |
- ' I
|
| 1
|
9 PR
95 ¢ L +
Precision Recall Accuracy

Fig. 10 Performance analysis of the proposed approach in terms of precision, recall, and accuracy over the FaceForensic++ dataset, a FaceSwap,

and b Face-Reenactment deepfakes detection results

Fig. 11 Heatmaps visualization where the red color corresponds to where the manipulation exists

Table 2 Comparative analysis

with the base model over the Model Precision (%) Recall (%) F1-score (%) Accuracy (%)
DFDC dataset

ResNet50 95.30 95.10 95.20 97

Proposed 99.18 98.24 98.71 99.26

3.6 Comparison with the base model

In this section, we have compared the visual manipulation
detection performance of the proposed approach against the
original ResNet50 model. Initially, we have reported the
results for the DFDC dataset and the comparison both in
terms of detection accuracy and network architecture com-
plexity is shown in Table 2. It is clear from reported results
that in terms of deepfakes identification power, the proposed

solution is more competent than the original network. More
descriptively, for the precision evaluation metric, the original
ResNet50 model shows an average value of 95.30% which
is 99.18% for our model. Hence, for precision, the presented
framework shows an average performance gain of 3.88%.
Similarly, for the recall and F1-score measures, we have pre-
sented the average performance gains of 3.14, and 3.51%,
respectively. While, for the accuracy metric, the proposed
model acquires a performance gain of 2.26%.
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ROC Curves for ResNet-Swish-Dense54 and ResNet50
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Fig. 12 AUC-ROC curves for the base and proposed models over the
DFDC dataset

To further explain the visual alteration classification
results of the presented method over the DFDC dataset, we
have reported the AUC-ROC curves of both the original
and ResNet-Swish-Dense54 models (Fig. 12). The AUC-
ROC curve is an important performance estimation metric
for checking the categorization power of any framework. In
the AUC-ROC curve, the ROC demonstrates the likelihood
curve while the AUC part exhibits the calculation of sep-
arability. In the proposed solution, the AUC-ROC curve is
describing the capability of the introduced method to rec-
ognize the real and fake samples. For the AUC-ROC curve,
the value proceeding toward 1 is showing the ability of the
model to better recall the original and manipulated data. It is
quite clear from Fig. 12 that the proposed solution is more
competent than the base model.

Furthermore, for the FaceForensic++, the comparison
with the base model is given in Table 3 which is clearly
showing the effectiveness of our approach. We have attained
the highest results for both FaceSwap and Face-Reenactment
deepfakes in form of all performance measures in compar-
ison with the ResNet-50 model. Descriptively, in the case
of the FaceSwap deepfakes detection, we have reported per-
formance gains of the 5.72, 6.57, 6.16, and 5.24% for the
precision, recall, Fl-score, and accuracy metrics, respec-
tively. Similarly, for the Face-Reenactment deepfakes, we
have attained performance gains of 4.82, 5.75, 5.30, and
6.32% for the precision, recall, F1-score, and accuracy met-
rics, respectively. Moreover, we have shown the comparative
AUC-ROC curves for the FaceSwap and Face-Reenactment
deepfakes in Fig. 13 which is clearly depicting the robustness
of our approach in comparison with the base model.

From the conducted analysis, it is quite evident that the
proposed ResNet-Swish-Dense54 model performs well for
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Table 3 Comparative analysis with the base model over the FaceForensic++ dataset

Accuracy (%)

Fl-score (%)

Recall (%)

Precision (%)

Model

Face-Reenactment FaceSwap Face-Reenactment FaceSwap Face-Reenactment FaceSwap Face-Reenactment

FaceSwap

91.76
98.08

93.89

92.71

93.16

92.03

92.19

93.41

94.16

ResNet-50

99.13%

98.01

99.32

97.78

98.76

98.23

99.88

ResNet-Swish-Dense54
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Fig. 13 AUC-ROC curves for the base and proposed models over the FaceForensic++ dataset

both datasets as compared to the base model. Even though
the original ResNet50 model has fewer model parameters of
23.5 million which is 28.2 million for the presented frame-
work, however, it is quite evident from the reported results
that with a little added model complexity the proposed solu-
tion exhibits robust performance for deepfakes detection. The
major reason for the better manipulation recognition perfor-
mance of the proposed solution is the inclusion of the Swish
activation method in the model which results in accurate fea-
ture computation. Moreover, the added dense layers assist
the model in better tackling the network over-fitted data and
ultimately enhances the performance.

3.7 Comparison with other activation methods

To better examine the effect of different activation functions
when applied to our model, we conducted an experiment to
implement our model with the ReLU, LeakyReLLU, PReLU,
and swish activation functions separately and evaluated the
performance of our approach for both DFDC and FaceForen-
sic++ datasets. The reason to choose the ReLU, LeakyReL.U,
and PReLU, activation methods for performance comparison
is due to their higher employment and suitability in several
image classification problems. The attained results for both
DFDC and FaceForensic++ datasets are shown in Tables 4
and 5, respectively. Itis quite evident from the values reported
in Tables 4 and 5 that the proposed ResNet-Swish-Dense54
model performs well in comparison with all other activa-
tion approaches. The main reason for the effective deepfakes
detection performance of the proposed novel ResNet-Swish-
Dense54 model is because of the non-monotonic nature of the
Swish activation method. Such a behavior of the employed
activation approach allows the computed values to still fall
even if the input rises which ultimately improves the com-
puted values storage capacity of the proposed approach. So,

the employment of the Swish activation method optimizes
the model behavior by improving the feature selection power
and recall ability of the proposed approach. Comparatively,
the rest of the activation methods lack that ability; hence, the
proposed ResNet-Swish-Dense54 model presents the highest
performance results for the classification of visual manipu-

lations.

3.8 Performance evaluation under the occurrence
of adversarial attacks

A basic issue faced by the deepfakes detection approaches is
the presence of adversarial attacks which are added for the
purpose of fooling the detectors [48-51]. The multimedia
content undergoes severe quality reduction before upload-
ing on social sites to save bandwidth. Furthermore, several
other attacks like noise, blurring, and size transformation
changes are developed in the fake content to mislead the
detection techniques. So, for an effective visual manipula-
tion framework, it must be capable of dealing with such visual
perturbations. For this reason, we performed an analysis to
check the forensic alteration detection performance of our
approach under the occurrence of such perturbations.

The employed datasets named DFDC and FaceForen-
sic++ contain samples of varying quality levels with huge
brightness changes. Besides this, we further introduced other
adversarial attacks like blurring, noise, zooming, and rota-
tional changes in the visual samples of both datasets. It is
worth stating that all the mentioned adversarial attacks are
introduced only during the model’s testing. The basic rea-
son to add such attacks only at the test time is to check the
robustness of the proposed framework without training it in
such scenarios. To add perturbations in the visual samples
of the DFDC and FaceForensic++ datasets, we have modi-
fied the videos by translating them into dimensions with a
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Table 4 Comparative analysis

with the other activation methods Activation method Precision (%) Recall (%) Fl-score (%) Accuracy (%)
over the DFDC dataset
ReLU 99 98.10 98.50 99.10
LeakyReLU 99.01 98.12 98.56 99.11
PReLU 99.06 98.10 98.58 99.14
Swish 99.18 98.24 98.71 99.26
Table 5 Comparative analysis with the other activation methods over the FaceForensic++ dataset
Activation FaceSwap Face-Reenactment
method
Precision Recall Fl-score Accuracy Precision Recall F1-score Accuracy
(%) (%) (%) (%) (%) (%) (%) (%)
ReLU 99.23 98.15 98.69 98.65 97.83 97.58 97.70 97.41
LeakyReLU 99.31 98.29 98.80 98.70 97.94 97.61 97.77 97.54
PReLU 99.42 99.40 99.41 98.74 98.09 97.65 97.87 97.68
Swish 99.88 98.76 99.32 99.13 98.23 97.78 98.01 98.08

range of [— 2, 2] and accomplished the zoom and rotation
perturbations with a range of [— 0.2, 0.2].

Furthermore, noise and blurring attacks are introduced in
the visual data with varying kernel window sizes, i.e., 5,7,
and 9, etc., to enhance the variety of the test data. The sam-
ples from the DFDC and FaceForensic++ datasets are tested
for adversarial attacks, and attained performance results are
discussed in Table 6. The values shown in Table 6 are clearly
showing that the presented work is effective to tackle these
attacks. More descriptively, for the DFDC dataset we attained
an average accuracy of 96.89%, while for the FaceForensic++
dataset, we have acquired the average accuracy scores of
98.75, and 96.62% for the FaceSwap, and Face-Reenactment
deepfakes which are clearly depicting the robustness of our
approach. So, we can conclude from this evaluation that the
proposed ResNet-Swish-Dense54 framework is capable of
dealing with different types of adversarial attacks. The basic
reason for the better performance of our approach is due to
the capability of swish activation that makes the model pass
neurons with more relevant features even under the incidence
of noise, blurring, rotation, zooming, and light variations.
Moreover, the inclusion of dense layers helps to pass a more
representative set of sample features to perform the classifi-
cation task.

3.9 Comparative analysis with DL methods

To further elaborate on the deepfakes detection performance
of the proposed approach, we have compared it against sev-
eral latest DL-based approaches which employ the same
datasets.

For the DFDC dataset, we have considered state-of-the-art
approaches namely VGG16 [52], VGG-19 [53], ResNet101
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[54], Inception V3 [55], InceptionResV2 [56], XceptionNet
[57], DenseNet-169 [58], MobileNetv2 [59], EfficientNet
[60], NASNet-Mobile [61] as demonstrated in [38]. Sev-
eral standard metrics for performance evaluation are used to
compare the average results of the proposed approach with
comparative approaches.

Initially, we compared the manipulation detection accu-
racy of our approach and performed a comparative analysis
with selected models. The comparison results are shown in
Fig. 14a. The reported results are clearly showing that the pro-
posed approach outperforms the comparative approaches. In
terms of accuracy performance metrics, the lowest results are
depicted by the VGG 16 model with a value of 89%. While the
second lowest value is attained by the VGG19 model with
a value of 89.20%. Whereas, the proposed ResNet-Swish-
Dense54 model shows the highest accuracy results with a
value of 99.26%. More clearly, the comparative techniques
show an average accuracy value of 93.84% which is 99.26%
for our approach. So, we give an average performance gain
of 5.44% for the accuracy metric.

For visual manipulation detection, the charge of false
classification of altered content as pristine is heavy than
the false categorization of real data as fake. Therefore, the
model recognition performance is checked via conducting
an experiment. For this reason, we have computed the recall
evaluation metric and compared our results with the peer
methods. The obtained values are shown in Fig. 14b which
is clearly showing the robustness of our approach. It is quite
visible from Fig. 14b that the lowest recall rate is attained by
the VGG19 model with a value of 85.60%. The VGG16 and
MobileNetv2 show the second value of 86%. Descriptively,
for the recall measure, we have achieved a performance gain
of 5.29%.
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Table 6 Performance analysis of the ResNet-Swish-Dense54 model in the presence of adversarial attacks on the FF++, and DFDC datasets
ResNet-Swish-Desne54 results in added adversarial attacks Precision (%) Recall (%) F1-Measure (%) Accuracy (%)

FS FR FS FR FS FR FS FR
FaceForensic++
CO 99.45 9794 9839 9724 9892 97.59 98.78  97.89
C23 99.04  97.71 98.05 97.11 98.54 97.41 98.75  97.56
C40 99.08 97.62 97.66 96.68  98.36 97.15 98.72  97.39
DFDC

98.83% 97.96% 98.39% 96.89%
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Fig. 14 Comparative analysis with the DL approaches in terms of a Accuracy, b Recall, ¢ Precision, and d F1-score for the DFDC dataset

For multimedia forensic analysis, another main concern
of models is to reduce the occurrence of false-positive rates.
Hence, we have measured the precision metric to check the
ability of the model to recognize the original data as well. The
performance analysis with peer methods in terms of precision
evaluation metric is demonstrated in Fig. 14c. The highest
precision value is attained by the proposed approach with the
value of 99.18%, while the lowest value is achieved by the
VGG16 model with the value of 87%. More clearly, the com-
parative methods show the average precision value of 92.37%
which is 99.18% for the introduced ResNet-Swish-Dense54
model. So, we have acquired an average performance gain
of 6.92%.

We have further computed the F1-score of the proposed
approach as this metric provides a better comparison of both
precision and recall metrics to better describe the deepfakes
recognition ability of the proposed solution. The obtained
comparison results are shown in Fig. 14d. For the F1-score,

the proposed approach demonstrates the highest result with
a value of 98.70%. Moreover, the lowest results are acquired
by the VGG16 model with a value of 86.40%. More clearly,
the comparative approaches show the average F1-score of
92.63% which is 98.70% for the proposed solution. There-
fore, for the F1-score measure, we have attained an average
performance gain of 6.16%.

Moreover, for the FaceForensic++ dataset, we have pre-
sented the comparison of the proposed approach with other
DL models like XceptionNet [44], Vggl6 [62], ResNet34
[63], InceptionV3 [64], and attained results are given in
Fig. 15 It can be seen from the attained analysis that the
ResNet-Swish-Dense54 model acquires robust classifica-
tion results both for FaceSwap and Face-Reenactment than
other DL approaches. More clearly, for the FaceSwap deep-
fakes, the other DL methods show an average accuracy score
of 84.22% which is 99.13% for our work. So, we have
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100 Table 7 Comparative analysis with the latest methods over the DFDC
%0 dataset
80
- Technique Accuracy (%) AUC
60
50 Ranjen et al. [65] 84.70 -
40 Chintha et al. [66] 97.94 -
0 Trinh et al. [67] - 0.9244
20
10 Ganguly et al. [68] 95.42 0.9893
0 Hernandezo et al. [69] 94.40 0.9820
XceptionNet Vggl6 ResNet34  InceptionV3 Proposed PI’O[JOSG d 99.26 0.9931

HFaceSwap HFace-Reenactment

Fig. 15 Comparative analysis with the DL approaches in terms of Accu-
racy for the FaceForensic++ dataset

shown a performance gain of 14.91%. While for the Face-
Reenactment deepfakes, the peer DL approaches show the
average accuracy value of 87.07%, which is 98.08% for our
work. Therefore, we have reported a performance gain of
11% for the Face-Reenactment deepfakes.

So, all the results reported in Figs. 14 and 15 clearly show
that the introduced custom ResNet-Swish-Dense54 model is
more robust to visual manipulation detection as compared to
other DL approaches for all the nominated evaluation param-
eters. The main cause of the reliable performance of the
introduced approach is because of the better feature com-
putation ability of the model which empowers it to better
learn the keypoints. The employment of the Swish activa-
tion method with added dense layers in the ResNet50 model
allows it to better deal with the transformation changes found
in the videos and hence result in improved deepfakes detec-
tion performance.

3.9.1 Comparison with state-of-the-art

To investigate the performance of our approach over other
contemporary methods, we have compared the deepfakes
detection ability of the proposed approach by comparing
the attained results with numerous new studies for both
employed datasets.

In the first part, we discussed the comparative analysis
of the DFDC dataset by considering several standard per-
formance measures with the latest methods discussed in
[65-69]. The attained comparative analysis is given in Table
7. The values reported in Table 7 are clearly showing that
our work is more robust to visual manipulation detection as
compared to other works. The approach in [65] employed a
DL framework to classify the input videos as being real or
fake and exhibited an accuracy of 84.70%. Chintha et al. [66]
employed the concept of using the frame, edge, and temporal
level information of the video samples with a DL approach
namely XceptionNet, and acquired the accuracy results of
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97.94%. Another work was proposed in [67] named DPNet
to locate the forensic alterations made within the visual sam-
ples and showed an AUC of 0.9244. Ganguly et al. [68]
proposed an approach namely Vision Transformer along with
the Xception Network for classifying the real and manipu-
lated visual samples and showed the average accuracy and
AUC values of 95.42%, and 0.9893, respectively. While the
approach in [69] proposed an approach via employing the
Convolutional Attention Network (CAN) to detect the visual
deepfakes and attained the accuracy and AUC values of
94.40% and 0.9820, respectively. While in comparison, our
work has shown the highest results in terms of both accuracy
and AUC measures with the values of 99.26% and 0.9931,
respectively. More clearly, for the accuracy metric, the com-
parative approaches have shown the average value of 95.92%
which is 99.26%, so we have given a performance gain of
3.34% for the accuracy measure. While for the AUC mea-
sure the comparative techniques have attained the average
value of 0.9652 which is 0.9931 for our case. Therefore, for
the AUC measure, we have exhibited a performance gain of
2.78%. The conducted analysis in Table 7 is clearly depicting
the robustness of our approach in comparison with the latest
techniques.

Further, we have discussed the performance comparison
of the proposed approach for the FaceForensic++ dataset by
taking the studies given in [70-73]. The performance analysis
in terms of several standard evaluation metrics is elaborated
in Table 8. The technique discussed in [70] used two frame-
works where the name of the first model is Mesoinception4
and later recognized as Meso4 for classifying the videos into
several types of manipulations. The work has attained the
accuracy of 73.91, and 66.31% for the FaceSwap and Face-
Reenactment deepfakes for the Meso4 model. While the
Mesoinception4 has demonstrated accuracies of 86.78 and
81.13% over the FaceSwap, and Face-Reenactment deep-
fakes. Li et al. [71] also used a DL approach to classify
the visual samples and showed the performance results in
terms of accuracy with values of 96.25 and 97.17% for
the FaceSwap and Face-Reenactment deepfakes. While the
method elaborated in [72] employed a Capsule network



ResNet-Swish-Dense54: a deep learning approach for deepfakes detection

6339

to locate the forensic changes developed inside the videos
and attained the accuracy and AUC of 97.80% and 0.9979,
respectively, over the FaceSwap deepfakes. While for the
Face-Reenactment deepfakes the work has attained accuracy
and AUC values of 97.48% and 0.9893, respectively. Pan
et al. [73] introduced a methodology for the early recogni-
tion of multimedia manipulation by estimating the difference
found between the human faces and the background area.
For the FaceSwap deepfakes, the approach has reported the
AUC and accuracy results of 0.9979 and 98.69%, which are
0.9897 and 97.57% for the Face-Reenactment deepfakes. It
is quite evident from the performance analysis conducted in
Table 8 that our work namely the ResNet-Swish-Dense54
has attained the highest results for both FaceSwap and Face-
Reenactment deepfakes. For the FaceSwap deepfakes, we
have attained the accuracy and AUC values of 99.13%
and 0.9982, which are 98.08% and 0.9914 for the Face-
Reenactment deepfakes, respectively. In a clearer manner,
the comparative methods have shown the average accuracy
results of 89.17 and 89.45%, which are 99.13 and 98.08 % for
our approach for the FaceSwap and Face-Reenactment deep-
fakes, respectively. So, for the accuracy measure, we have
attained the performance gains of 9.96 and 8.63%, for the

FaceSwap and Face-Reenactment deepfakes, respectively.
While for the AUC measure, the competitor approaches have
demonstrated the average values of 0.9455 and 0.9444 for
the FaceSwap and Face-Reenactment deepfakes which are
0.9982 and 0.9914 for our case. Hence, for the AUC mea-
sure, we have acquired performance gains of 5.27 and 4.69%,
respectively.

The conducted analysis for both datasets has clearly
proved the proficiency of our approach to locate and rec-
ognize the visual manipulations of different types. The main
reason for the effective deepfakes detection results of our
model is due to the better feature selection power of the pro-
posed model due to the inclusion of the Swish activation
method which optimizes the model learning and the inclusion
of dense layers which assists to nominate a more effective
set of sample features to accomplish the classification task.
Moreover, the light architecture of our approach assists it to
avoid the occurrence of model over-fitting problems which
in turn enhances the recognition power of our model. So, it
can be concluded that our approach is proficient to locate the
forensic changes made inside the visual samples.

Table 8 Comparative analysis

with the latest methods over the Technique FaceSwap Face-Reenactment
FaceF: i dataset
acetorensict+ datase Accuracy (%)  AUC Accuracy (%) AUC
Afchar et al. [70] (Mesoinception4) 66.31 0.8004 73.91 0.8104
Afchar et al. [70] (Meso4) 86.78 0.9429 81.13 0.9419
Lietal. [71] 96.25 0.9907 97.17 0.9909
Nguyen et al. [72] 97.80 0.9957 97.48 0.9893
Pan et al. [73] 98.69 0.9979 97.57 0.9897
Proposed 99.13 0.9982 98.08 0.9914
70 70 ' o
i
68 - 68 5 :
t =% '
|
66 - = 66 I
| |
| |
64 f : ol |
, ' !
62 : 6 i :
! ! 1
S I I
“f : of 3
|
58 _JI_ 58t +
* +
FaceForensic++ CelebDF DFDC CelebDF
(@) (b)

Fig. 16 Cross-dataset evaluation results of the ResNet-Swish-Dense54 model, a model is trained on the DFDC dataset, and tested on the Face-
Forensic++, and CelebDF datasets b Model is trained on the FaceForensic++ dataset and tested on the DFDC, and CelebDF datasets, respectively
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3.9.2 Generalization ability testing

To investigate the generalization ability of our ResNet-
Swish-Dense54 model, we performed an analysis to eval-
uate the deepfakes detection performance of the proposed
approach in a cross-corpus scenario. To accomplish this task,
we have chosen an additional dataset namely the CelebDF
dataset. The dataset comprises a total of 408 original and 795
manipulated videos. The samples of the CelebDF dataset are
complex in nature due to the small visible visual artifacts
which make the manipulation detection a difficult task.

We have tested the model for scenarios where the ResNet-
Swish-Dense54 model is trained on the DFDC dataset and
evaluated on the FaceForensic++ and CelebDF datasets.
Then, for the second task, we checked the model performance
in a cross-dataset scenario where the framework is trained on
the FaceForensic++ dataset and evaluated on the DFDC and
CelebDF datasets. The attained results from both scenarios
are shown in Fig. 16 with the help of aboxplot, as these graphs
provide a better demonstration of the results by showing
the largest, smallest, and average values. The values shown
in Fig. 16 are clearly depicting that the proposed approach
has faced performance degradation in a cross-corpus sce-
nario as compared to the intra-database assessment case.
The basic reason for this performance degradation is that
the presented approach does not take into count the tempo-
ral changes that occurred within frames over time which can
better assist the approach to capture the underlying manipu-
lated artifacts. However, the ResNet-Swish-Dense54 model
has enhanced the generalization results to some extent which
can help the forensic analyzers for assessing the reliability
of visual contents. More descriptively, for the first scenario
where the model is trained on the DFDC dataset, we have
attained the AUC values of 64.48 and 61.77% for the Face-
Forensic++ and CelebDF datasets, respectively. While for the
other case, where the ResNet-Swish-Dense54 framework is
trained on the FaceForensic++ dataset, we have acquired the
AUC values of 63.17 and 65.22% for the FaceForensic++
and CelebDF datasets, respectively, which is depicting the
robustness of our model to the unseen examples of an entirely
different dataset.

Moreover, we have compared the generalization power of
the presented approach with the latest techniques and attained
comparison in terms of the accuracy measure is given in
Table 9. We have taken state-of-the-art studies performing
the same experiment to compare our results against them.
It is quite clear from the values given in Table 9 that our
approach performs better than the existing works in cross-
corpus scenario which is exhibiting the better recall ability
of the ResNet-Swish-Dense54.

@ Springer

Table9 Accuracy comparison of the state-of-the-art approaches in
terms of cross-dataset evaluation

Method Test

DFDC (%) CelebDF (%) FF++ (%)
Trained on FaceForensic++
[66] 81.29 - 97.94
[68] - 69.30 95.42
Proposed 81.51 70.04 98.60
Trained on DFDC
[68] 84.70 65.53 67.60
Proposed 99.26 67.14 70.12

3.9.3 Discussion

Due to the advancement of easy-to-use editing tools and DL-
based platforms, an immense increase has been witnessed
in the spread of fabricated data on social sites. This situa-
tion urged the scientists to develop forensic analysis tools
to verify the authenticity of videos before employing them
in processing any legal claims. Several methods have been
represented in the past for the quick and reliable detection of
real and fabricated videos; however, due to the increased real-
ism of fake content, the effective detection of altered visual
content is a complex task that degrades the recognition abil-
ity of existing works. Furthermore, existing methods are less
robust to unseen cases and adversarial attacks. Moreover,
most techniques lack the explainability feature which is a
basic demand of video forensic analysts. In the presented
work, we attempted to tackle the problems of the exist-
ing approach by introducing a DL-based approach named
ResNet-Swish-Dense54.

The ResNet-Swish-Dense54 approach is capable of rec-
ognizing several types of visual manipulations like FaceSwap
and Face-Reenactment and is able to differentiate the manip-
ulated content from the pristine videos with a high recall rate.
A detailed evaluation of the proposed approach is performed
on two challenging datasets namely the FaceForensic++, and
DFDC with the highest AUC score of 0.9982.

Furthermore, the proposed approach is proficient in tack-
ling adversarial attacks of visual samples, i.e., compression,
noise, blurring, zooming, rotation, and translation robustly.
The ResNet-Swish-Dense54 is tested on visual samples of
varying resolutions. Moreover, the post-processing attacks
like noise, blurring, zooming, rotation, and translation are
introduced only on the test samples to evaluate the effec-
tiveness of our approach. We have confirmed through the
reported results that the proposed approach is capable of
detecting visual manipulations under the incidence of adver-
sarial attacks in samples. Such a behavior of the presented
work can be beneficial for the forensic analyzers as the videos
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uploaded on social websites have faced immense quality
degradation for internet bandwidth requirements.

Another main concern for manipulation detection
approaches is to be explainable to support the employment of
the videos as proof in the processing of legal claims. For this
reason, we have added an explainability module in the pro-
posed approach via generating heatmaps. The visual results
clearly depict that the proposed approach widely focused on
regions where manipulations exist and show the accurateness
of our work for visual deepfakes detection.

Additionally, to analyze the generalization capability of
the ResNet-Swish-Dense54 unseen scenarios, we have con-
ducted a cross-dataset examination where the framework is
evaluated on different databases. We have observed that our
technique has faced some performance reduction; however,
the performance is still substantial. Therefore, after perform-
ing a huge numeric and visual examination of the proposed
novel ResNet-Swish-Dense54 framework, we can conclude
that our work can assist in the area of video forensic analysis.
Currently, the model lacks to capture the temporal behavior
of the forged content with time; therefore, our main motive
is to include the temporal sequence analysis in the future to
further improve the detection and generalization power of the
proposed approach.

4 Conclusion

The extensive increase in manipulated content in cyberspace
has urged researchers to nominate reliable methods for deep-
fakes detection to counter its impact on society. One such
technique is presented in this work for deepfakes detection
from visual samples. We have presented a novel ResNet-
Swish-Dense54 model for deepfakes detection. Extensive
experimentation has been conducted on the DFDC, Face-
Forensic++, and Celeb-DF datasets to show the effectiveness
of the proposed approach for visual manipulation recog-
nition. We have performed the cross-dataset evaluation of
the proposed approach to show its generalization ability for
unseen cases. Moreover, we have generated the heatmaps to
show the explainability power of our framework. Further-
more, we have tested the presented work under the presence
of adversarial attacks like compression, blurring, noise, rota-
tion, and scale variations and confirmed through the reported
results that our approach is effective to tackle such pertur-
bations due to the better feature computation and selection
ability of the ResNet-Swish-Dense54 model. The reported
results have confirmed that the proposed work can serve as a
tool in the field of multimedia forensic analysis. However, the
presented framework is not evaluated on the crafted attacks
like white or black box attacks; therefore, in the future, we
plan to check the effectiveness of our approach on such
attacks. Moreover, we plan to evaluate the proposed approach

to other types of visual deepfakes like Neural Texture and
lip-synching, etc. Furthermore, in the future, we also plan to
include the temporal sequence analysis to further improve the
detection and generalization power of the presented work.
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