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Abstract
Person re-identification (re-id) is an autonomous process that uses raw surveillance images to identify a person across multiple
non-overlapping camera views without requiring any kind of hard biometrics like fingerprints, retina patterns or the facial
images. The CNN-based deep architectures are most frequently used to solve the person re-id problem. Generally these CNN
architectures capture the attentive regions of a person at local neighborhood level with increased focal view at the deeper levels
of the network. However these do not learn the self-attentions among distant parts of a person’s image, which can play a vital
role in person re-id especially to handle the inter-class and intra-class variances. In this work, we propose a novel person re-id
approach to learn the self-attention among different parts of a person image whether these lie within local proximity or at the
far distant regions for robust re-identification. We adapt the vision transformer architecture with a lightweight self-attention
module, which learns the global associations among the distinct attentive regions having similar context within a person image.
Further to this, we escalate the baseline model by acquainting it with a self-context mapping module, which coalesces the
contextual embeddings into the self-attention learning for the neighboring and the distant image regions. It helps to capture the
globally associated salient regions of a person to get the holistic view at the initial network layers. The proposed self-attention-
based re-id architecture outperforms the vanilla CNN counterparts for both of the re-id performance measures, i.e., accuracy
and mean average precision. The re-id accuracies are improved 5.5%, 4.6% and 17% for Market1501, DukeMTMC-ReID and
MSMT-17 datasets, respectively, as compared to the vanilla CNN-based re-id architectures. The implementation and trained
models are made publicly available at https://git.io/JLH2S.
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1 Introduction

Person re-identification is a computer vision-based research
problem. It aims to identify a person as a same entity when
he/she appears in different cameras of a surveillance net-
work or in the same camera at different times. Figure1 shows
an autonomous person re-identification system that tends to
identify a child captured by four different non-overlapping

B M. M. Fraz
moazam.fraz@seecs.edu.pk

N. Pervaiz
nazia.perwaiz@seecs.edu.pk

M. Shahzad
muhammad.shahzad@tum.de

1 National University of Sciences and Technology (NUST),
Islamabad, Pakistan

2 Technical University of Munich (TUM), Munich, Germany

cameras. Where the huge variations in cameras’ views, illu-
mination conditions and poses make it more challenging to
re-identify the child in all different cameras’ views [1]. The
major applications of person re-id include general public
security, lost child recovery, theft prevention and the road
harassment deterrent.

Over the years, multiple deep learning architectures are
emerged; the convolutional neural networks (CNNs) are
the most popular deep architectures [2–4] to solve vision-
based research problems including person re-identification.
Numerous CNN variants have been developed over the years
which have improved the performance of person re-id to a
great extent [5–9]. However, the CNN-based architectures
have twomajor limitations: (1) The convolutional layers cap-
ture local neighborhood based attention regions of an image
with increasing receptive field along the depth of network.
Due to the small receptive field, the initial layers of the net-
work are unable to capture the holistic view of an image and
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Fig. 1 Person re-identification:
a A query image to be
re-identified over the complete
surveillance network; b Current
practices of manual security
surveillance; c A pool of gallery
images; d An automated process
to re-identify a person correctly
across multiple non-overlapping
camera views on the basis of
his/ her appearance

the deeper layers rely on the learning of preceding layers for
global visualization of the image.Hence the global viewof an
image is only attainable at the deeper layers and not accessi-
ble at the initial layers of the network. (2) The CNN models
do not capture the associations among far-distant attentive
regions of an image at any particular level of the network
[10,11].

To address the first limitation of vanilla CNN models,
various re-id architectures propose additional branches or
streams in CNN architectures to integrate the explicit spatial
or channel-wise attention learning with CNN embeddings
[12–21]. In these multi-branch networks, one branch com-
putes vanilla CNN embeddings, while the other focuses on
explicit attention computation and are jointly optimized.
However most of these architectures are not the generalized
ones and learn only the specified attention patterns. More-
over the second limitation remains unaddressed, i.e., lack of
self-attention learning among far off positions of an image
[22,23].
The self-attention among distant parts of a person image pro-
vides global view of the image. For instance, if a network
layer visualizes the entire image to learn its all attention
regions and builds the associations among distant attention
regions, it can easily re-identify a person wearing a red bag
and white shoes despite poses variations and illumination
changes.
Transformer is a deep learning model that learns self-
attentions among a given sequence of inputs and is currently
state of the art to solve the language problems [10]. How-
ever, due to the large number of pixels in an image, it is
not practical to use a standard transformer architecture for
the vision-based classification tasks. A standard transformer
encoder intakes a sequence of one-dimensional data, it learns
self-attentions among the given sequences and embeds this
self-attention information into the final representations of
the data. For images, one potential way is to take the pixels

sequences as one-dimensional input data. However, typically
a large number of pixels in images makes the self-attention
computation across the whole set of pixels computationally
very expensive and thus consequently limits the use of trans-
formers particularly for vision applications.
We propose a re-id approach that follows the transformer
architecture to learn the globally associated attentions of
an image in each layer of the model. However, instead of
using the individual pixels for self-attention computation, we
divide a person image into a predefined number of patches
during the image to sequence conversion phase. The patches
are then fed sequentially to the network. As compared to the
pixel-wise sequence input, the patch-wise sequence input
reduces the computations exponentially. It is important to
mention that the image to sequence conversion process is
performed using the vision-based variant of transformer [24].
The proposed work is one of the first few demonstrations of
transformers in the context of person re-identification. We
extend the proposed baseline model by incorporating a self-
context mapping (SCM) module in it. The SCM augments
the self-attention learning process with the self-contextual
mapping and results in more generalized person represen-
tations. It enhances the network inference performance by
robustly tackling the intra-class variations. The proposed
baseline architecture (i.e., without SCM) tends to learn only
the global associations among the attentive regions/patches
thatmay be spatially farwithin an image. The inclusion of the
SCMmodule further improves the global self-attention map-
ping by encompassing the self-contextual embedding even
among the less attentive distant regions within an image.
Hence, the incorporation of the latent representation learn-
ing from the comparatively inconsiderate regions augments
the proposed network’s discriminative ability. The proposed
extended model outperforms the baseline model and the
existing CNN-based re-id models. The contributions pre-
sented in this work are summarized as follows:
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1. We adapt the transformer architecture with an enhanced
self-attention module, which learns the global associa-
tions among the distinct attentive regions having similar
contextwithin a person image, for robust re-identification.

2. We also escalate the baselinemodel by acquainting it with
a self-context mapping module, which coalesces the con-
textual embeddings into the self-attention learning for the
neighboring and the far-flung regions in an image.

3. We evaluate the proposed baseline and its extended vari-
ant on three public re-id benchmarks, i.e., Market1501,
DukeMTMC-Reid, and MSMT-17 and attain significant
improvements over the CNN-based re-id approaches.

2 Related work

Over the last couple of years, with the advancement of hard-
ware architectures and the availability of large-scale datasets,
the attention-based deep architectures are being explored
extensively. Attention mechanisms get intuition from the
human vision system and focus on the most attentive regions
of the image for decision making and suppress the less atten-
tive regions.
Since the beginning of the deep learning era, the attention
regions of the images are captured at small receptive fields
of the input image and are propagated towards deeper layers
of the deep networks to have their aggregated perception [25–
27]. This cumulative attention information provides good
intuition about the regions of the images, which can play an
important role of person re-id. But it bounds the deeper layers
ofCNNs to viewwhatever the initial layers of a deep architec-
ture have forwarded to them hence, losing the global context
to a great extent. One of the primitive vanilla CNN-based re-
id architecture is ID-discriminative embedding (IDE) [28]
that integrates the person detection confidence in the person
re-id scores and provides initial insights into how weakly
labeled detection data helps improve re-id accuracy.
The invention of the skip connection [2] and its subse-
quent variants handle this global information loss elegantly,
however as each block of the network uses only its pre-
ceding block’s output in learning of its activation map and
results in losing global information. The residual networks
are among the most famous CNN architectures, where resid-
ual connections are used to reduce the information loss while
progressing data towards next layers in a deep network. The
ResNet-50 [2] is used as a standardCNNbaseline to build fur-
ther customized and specialized deep CNN architectures to
solve many classification and retrieval problems, including
person re-id. The dense connections-based densenet archi-
tecture [29] handles this issue and inputs all previous block
outputs (including input) into the all succeeding blocks to
keep maximum information along the way. However, these
dense connections need huge computational resources, espe-

cially at large scale. Moreover, the convolutional layers of
both networks [2] and [29] focus on learning attentions at
the local neighborhood level and do not establish mapping
of attentions at distant positions of a given image at each
layer, w hereas, in the proposed work, we learn the self-
associations among attentive regions of a person’s image to
perform person re-id.
TriNet [20] is a metric learning-based CNN architecture
that learns the optimal feature space by looking at both
the positive and negative anchor images. The singular vec-
tor decomposition (SVD) deep network [30] is built upon
ResNet-50 baseline and iteratively integrates the orthogo-
nality constraint in CNN training. The attribute augmented
person re-id [31] scheme, which is a little closer to our base-
line architecture in their average precision, needs additional
requirements of triplet formation or the ground truth of per-
son attributes.
By using variants ofCNNs as a backbone, several customized
re-id networks are designed that explicitly embedhigher level
attention besides the local attentions learnt by CNNs base
architectures. Most of these attention learning networks opt
multi-stream structures to learn the regional/ spatial atten-
tion along with deep convolutional representations [32,33].
In addition to learning the spatial attentions, the attentive
but diverse re-id model [34] and critical attention learning
mechanism [35] also focus in learning channel wise atten-
tions in order to extract the most significant channels only
as all the channels do not contain significant information.
Besides attentive channel information, [34] learns correla-
tion among the attentive channels as well, however all these
multi-stream attention learning mechanisms need huge com-
putational resources [36]. Moreover these networks do not
learn the associations among far-distant attention regions of
an image which are apparently dispersed all over the image
but can provide better intuition to re-identify a person. To this
end, we proposed a mechanism for smart association of the
dispersed attentive and contextual regions with each other,
which gives more generalized and holistic representation of
a person in the image.
The multi-task and attention-aware learning network [37]
proposed by Chen et al. demonstrated an explicit holistic
attention branch to learn global attention along with a partial
attention learning branch to learn local attention. However,
the network has additional requirements of the key points for
its local attention branch and learning self-attention within
sparse parts of the image is not the scope of this work.
The abovementioned methods learn hard-level attention to
perform person re-id, but the computation of only hard atten-
tion makes these networks less generalizable. Harmonious
attention networks [12] handlemulti-level attention, i.e., both
of the hard attention (regional saliency) and the soft attention
(pixel level saliency). It keeps the generalization of CNNs as
well, but it still cannot to capture the relationships among
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distant attentive regions within an image. Taking inspiration
from the state-of-the-art self-attention methods for natural
language problems solution, the researchers explored the
self-attention impact for person re-id task. In [38], the multi-
scale convolutions are applied to the entire image and to the
predefined three local parts of the image, i.e., upper, mid-
dle and bottom. The latent parts localization is performed by
using spatial transformer networks to learn the self-attention.
However, this work needs the positions of local parts and the
value range constraint on the scale parameter as prerequisites.
Luo et al. first time use the transformer-based network for
person re-id. [39] integrates the deep convolutions-based re-
id module with the pair-wise spatial transformer networks
(STN) module to perform the partial person re-id. The spa-
tial transformer networksmodule samples an affined image (a
semantically corresponding patch) from the holistic image to
match the partial image. The re-id module learns the embed-
ding of holistic, partial and affined images, the STN module
performance is influenced by the re-id module.
One of the major limitation of all these convolution-based
attention networks is that these networks learn the depen-
dency among immediate neighborhoods both at the initial
layers of the network and at the deeper layers aswell [10]. The
structure and working mechanism of CNNs do not exhibit
the learning of attention dependency at distant positions of
an image or feature maps at a particular level. This arises the
need to learn self-attention or intra-attention at each learn-
ing level (layer). The self-attention learns the associations
among different parts of images and embed this information
in the global representations. In this work, we learn the self-
attention patterns of a person’s image to solve the person
re-id problem. Transformer encoder [10] is a deep architec-
ture that learns the self-attentions among the sequence of
inputs to represent the whole input.

In the re-id domain, the self-attention-based additional
structures [38,39] are used to supplement the learning of
the core convolutions-based deep network. However, the sole
use of transformers to develop a person re-identification solu-
tion is challenging because of the computationally expensive
pixel-wise self-attention operations of the transformer archi-
tecture.

In this work, the transformer encoder-based person re-
identificationmodel Per-formerbase is proposed and is further
enhanced by integrating self-context mapping module in it.
The mappings of self-attention and associated context pro-
vide a better holistic understanding of the image.We compare
the extended version of our model (Per-formerSCM ) results
with our baseline model (Per-formerbase) and with the var-
ious convolutions-based vanilla architectures. The proposed
model significantly improves the person representation. A
detailed comparison is given in the Results section.

3 Methodology

The proposed work is one of the first demonstrations of
employing vision-based transformer in the context of per-
son re-identification application. We propose a vision-based
transformer architecture for person re-identification (Per-
formerbase) and extend it by introducing a sophisticated
self-contextmappingmodule. The image to sequencemodule
(ISM), converts the images into a sequence of image patches
to avoid the computationally expensive pixel-wise opera-
tions, which are then used as the input of Per-formerbase.
Next, the self-attention across all the patches of an image
is computed by the multiple-head self-attention module
(MSAM), which exponentially reduces the self-attention
computation complexity as compared to the pixel-wise com-
putations. The position-wise attention module (PWAM)
handles the translational variances in the image patches.
Finally, the self-contextmappingmodule (SCMM) augments
the contextual associations among the image patches into
the baseline model, enhances its learning and results in our
extended model, i.e., Per-formerSCM .

The proposed network is illustrated through Fig. 2. Fol-
lowing the standard practices of self-attention-based deep
architectures, i.e., the first paper of transformer [24] and
its extended researches [40,41] etc, we choose the depth of
layers as 12-layers architecture in our work. Each layer con-
tains three sub-modules; multi-head self-attention module,
position wise activation module and self-context mapping
module in addition to the residual connections to avoid the
information loss along the depth of the network. All 12
layers follow the same architecture, i.e., the repetition of sub-
modules. The operational details of eachmodule/ component
is given in respective subsection.

3.1 Image to sequencemodule (ISM)

Instead of processing pixel-wise information of the pedes-
trian images, we extract a sequence of smaller patches from
the large size person images. For this purpose, we divide each
image into a fixed number of patches. Each two-dimensional
patch is then flattened through all the input channels (RGB)
to form a 1D vector featuring the complete image informa-
tion. The flattening process involves the conversion of a 2D
patch of size 16 × 16 pixels into a 1D embedding vector
of length 768. Each pixel of a patch contains RGB values,
i.e., 3 values per pixel, each 16 × 16 patch comprises 256
pixels, hence a 16 × 16 patch contains a total of 768 values
(256×3) which are extracted from red, green, blue channels
of the patch. As it is crucial to keep the location information
of the local discriminative parts of an image thus, we attach a
learnable position vector with the embeddings vector of each
patch and aim to learn the positions of the attentive regions
in an image as shown in Fig. 3.
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Fig. 2 The Proposed
Architecture—Per-formerSCM .
Detailed architecture of each
module (a–d) is separately
illustrated in the respective
diagram

Fig. 3 Image to sequence
module (ISM) involves the
generation of image patches and
respective positional vectors

For each image, along with its patches’ embeddings vec-
tors, an additional learnable feature vector is introduced
which learns the class representations for classification pur-
poses. Eventually, for an image, all one-dimensional vectors,
i.e., patches’ embeddings vectors, along with positional vec-
tors and the class representation vector, make the input of
Per-former as shown in equation 1.

EmbT (i) = (Eclass, P1E, P2E, .......Pn−1E, PnE)

+Embpos (1)

where EmbT (i) is the flattened embeddings of all patches
of an image i which are fed into the Per-former. Each Per-
former layer comprises two major modules, i.e., multi-head
self-attention module and a position-wise activation module.
Additionally the layer normalization and residual connection
are used to minimize the information loss.

3.2 Multi-head self-attentionmodule (MSAM)

The multi-head self-attention module (MSAM) comprises
of multiple self-attention heads (SAH) as shown in Fig. 4

The resultant embedding vectors received from the image to
sequencemodule are fed into a self-attentionmodule for self-
attention learning among all the patches of a given image. In
contrast to convolutional layers, the attention heads perceive
a global viewof an image at each level,where the heads attend
all positions of an input layer or an image itself in case of the
first layer. The heads start learning the dependencies among
far distant parts of an image, right from the starting layers of
the network.

3.2.1 Self-attention

The attention operations map the queries (Q) and a set of
key values (K, V) to the output vector. The queries, keys and
values are thematrices andmake the input for a set of patches
for which attention is computed simultaneously. We use the
most commonly used multiplicative attention function, i.e.,
scaled dot product attention, instead of the additive attention
method to compute the computationally efficient attention
matrices. The additive attention function is computationally
expensive and uses a feed-forward network with a single
hidden layer, i.e., 3-layer network (input + hidden + output),
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Fig. 4 Multi-head self-attention
module (MSAM) computes
scaled dot product attention and
establishes associations among
attentive regions among all
image patches

which involves one multiplication of the input vector by a
matrix, then by another matrix, and then the computation of
resultant vector. In contrast, the smart implementation of the
scaled dot product attention computation does not break out
the whole matrix multiplication algorithm and basically is
a tight, easily parallelized operation. However to avoid the
vanishing gradient problem of softmax due to larger product
values, we scale the product by a scale factor of 1/

√
dk [10].

The scaling factor is taken as the factor of the dimensions of
the model (dm) and the number of heads (h) as shown in the
Eq.2.

dk = dm
h

(2)

The computation of the multiplicative self-attention (SAmul )
is given in Eq.3.

SAmul(Q, K , V ) =
(

exp(QKT )∑
j exp(QKT ) j

∗ 1√
dk

)
V (3)

We use multiple parallel self-attention heads to run multiple
parallel attention functions. Our main objective is to learn
attention from different positions and representation spaces
and jointly update learnable parameters of each attention
head as shown in Eq.5. This mechanism efficiently learns
the self-attention and associations among local parts at dis-
tant positions in an image. The weights of the attention are
set on the basis of pairwise similarity among the patches’
sequences. These learnt self-attentions are further refined
through the depth of transformer layers.

hi = SAmul

(
QWi

Q, KWi
K , VWi

V
)

(4)

where hi is the attention computed by ith head with resul-
tant trainable parameter matrices, i.e., Wi

Q,Wi
K ,Wi

V , as

shown in Eq.4

MSA = Fx

(∑
i

hi

)
Wo (5)

Finally, the multi-head self-attention module integrates the
attention computed by each head using the function (Fx )
of concatenation. It limits the information loss through a
residual connection, i.e.,W 0, which contains the normalized
output vector of the preceding layer. The W 0 is integrated
with a layer’s output before submitting it to the next modules.
The attention learning mechanism aims to learn the attention
and its interdependence in a global manner.
The proposed encoder consists of 12 layers of parallel self-
attention heads. Each image is divided into 16× 16 patches.
By default each patch has 3 dimensions/ channels, i.e., RGB.
We linearly project the patches into 768 dimensional space
(i.e., patch-width × patch-height × 3). Instead of providing
absolute or relative position information (as followed inCNN
architectures), we use alike dimensions learnable positional
vectors of the patches and add them to the respective patch
embeddings to make a sequence of input for the transformer.
During the self-attention learning process, each position of
a self-attention layer attends all the input positions coming
from the previous layer, hence efficiently learns the globally
associated attention among the patches.

3.3 Position-wise activationmodule

In addition to the multi-head attention module, each trans-
former layer comprises of a position-wise activationsmodule
(PWAM) as illustrated in Fig. 5, which handles the transla-
tional variance of the input at local level. The network learns
the local discriminative positional embeddings and the local
associations which play an important role in overall learning
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Fig. 5 a Position-wise
activation module (PWAM)
handles the translational
variance of the input. b
Self-context mapping module
(SCMM) learns associations
among less attentive regions of
image patches in addition to the
most attentive regions

of the class representations. The PWAM comprises a mul-
tilayer perceptron layer which contains two fully connected
layers with the Gaussian error linear unit (GELU) nonlinear-
ity [42], the equation 6 explains the GELU activation. The
input feature dimensions for PWAM module is the same as
the output of MSA module, the hidden layer dimensions are
four times the input and the output features dimensions are
set equivalent to the PWAM input dimensions. The Layer-
norm is applied before every block and residual connections
after every block. Although the same activation function is
used in each layer, different sets of parameters handle the
incoming position-wise attention uniquely.

GELU (x) = xφ(x) (6)

where x is the input vector received from themulti-head self-
attention module and the φ(x) is the Euler’s phi function and
defines the cumulative distribution of the Gaussian distribu-
tion. The GELU nonlinearity weights inputs by their value,
rather than gates inputs by their sign as in ReLUs (x1x>0).
The positional embeddings do not contain the explicit posi-
tion information of the attention regions, rather these are
learnt during the training process.
Layer normalization is applied before each sub-module of
the transformer. As we use multiple layers transformer archi-
tecture, the information loss is prevented by using residual
connections. A residual connection after each module inte-
grates the previous layer’s output into the current layer’s
output.

3.4 Self-context mappingmodule

In addition to learning the highly attentive regions within
images, we aim to learn the less attentive regions as well.

We achieve this by removing the most attentive regions of
the image patches in an efficient way. For this purpose, the
most attentive parts of the images are used to create two com-
plementary filters. One filter retains the most discriminative
information in it and is known as the attention filter, while
the other filter keeps all the contextual information which
excludes the most attentive regions and is called the context
filter.
During the training process the attention filter learns themost
salient regions of the patches and increases the learning focus
of themodel as shown in Eq.7. On the other hand, the contex-
tual filter suppresses the most salient regions and the model
focuses to learn the contextual information implicitly as given
in Eq.8. Both of the filters are selected stochastically during
the training, Eq. 9 enables the model to effectively learn both
themost attentive parts of the image and the contextual infor-
mation, the final output is shown in equation (10).

Z ′ ⇒ � = Att f ilter (7)

Z ′ ⇒ ⊥ = Con f ilter (8)

where Z’ is the input fed into the SCMMmodule, the � and
⊥ functions use a threshold function to generate the Att f ilter
and Con f ilter , respectively.

M = Attentionmask || Contextmask (9)

OutputSCM = Z ′ ⊗ M (10)

In contrast to the multi-stream architectures [26,29,32,33]
which explicitly integrate the additional attention streams in
the base architecture of convolutional networks to capture the
attention regions, the SCMmodule is a lightweight structure
that does not cause any overhead in terms of trainable param-
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eters. The SCMmodule is an elegant architecture to learn the
attention along with contextual information without increas-
ing the computational overhead.
We plug-in the SCM module in each transformer layer such
that the output of the SCM module of one layer becomes
the input of the subsequent layer. Therefore, in addition to
the learning of self-attentions among the sequence of input
patches of an image, the SCMmodule enables the learning of
self-contextual relationship among the given set of patches/
sequences. The residual connections employed at various
stages of the network minimize the information loss. We use
Imagenet pre-trained weights to train the proposed model
and the cross-entropy loss function to optimize the pro-
posed model. We visualize the activations of SCM endorsed
self-attentions which precisely focus the associated atten-
tive regions of an image and are significant for person re-id.
Self-attention-based activations are absolutely different from
the convolutions-based activations. Detailed qualitative and
quantitative results are presented in the results and discussion
section.

4 Experiments

4.1 Materials

We choose three standard medium- to large-scale person re-
identification datasets for analytical study of the proposed
self-attention-based re-id network along with the other deep
vanilla architectures. The datasets includeMarket-1501 [43],
DukeMTMC-reID [44] and a recently proposed large-scale
re-id benchmark MSMT17 [45]. Details of all three datasets
are given in respective sections:

4.1.1 Market1501

Market1501 is a medium-scale image-based person re-
identification dataset comprising a total of 32,668 person
image crops which are captured by 6 cameras. It contains
1501 unique person identities, where 751 unique ids are
included in the training set and the remaining ids are part
of the gallery set. The query set consists of 3,368 person
crops which are searched from the gallery images.

4.1.2 DukeMTMC-reID

DukeMTMC-reID is another medium-scale image-based
person re-identification dataset comprising a total number of
36,411 person crops captured by 8 different cameras. It con-
tains 1812 unique person identities, out of which 702 unique
identities are included in the training set and the remaining
non-overlapping 1110 identities are part of the gallery set.

The query set consists of 702 ids which are searched from
the gallery images.

4.1.3 MSMT17

MSMT17 is a large-scale person re-identification dataset
comprising 124,068 images captured by 15 cameras with
4101 unique identities in it. The twelve cameras from a total
of fifteen cameras capture indoor images and the remain-
ing three cameras capture outdoor images. The training set
includes 1041 unique identities with a total of 30,248 image
crops. The rest of 93,820 images contain 3060 unique identi-
ties and form thegallery andquery sets. Thequery set consists
of 11,659 person crops and the gallery set consists of 82,161
person crops. MSMT17 is comparatively a complex dataset
with excessive variations in the images background, illumi-
nation and the poses.
Table 1 summarizes the stats of datasets which are used to
evaluate the proposed method.

4.2 Evaluationmetrics

For person re-identification, the most widely used evaluation
metrics are the cumulative matching characteristics (CMC)
andmean average precision (mAP) [28].We choose the same
to evaluate the proposed network. Details of each metric are
given in respective subsection.

4.2.1 Cumulative matching characteristics (CMC)

For given query images, the cumulative matching character-
istics (CMC) computes the ranks of gallery images on the
basis of their similarity with the query images. Rank-1 accu-
racy counts all the correct gallery images which are matched
with the query image on the top rank, i.e., rank-1 when a par-
ticularmethod is used.We use rank-1 up till rank-20 accuracy
to evaluate the proposed method.

4.2.2 Mean average precision (mAP)

For themultiple non-overlapping query instances of a unique
identity, we compute the average precision of the correct
matching of all query instances. It is termed as the mean
average precision.

4.3 Experimental settings

We use publicly available person re-id benchmarks and
opt the self-attention-based deep architecture for person re-
identification. We resize the person images height and width
to 224× 224 with the patches of various sizes, i.e., 16× 16,
32 × 32 and 64 × 64. We use the pretrained weights of
Imagenet-21k provided by [24]. For data augmentation we
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Table 1 Specifications of
person re-identification datasets
which are used to evaluate the
proposed Per-former re-id
models

Datasets Cameras Images Total IDs Train IDs Test IDs

Market1501 06 32,668 1501 751 750

DukeMTMC-ReID 08 36,411 1812 702 702

MSMT-17 15 124,068 4101 1041 3060

opt the standard approaches of horizontal flip and random
crop which are most appropriate for the pedestrian datasets.
We apply standard Imagenet normalization on the images.
We use recently proposed rectified adam optimizer (radam)
[46] and choose the default settings of hyper-parameters as
beta1 = 0.9 and beta2 = 0.999 in this work. It is adapt-
able to a wide range of learning rates (starting from 0.1 to
0.003) with slightly increased performance output as com-
pared to the vanilla Adam optimizer. We set the starting
learning rate from 0.0003 which is decayed with the fac-
tor of 0.1 at every tenth and twentieth epochs. We train all
the models on NVIDIA Tesla P40 GPU with 24GB graphic
RAM size, we choose the batch size of 128. We train all the
models for the maximum of 150 epochs for all of the re-id
datasets.

5 Results

We compare the results of proposed architecture Per-
formerSCM with existing convolutions-based vanilla archi-
tectures as well as with our baseline network, i.e., Per-
formerbase. In this work, instead of using the convolutions-
based featuremapswe propose an entirely transformer-based
person re-id solution, we call it the baseline (or vanilla archi-
tecture) for the purely transformer-based re-id solutions. We
compare this work with more than five CNN-based vanilla
architectures for each of the person re-id benchmarks.

Quantitative results of the proposed architecture for all
of three re-id benchmarks are given in respective tables
and graphs. The results show that even our baseline/vanilla
self-attention-based re-id model Per-formerbase brings a sig-
nificant performance improvement over existing CNN-based
vanilla architectures. The proposed extension of baseline
model, i.e., Per-formerSCM further improves its performance
in respect of all re-id performance metrics.

Table 2 shows the performance comparison for re-id
benchmark Market-1501. A significant performance
improvement is seen for Per-former-based re-id models
over vanilla CNN-based re-id models. The proposed Per-
formerSCM outperforms existingvanilla architectures and the
proposed baseline method for both evaluation measures, the
rank-1 accuracy and the mean average precision. The CNN
vanilla architectures, compared with the proposed work are
discussed in the related work section.

Table 2 Comparison of proposed methods with existing vanilla archi-
tectures for Market-1501 dataset (All results are measured in the
percentages)

Method mAP R1 R5 R10 R20

IDE [28] 46 72.54 – – –

SVDNet [30] 62.1 82.3 - - –

DF [47] 63.4 81 – – –

PDF [47] 63.41 84.14 – – –

DJL [48] 65.5 85.1 – – –

IDE+Camstyle [49] 65.87 85.66 – – –

ResNet-50 [2] 65.9 83 92.7 95.2 97

A3M [31] 68.97 86.54 – – –

TriNet [20] 69.14 84.92 94.21 – –

Per-formerbase 72 88.5 94.6 96.6 98.2

Per-formerSCM 74.5 89.4 95.6 97.6 98.5

Boldvalue indicates the superior quantitative performance of the respec-
tive methodology

Table 3 Comparison of proposed methods with existing vanilla archi-
tectures for DukeMTMC-ReID dataset (All results are measured in the
percentages)

Method mAP R1 R5 R10 R20

IDE [28] 51.83 72.31 – – –

ResNet-50 [2] 55.96 73.2 – - –

DenseNet-121 [29] 55.08 73.16 - – –

TriNet [20] 53.5 72.44 – - –

TriNet+RE [20] 56.6 73 – - –

SVDNet [30] 56.8 76.7 – – –

IDE+CamStyle [49] 57.61 78.32 – – –

Per-formerbase 57 77.8 86.6 89.5 91.7

Per-formerSCM 61.6 81.1 89 91.5 93.2

Boldvalue indicates the superior quantitative performance of the respec-
tive methodology

A comparison of proposed work and existing relevant
architectures for person re-id dataset DukeMTMC-TeID is
given in Table 3. The proposedmethod consistently improves
the performance of the baseline model and surpasses all
vanilla CNN re-id architectures in both performance metrics.

MSMT-17 is a pretty large person re-id benchmark with
high complexity of cluttered background and poses vari-
ations. It can be seen from Table 4 that vanilla deep
architectures—particularly the ResNet-50 and the
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Table 4 Comparison of proposed methods with existing vanilla archi-
tectures for MSMT17 dataset (All results are measured in the percent-
ages)

Method mAP R1 R5 R10 R20

ResNet-50 [2] 22.25 46.88 – – –

DenseNet-121 [29] 21.5 46.32 – – –

DLCE [50] 31.58 60.48 – – –

ShuffleNetV2 [51] 15.7 36.8 – – –

MobileNetV2 [52] 18.62 42.53 – – –

Per-formerbase 35.6 64.1 77 81.9 85.9

Per-formerSCM 39.4 67.7 79.7 84 88

Boldvalue indicates the superior quantitative performance of the respec-
tive methodology

shuffleNet—that performcomparativelywell on other person
re-id benchmarks (Market-1501 and DukeMTMC-ReID),
but still do not achieve good results for MSMT-17 dataset.
The experimental results of proposedmodels outperforms all
CNN-based vanilla architectureswith a significant difference
for all performance measures.

Figure6 shows the results of top ten similarmatches sorted
out by the proposed system for given query images and it
clearly shows that the system works remarkably well even
for very difficult poses and low-resolution images.

6 Discussion

6.1 Results visualization

We visualize the globally associated attention captured by
proposed transformer-based architecture and compare it with
the local attention captured byCNN-based architectures. Fig-
ure7 shows the qualitative comparison of both activation
maps. Per-formerSCM focuses on crisp self-attention regions
and maintains their global relationships. All the cases shown
in the figure depict the intelligent learning of self-attentions
by Per-formerSCM with certainly high accuracy.
Although both CNN-based and transformers-based architec-
tures tend to highlight the salient regions of the images, the
Per-formerSCM -based attention maps given in the columns
(b) and (d) of the figure illustrate a clear difference from the
convolution-based attention maps shown in the columns (a)
and (c) for respective input images.

6.2 Ablation study

In the proposed architecture, we choose the depth of layers
as per standard architectures of sequence-based deep mod-
els, i.e., the first paper of transformer [24] and its extended
researches [40,41] etc. We use 12-layers depth in all variants

of the proposed models for experimentation and evaluations.
However, in the ablation study, we perform detailed experi-
mentation to analyze the impact of different number of layers
for person re-id task. The experimental results show that the
12 superimposed layers of the transformer-based re-id model
supersedes the other variants in terms of speed and accuracy.
The experimental results and discussion are given in Table
5. In later ablation study experiments, we choose 12-layer
model to analyze the significance of SCM module at differ-
ent layers of the network and the impact of different patch
size for person re-id.

We employ the SCM module at various positions/ lay-
ers of the network to analyze the impact of self-contextual
learning at different levels of the model. Additionally, we
use different rates of keeping attentive regions and dropping
them for learning of the contextual information along with
the attention regions.
The experimental results show that due to the inherent capa-
bility of the transformers to learn multiple self-attentions
among the sequence of inputs (in this case the sequence of
patches) the proposed scheme covers the contextual informa-
tion learning in addition to the attention learning. Therefore,
we do not need to drop a bigger ratio of attention in SCM
module. Only suppressing top 10% attentive regions with the
threshold value of 0.8 works perfect to improve the context
learning and to generalize the model.
The significance of SCM module is clearly seen in both the
scenarios, i.e., whether it is employed at the final activation
map or within each layer of the baseline. In both cases, it
improves themodel learning and results in an improved aver-
age precision and accuracy. However employing self-context
mappings at each layer of the baseline architecture provides
the best results when compared to the variants having SCM
module only at the final activation layer. The comparative
results are shown in table 6.

We use Imagenet pretrained weights to start the training
process of our model with the compulsion of using prede-
fined patch sizes in our experimentation. However we infer
from the visual and quantitative results that the re-id results
can even be boosted further by employing different sizes of
images and the patches, especially if multi-scale patches are
used in an integrated manner. We find that the integration of
SCM module in each layer of the baseline architecture con-
sistently improves the generalization of the re-id models for
all datasets. As per the best of our knowledge, our baseline
model and its extension are the very first vanilla architecture
that could achieve such high level performances for person
re-id.

For position-wise activation module, we choose hidden
layers dimensions four times to the size of initial patchdimen-
sions.Weexperimentwith different size of image patches and
attain the best results for the 16×16 size patch. A comparison
of different patch sizes used is given in Fig. 8. For 16 × 16
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Fig. 6 Re-id Results of the
proposed network. Top 10
closest matches are shown for
respective query images. Green
boundaries show the correct
matches and the red boundaries
show the incorrect matches

Fig. 7 Class Activation Maps of
the Proposed Model. Column a
and c show CNN-based
activations of Resnet50. Column
b and d show Per-formerSCM
activations of the same input
image (best viewed in color)
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Table 5 Per-former variants are
the variants of Per-formerbase
model with different number of
layers, where the subscript
numbers 4, 8, 10 and 12 show
the respective number of layers

Per-former variants No. of Params Epoch-2 Epoch-4 Epoch-6 Epoch-8

mAP R1 mAP R1 mAP R1 mAP R1

Per-former4 29.67M 32.7 54.1 46.7 68.1 49.5 71.2 51.1 73.5

Per-former8 58.1M 52.3 73.8 61.1 81.4 62.5 81.7 65.2 84.5

Per-former10 72.2M 63.2 81.3 67.9 85.4 67.4 85.9 68.9 86.5

Per-former12 86M 68.1 84.8 68.5 85.7 71.3 87.6 72 88.5

Bold value indicates the superior quantitative performance of the respective methodology

Table 6 Impact of self-context mapping module at various layers of the network—Market-1501 (FLAM = Final layer’s activation map; ELAM =
Each layer’s activation map; TH = Threshold; Attn Drop = Attention Dropout Rate)

Per-former variants TH Attn Drop mAP R1 R5 R10 R20

Per-formerbase – – 72 88.5 94.6 96.6 98.2

Per-formerSCMat FL AM 0.8 25 63.8 84.8 94.2 96.3 98.0

Per-formerSCMat FL AM 0.8 10 73.2 88.7 95.9 97.7 98.4

Per-formerSCMat EL AM 0.8 10 74.5 89.4 95.6 97.6 98.5

Bold value indicates the superior quantitative performance of the respective methodology

Fig. 8 Visual illustration of
image patches sizes used in the
proposed model. a 32× 32 pixel
patches, b 16 × 16 pixel
patches, c 8 × 8 pixel patches

patch size and 768 embedding dimensions, the hidden layer
dimensions are 3072. We choose different patch sizes to find
out the optimal patch size for re-id task. Choosing the patches
size bigger than 16×16 or smaller than 16×16 did not work
well for person re-id, the experimental results using different
patch sizes are given in Table 7, while keeping embedding/
hidden dimensions intact does not aid in re-id performance.
Moreover, we analyzed the impact of different size of patches
and the number of layers upon the performance of person re-
id and time complexity. We found that the smaller size of
patches and the less number of layers did not perform well
due to loss of the contextual information in small patches.
The graphical view of the experimental results are shows in
the graph 9. The bigger size patches do not encompass the
small-scale local attention associations in an image, therefore
all proposed experimental results are based on the patch size
of 16 × 16 with hidden layers dimensions of 3072. How-
ever the impact of SCM module is consistent for all sizes
of image patches and improves the generalization of re-id
network over baseline network as given in Table 7.

The proposed self-attention-based re-id models converge
quickly when compared to the CNN-based re-id model, i.e.,
ResNet50. Both the Per-formerbase and Per-formerSCM eval-

Table 7 Impact of various sizes of image patches for all variants of
Per-former networks—Market-1501

Per-former variants Patch size mAP R1 R5 R10 R20

Per-formerbase 32 × 32 66.6 85 92.6 95 96.7

Per-formerbase 16 × 16 72 88.5 94.6 96.6 98.2

Per-formerbase 8 × 8 31 67 80.7 85.5 88.7

Per-formerSCM 32 × 32 70.8 87.6 94.8 96.9 98.1

Per-formerSCM 16 × 16 74.5 89.4 95.6 97.6 98.5

Per-formerSCM 8 × 8 32.0 67.3 81.3 85.9 89.1

Bold value indicates the superior quantitative performance of the respec-
tive methodology

uation results attain around 84% rank-1 accuracy and 68%
mean average precision right after the second epoch of the
training while using the same batch size (i.e., 128), opti-
mizer (i.e., radam) and learning rate (i.e., 0.0003). Per-former
models’ second epoch results are comparable to various
vanilla CNN-based re-id models’ peak results. However the
extendedmodel Per-formerSCM improves its learning at later
stages of the training and surpasses the performance of Per-
formerbase for both performance metrics.
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Fig. 9 Impact of size of patches
and number of layers upon re-id
performance and computational
time—(For the patch size 8 × 8,
the best re-id performance is
recorded at 14th epoch, that is
why the performance
comparison is made for the same
epoch for 16 × 16 patch size)

Table 8 Computational efficiency of the proposedmodel in terms of speed and scalability forMarket-1501Dataset. The transformer-based proposed
models attain clearly higher performance than vanilla CNN model, i.e., ResNet-50

Model Epoch-2 Epoch-4 Epoch-6 Epoch-8

mAP R1 mAP R1 mAP R1 mAP R1

ResNet-50 18.1 33.0 23 48.3 35.1 53.0 44.8 65.1

Per-formerbase 68.1 84.8 68.5 85.7 71.3 87.6 72 88.5

Per-formerSCM 67.8 83.3 73.1 85.7 73.3 88.7 74.5 89.4

Bold value indicates the superior quantitative performance of the respective methodology

When the extended proposed model Per-formerSCM is
compared with the baseline model for Market1501 re-id
dataset, it surpasses the performance of baseline architec-
ture Per-formerbase by 2.5 points in average precision and
around 1 point in re-id accuracy at rank-1.

Likewise for the DukeMTMC-ReID re-id benchmark, a
substantial improvement of Per-formerSCM is seen over the
Per-formerbase network. An increase of 4.6 points in mAP
value indicates that integrating self-context information into
the self-attention learning to represent a person significantly
improves the average precision of correct re-id of each query
image. Rank-1 accuracy is also increased to around 4 point
for DukeMTMC-ReID data set.

Consistency of the proposed re-id solution is seen for the
large scale and complex dataset MSMT-17. The proposed
extended model surpasses the baseline performance with
around 4 points in both the rank-1 accuracy andmean average
precision. Main reason for improved learning by our vanilla
model and its proposed extension is that the SCM module
learns the self-contextual information along with the global
self-attentions of patches. The computational efficiency of
the proposed model in contrast to the CNN baseline model
ResNet-50 is given in Table 8. However, the learnable param-

eters of proposed Per-former models are 86M that is much
greater than the number of parameters of ResNet50, i.e.,
23.5M.However the proposedmodel converges very quickly
in few epochs as compared to its CNN-based counterparts.

7 Conclusion

Since the shifting of re-id research from handcrafted algo-
rithms to the deep learning techniques, the convolutional
neural networks have been explored with a great dominance
to develop the person re-id solutions. As the CNN-based
architectures are bound to learn the distinctive features in
a neighborhood region, these do not capture the associa-
tions among the discriminative features that lie at spatially
distant regions within an image. However, for person re-
identification problem the association among distant atten-
tive regions plays an essential role. The human vision system
identifies a person by associating multiple regions in a given
image. For instance, associating the discriminative attributes
of a person that are robust to illumination, pose variations
and camera view changes. Taking inspiration from this, we
imitate such human cognitive process in our baseline model
Per-formerbase to build the attention associations among far-
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distant regions in the image of a person.We further extend the
baseline model and introduce a self-context mapping mod-
ule at each layer of the base network in Per-formerSCM .
The extended model learns self-contextual mapping among
far-distance regions (patches) of the images in addition of
maintaining the self-attention mappings among the patches
of an image. To the limit of our knowledge, this task is
one among the first few application of transformer-based
architectures in the context of person re-identification. The
evaluation results and their visualization discussed in Sects. 5
and 6 show the superior performance of proposed mod-
els over existing vanilla CNN re-id models. A significant
improvement in the person re-id accuracy and mean average
precision is seen for all datasets used to evaluate this work,
i.e., 5.5% accuracy improvement for Market1501, 4.6% for
DukeMTMC-ReID and 17% for MSMT-17 dataset confirms
the outstanding performance of the proposed vanilla archi-
tecture as compared to CNN vanilla models. Further, the
ablation studies discuss the dominance of Per-formerSCM

over the baseline model Per-formerbase. In the future, we
also plan to enhance the proposed transformer-based model
by applying specialized customization in this work [53,54].
We plan to explore the omni-scale image patches to learn
multi-scale self-attention and self-context mappings for the
supervised person re-id.
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