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Abstract

Center and scale prediction (CSP) is an anchor-free pedestrian detector with good performance. However, there are lots of
parameters in the detector, which seriously limits the speed. In this paper, a new network is designed for the improvement of
the detector speed, which contains less parameters, named Feature Fusion: Center and Scale Prediction (F-CSP). F-CSP fuses
multi-scale feature maps with two efficient feature fusion networks: Feature Pyramid Networks (FPN) and Balanced Feature
Pyramid (BFP). Specifically, FPN is used to reduce the channel of feature maps, and BFP is used to fuse multiple feature
maps into a single one. This way, the proposed detector achieves competitive accuracy and higher speed on the challenging
pedestrian detection benchmark. The performance of F-CSP is demonstrated on the Caltech dataset. Compared with CSP,
under the premise of ensuring accuracy, the speed is increased from 45.1 to 32.9 ms/img.

Keywords Pedestrian detection - Convolutional neural network - Feature fusion - Center and scale prediction

1 Introduction

Inrecent years, with the rapid development of assisted driving
[1-3], autonomous driving [4-6], and intelligent monitor-
ing [7-9], pedestrian detection [10-13] has received more
and more attention. In the field of autonomous driving, it is
important to avoid pedestrians on the lane effectively. In the
intelligent monitoring system, the pedestrian behavior accu-
rate analysis is also essential. Both competitive accuracy and
satisfying speed are significant for the pedestrian detector.
Pedestrian detection can be divided into anchor-based
and anchor-free [14]. Anchor-based includes Faster R-CNN
[15], single-shot multiBox detector (SSD) [16], YOLO9000
[17], and anchor-free includes CornerNet [18], ExtremeNet
[19], center and scale prediction (CSP) [14], etc. Both of
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them have excellent performance in detection accuracy, espe-
cially anchor-free. However, they have lots of parameters
while improving the accuracy , which leads to the expensive
computation and limits the computation speed. So anchor-
based and anchor-free are difficult to be applied to hardware
devices.

To solve this problem, this paper proposes a new network
with high-speed: Feature Fusion Network based on Cen-
ter and Scale Prediction (F-CSP) detector. CSP is one of
the anchor-free classical pedestrian detectors for pedestrian
detection. CSP is proposed for a higher-level abstraction,
which learns central points of the objects. The object for
detection is motivated as a high-level semantic feature detec-
tion task. In many pedestrian detection tasks, CSP shows its
outstanding performance with high accuracy. To reduce the
complexity of the network structure and improve the pro-
cessing speed, F-CSP improves the feature fusion module in
CSP according to the two efficient feature fusion networks:
Feature Pyramid Network (FPN) [20] and Balanced Feature
Pyramid Network (BFP) [21]. FPN aims to reduce the chan-
nel of feature maps. BFP aims to fuse multi-scale feature
maps into a single one. And there are no additional param-
eters to be introduced. Besides, the channel of feature maps
keep the same when they propagate in the two modules. The
experimental results show that the proposed network per-
forms well in the speed.
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Fig.1 Overall architecture of CSP [14]. CSP is composed of two components: the feature fusion module and the detection head. The feature fusion

module contains lots of learnable parameters which limit the speed

In summary, the main contributions of this work are as
follows: We design a new network which contains fewer
parameters, and it replaces the feature fusion module in CSP
with FPN and BFP. F-SCP meets the computation speed
requirement of the pedestrian detector. The proposed F-CSP
achieves the new state-of-the-art speed on the challenging
pedestrian detection benchmarks, Caltech.

2 Related work
2.1 Object detection algorithm

Object detection algorithm [22-24] is the basis of com-
puter vision task, which is used to identify objects and their
positions in images. Traditional object detection algorithms
without convolutional neural network (CNN) mainly include
histogram of oriented gradient (HOG) [25], deformable part
model (DPM) [26] and non-maximum suppression (NMS)
[27].

After the rise of CNN, CNN is used to complete the
object detection tasks instead of traditional manual algo-
rithms [28,29]. Now, the state-of-the-art object detection
algorithm can be divided into the two-stage algorithm and
the one-stage algorithm according to whether to generate
region proposals [30]. The two-stage algorithm first gener-
ates region of interests that may contain objects, and then
classifies samples through CNN. It mainly includes R-CNN,
Fast R-CNN, Faster R-CNN. R-CNN [31] uses the region
proposal method to create the region for detection, and then
adopts the CNN for classification. However, this algorithm
has a lot of candidate solutions that results in high com-
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putational complexity. Fast R-CNN [32] extracts the image
features by a feature extractor instead of extracting multi-
ple times for each image from the beginning. This algorithm
avoids extracting redundant features and improves the train-
ing speed. Faster R-CNN [15] applies a new region proposal
network based on the Fast R-CNN, and it is more effective
and efficient. The two-stage algorithm has high accuracy in
position and recognition because of correcting the candidate
boxes continuously. However, it needs to run the detection
and classification process multiple times, so the detection
speed is low [33].

The one-stage algorithm does not need to generate region
proposals. It transforms the object detection problem into a
regression and classification problem. The test speed is fast
because the result can be directly output after the images
input into the network. In 2015, YOLO [17] algorithm was
first proposed, which obtained the coordinates of the bound-
ing box, the confidence and the class probabilities of the
object through images directly. This algorithm detects objects
very fast and can learn generalized features, but it is easy
to make mistakes in detecting small objects. In 2016, SSD
[16] was proposed, which combined the regression idea in
YOLO and the anchor mechanism in Faster R-CNN. SSD
performs regression by using the multi-scale regional fea-
tures of each position in images, which not only maintains
the high-speed characteristics of YOLO, but also ensures the
detection accuracy of Faster R-CNN. One of the reasons why
the performance of the one-stage algorithm is inferior to that
of the two-stage algorithm is the imbalance between posi-
tive and negative samples in the region proposal. In 2017,
the Retinanet [34] proposed the focal loss function to auto-
matically reduce the weight of categories that are easy to be
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Fig. 2 Overall architecture of F-CSP, which mainly comprises three
modules, i.e., the feature extraction module, the feature fusion mod-
ule(FPN and BFP) and the detection head module. The feature extrac-
tion module which is ResNet-50 outputs four feature maps. The feature

classified, and increase the focus of categories that are dif-
ficult to be classified. As a one-stage algorithm, Retinanet
makes a trade-off between the detection accuracy and the
test speed. It achieves comparable accuracy compared with
the two-stage algorithms while ensuring the fast speed.

2.2 Pedestrian detection algorithm based on the key
points

The framework of CSP is shown in Fig. 1. In the feature
extraction module (the outputs of the module is defined as
stage?,3, 4,5 respectively), CSP uses dilated convolution
[35] to expand the receptive field in the last residual block, so
that the accuracy of small object detection can be improved.
Feature map with the higher resolution might contain richer
details, so it is suitable for small object detection, such as
pedestrians. In the feature fusion module, CSP firstly applies
deconvolution layers [36] to adjust the size of feature maps.
Then, CSP fuses the feature maps into a single one, denoted
as @ ¢, by concatenation. In the detection head, CSP reduces
the channels of @, through a 3x3 convolution layer and
predicts the center and scale by two 1x 1 convolution layers,
respectively.

Although the network is succinct to reduce the complexity
effectively, it has lots of parameters. There are two reasons
for this: (i). The convolution kernels of the deconvolution
layers are 512, 1024, and 2048, respectively, which are the

..........

__________

fusion module which consists of FPN and BFP networks fuses above
four feature maps into a single one. The detection head module contains
two 1x 1 convolution layers, one for the center location and the other
for the corresponding scale

same as the amounts of the stage3, 4, 5 channels. (ii). When
CSP attaches a single 3 x 3 convolution layer on @ 7, the fused
channel is 3584, so the size of convolution kernels must be
3584 in depth. Therefore, the network has expensive compu-
tation and limited speed.

3 Methodology
3.1 Module analysis

The feature fusion module must follow two premises to
improve the speed: (i). When the feature fusion module
adjusts the feature map size, it should avoid introducing many
parameters to the network structure. (ii). When feature maps
are propagated in the network, few channels should be main-
tained.

FPN has been widely used in various object detectors
due to the high efficiency. It involves a bottom-up pathway,
a top-down pathway, and lateral connections. The bottom-
up pathway is the feedforward computation of ResNet-50,
which computes a feature hierarchy consisting of feature
maps at several scales with a scaling step of 2. The top-down
pathway hallucinates higher-resolution features by upsam-
pling feature maps from higher pyramid levels. The feature
maps contain coarse spatial information and stronger seman-
tic information. Each lateral connection merges feature maps

@ Springer
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CITY HAIR

(a) The raw image

(b) The heatmap of center point

(c) The scale map of pedestrian

Fig.3 The input image and its corresponding label image. a The original image to be detected. b The center point heat map after calculating the
two-dimensional Gaussian distribution at the object center point. ¢ The scale map corresponding to each pedestrian expressed by log(h)

of the same spatial size from the bottom-up pathway and the
top-down pathway. Because of these components, FPN can
be applied easily to other networks.

Many feature maps are produced although FPN follows
the two premises introduced above. To further reduce the
computation, BFP fuses these feature maps into a single
one, closely following FPN. BFP is to strengthen the multi-
scale feature maps using the same deeply integrated balanced
semantic feature maps. It consists of three steps, rescaling,
integrating, and refining. Specifically, BFP first resizes the
multi-scale feature maps to an intermediate size (the same
size as one of the feature maps) via interpolation and max-
pooling. Then, it fuses the feature maps into a balanced
semantic feature by weighted average. Note that this pro-
cedure does not contain any parameters. Finally, a non-local
neural network is used to refine the balanced semantic fea-
ture map to be more discriminative. Through matching the
two modules, F-CSP can achieve excellent speed.

3.2 Network structure

The framework of F-CSP is shown in Fig. 2. There are three
sub-modules in the network: feature extraction module, fea-
ture fusion module, and detection head module.

In the feature extraction module, F-CSP uses ResNet-
50 to produce four feature maps, which are denoted as
{Cy, C3, Cy4, Cs} (the last residual block is the dilated
convolution), which is the same as CSP. The sizes of
{C2, C3, C4, Cs} are downsampled by 4,8,16,16 with respect
to the input image. And the channels of {C», C3, C4, Cs} are
256, 512, 1024 and 2048, respectively.!

In feature fusion module, F-CSP concatenates FPN and
BFP to fuse multi-scale feature maps. Separately, FPN out-

I For ResNet-50, its Conv layers can be divided into five stages, in
which the output feature maps of the five stages are downsampled by
2,4, 8, 16, 32 with respect to the input image, respectively. As regular
[37,38], the dilated convolutions are adopted in the last residual block
to keep its output as 1/16 of the input image size.
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puts four semantic feature maps, denoted as { P», P3, P4, Ps},
corresponding to {C», C3, C4, Cs} that are respectively of the
same spatial sizes. BFP fuses { P>, Pz, P4, Ps}intoabalanced
semantic feature. But notably, the size of the balanced seman-
tic feature is a considerable issue. Mentioned in 3.1, when the
balanced semantic feature has the same size as P», P3, P4 or
Ps, they all meet the requirement of the feature fusion mod-
ule. In this paper, {P>, P3, P4, Ps} is resized into the same
size as P3. Then the balanced semantic feature is refined
by the embedded Gaussian non-local attention module. The
output is denoted as Pge.

In detection head module, F-CSP applies a few convolu-
tion layers to parse @qe; into detection results. Specifically,
a single convolution layer is attached to reduce its channel
dimensions to 256-dim. And then two sibling 1 x 1 convolu-
tion layers are appended to produce the center heatmap and
scale map, respectively.” The visualization result is shown in
Fig. 3.

4 Experiment
4.1 Experimental environment

The proposed method is implemented in PyTorch, and the
model is trained on the Caltech with NVIDIA RTX 2080TI
GPU and Intel(R) E5-2630 v4 @ 2.20GHz CPU.

In order to verify the performance of the F-CSP algo-
rithm, this paper selects several algorithms for comparison:
HOG, Faster R-CNN, Retinanet and CSP, which are com-
monly used algorithm in manual object detection algorithms,
two-stage algorithm, one-stage algorithm, and pedestrian
detection algorithm, respectively.

At the same time, for fair comparison, this paper re-
implements the Faster R-CNN, Retinanet and CSP algorithm.
The backbone is ResNet-50, and the weight parameters are

2 Optionally, to slightly adjust the center location, an extra offset pre-
diction branch can be appended in parallel with the above two branches.
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Table 1 Comparisons with the

other algorithms on Caltech Method Parameters Test time MR™2(%)
ToU=0.5 IoU=0.75
HOG [25] - - 92.03 100.00
FasterRCNN [15] 39.82MB 76.4 ms/img 7.52 64.08
Retinanet [34] 36.08 MB 65.8 ms/img 53.33 77.36
CSP [14] 38.0MB 45.1 ms/img 5.13 26.5
F-CSP 259 MB 32.9 ms/img 6.04 37.03

pretrained on ImageNet. Adam is applied to optimize the
network. This paper also uses the moving weight [39] to
find the best feature map combination scheme and the best
feature resolution. Besides, HOG algorithm is a traditional
object detection algorithm, so it does not need to train CNN.

The evaluation follows the standard Caltech evaluation
metric, that is, log-average Miss Rate over False Positive Per
Image (FPPI) ranging in [1072, 10°] (denoted as M R~2).
Tests are applied to the original image size without enlarging
for speed consideration.

4.2 Experimental results and analysis

Caltech comprises approximately 2.5 hours of auto-driving
video with extensively labeled bounding boxes. We use the
training data augmented by tenfolds (42782 frames) and test
on the 4024 frames in the standard test set, and all exper-

iments are conducted on the new annotations provided by
[40]. The size of each image is 480 x 640, a mini-batch con-
tains 16 images with one GPU, the learning rate is set as
10™*, and training phase is stopped after 15K iterations.

Table 1 reports the comparison results with HOG, Faster
R-CNN, Retinanet and CSP on the Caltech. It can be seen
that F-CSP has the highest Test Time, and Faster R-CNN
has the lowest T'est Time. The detection accuracy of Faster
R-CNN is higher than Retinanet, while its Test Time is
lower than Retinanet. Besides, it is shown that F-CSP only
requires 25.9 MB parameters compared to 38.0 MB of CSP.
Due to fewer parameters, F-CSP achieves higher speed, the
Test Time is 32.9 ms/img, increased by 28% to CSP. Mean-
time, the accuracy drops with lower resolution. (The M R~>
of F-CSP is 6.88%, compared to 5.84% of CSP.)

The visualization results of CSP and F-CSP are shown in
Fig. 4. It demonstrates that CSP and F-CSP both can wholely

(b) The visual results of F-CSP

Fig.4 Visualization results of CSP and F-CSP. The green boxes represent for ground-truth, and the red boxes represent for predictions. Otherwise,

the overlap between ground-truth and predictions is expressed by IoU

@ Springer
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Table 2 Performance comparison of F-CSP with different sizes of the
balanced semantic feature. The leftmost column represents the balanced
semantic feature which has the same size as P>, P3, P4 or Ps, respec-

Table 3 Performance comparison of F-CSP under different feature
combination schemes

. Feature maps Parameters  Test time MR 2(%)
tively
Cy C3 Cy Cs
Parameters Test time MR~%(%)
ToU=0.5 ToU=0.75 \/ \/ 2.9MB 5.2 ms/img 13.9

J J 9.9MB 27.8 ms/img 7.45
P 25.9MB 80.0ms/img 11.37 36.8 J 24.5MB 30.7msfimg  23.74
P3 32.9ms/img 6.88 37.02 J v 10.5MB 28.0ms/img 7.08
Py 300msfimg  9.19 46.31 J 4 252MB  320mshimg 695
Ps 30.0ms/img 10.61 38.44 J v Y 25.9MB 32.9msfimg 6.88

frame pedestrians though there are some tiny differences.
Therefore, the accuracy of F-CSP is dropped compared with
CSP, but it is acceptable for the requirements of pedestrian
detection.

Table 2 shows the results of the balanced semantic fea-
ture in different sizes. From Table 2, we can see that F-CSP
achieves balanced performance when the balanced seman-
tic feature has the same size as P3 (M R—2 is 6.88% under
IoU=0.5, Test Time is 32.9 ms/img). It is worth noting that
the Test Time is 80.0ms/img when the balanced semantic
feature is resized into the same size as P,. The reason for
the existing lowest speed is that the size of other three fea-
ture maps is required to be enlarged through interpolation.
This procedure introduces expensive computation. Besides,
the Test Time is 30.0ms/img when the balanced semantic
feature has the same size as P4 and Ps, that is faster than
80.0ms/img. There is no extra computation, while feature
maps are adjusted to the same size as P4 and Ps; by max-
pooling. Although this setting achieves the fastest speed, it
has worse accuracy (the M R~2is9.19% and 10.61%, respec-
tively).

Table 3 shows the results with different feature com-
bination. It can be seen that the best accuracy (MR™2 =
6.88%, Test Time = 32.9ms/img) comes from the com-
bination of {C», C3, C4, C5}. The combination of {C,, C3}
has fewer parameters and lower Test Time, but it brings
more miss results. Notably, the M R~2 with the combi-

nation of {Cy4, Cs} is 23.74%. There are two reasons for
the worst accuracy: (i). The shallower feature maps with
rich details do not participate in the prediction. (ii). The
semantic information on {C4, C5} is damaged during upsam-
pling.

The proposed method is extensively compared with the
state of the arts on three settings: Reasonable, All and Heavy
Occlusion. As shown in Fig. 5, F-CSP performs consistently
for different occlusion levels compared to other detectors,
which proves that the proposed method is effective.

5 Conclusion

This paper proposes a new pedestrian detection network
named F-CSP. This network fuses multi-scale feature maps
with two efficient feature fusion networks: FPN and BFP.
FPN is used to fuse more semantic to the feature maps.
BFP is used to balance multiple semantic feature maps. As
a result, the proposed F-CSP detector achieves competitive
accuracy and higher speed on the challenging pedestrian
detection benchmark. However, the accuracy of F-CSP
can be further improved, while its detection speed is very
high.

Reasonable , All ; Heavy Occlusion
| — — ORI B
---- - 80 ——ay 80 -
I o e =
& 40 = ~92.03% HOG o 40 Seso-. o 40 =n
= ‘e 53.33% Retinanet = 30 = 30
= 30 < 1]
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w 20 s = = =6.04% F-CSP[ours] @ wn e .
-z 5.13% CSP -2 — - ~97.08% HOG 2 - - -98.25% HOG ",
g 10 g 10 84.92% Retinanet 8. " 1.
- = =60.51%F- :
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