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Abstract
Recently, the latest method of VQA (visual question answering) mainly relies on the co-attention to link each visual object
with the text object, which can achieve a rough interaction between multiple models. However, VQA models tend to focus
on the association between visual and language features without considering the spatial relationship between image region
features extracted by Faster R-CNN. This paper proposes an effective deep co-attention network to solve this problem. As a
first step, BERT was introduced in order to better capture the relationship between words and make the extracted text feature
more robust; secondly, a multimodal co-attention based on spatial location relationship was proposed in order to realize fine-
grained interactions between question and image. It consists of three basic components: the text self-attention unit, the image
self-attention unit, and the question-guided-attention unit. The self-attention mechanism of image visual features integrates
information about the spatial position and width/height of the image area after obtaining attention so that each image area is
aware of the relative location and size of other areas. Our experiment results indicate that our model is significantly better
than other existing models.

Keywords BERT · Guided-attention · Self-attention · Faster R-CNN · Spatial position relationship

1 Introduction

VQA is a multimodal learning task that explores how to
answer a question from a picture. It is more challenging and
difficult to perform the VQA task than other multi-modal
learning tasks [1–3], which require capturing nuances in the
interactions between images and questions.

In recent years, work has focused mainly on improving
the performance of the VQA model from three perspectives.
Firstly, VQAcan be improved by extracting the better images
and questions features. The development and breakthroughs
in neural network models such as ResNet [4], FishNet [5],
and BUTD [6] have made it possible to extract better fea-
tures from images. The second is multi-modal fusion, such
as Bilinear Fusion [7], MCB [8], etc. Finally, it is the atten-
tion mechanism that predicts the answer by adapting which
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image regions and words to focus on. This paper focuses on
the third aspect to improve the VQA task.

The early attention models learned coarse interactions,
ignoring the interactions between every word in the question
and every region of the image. Consequently, we cannot infer
whether a question word correlates to the region of an image.
This suggests that early co-attention models have many lim-
itations.

DCN [9] andBAN [10] are examples of dense co-attention
models, the two models can be stacked in depth. The results
indicate that their deep models are much better than shal-
low models. However, these models do not consider the
intramodal attention mechanism.

Therefore, two deep intra–inter attention models (DFAF
[11] and MLIN [12]) and two co-attention models (MCAN
[13] and MUAN [14]) have been introduced which are all
inspired by the Transformer model [15]. They all use deep
co-attention and achieve good results, but the model ignores
the spatial position relationship and size of the regions within
the images, use only vision features based on Faster-RCNN
[16], and neglect to add the position information and size
information of the image regions.
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Besides the image visual feature, the text feature of the
question is also very important. For the question features,
the existing models [17–19] rely on static word vectors. Dif-
ferent words have different meanings in different contexts in
the natural language environment. The static word vectors
cannot capture these differences effectively, so semantic and
grammatical deviations may occur. When encoding text fea-
tures, we try to use a multi-header mechanism and increase
the depth of the text feature model. BERT [20] (Bidirec-
tional Encoder Representations from Transformers) meets
the above two assumptions and uses the self-supervised
learning method on the basis of a massive corpus to provide
a good feature representation for text. We use the dynamic
word vector based on BERT to overcome these limitations.
The contribution and innovation of the paper can be summed
up as follows:

– We designed a deep cross-modality co-attention model,
which includes three basic units: text self-attention unit,
image self-attention unit, and question-guided-attention
unit. Our design of the self-attentionmechanismof image
visual features integrates the spatial position, width, and
height information of the image region in order to allow
each image region to perceive the relative position and
size information of other regions.

– In this paper, we encode question features using the
dynamicword vector ofBERT,which uses amulti-header
mechanism to increase the depth of the text featuremodel,
so that we can obtain more comprehensive question fea-
tures.

– Our model achieved good performance on two VQA
datasets. Extensive ablation experiments show that each
module can play its part.

2 Related work

The VQA task involves both visual and text feature extrac-
tion as well as the fusion of multimodal features, which is
a challenging task. Currently, the models for solving visual
question answering can be categorized into four directions:
the method based on attention mechanism, the method based
on fusion, and the model based on high-level attributes and
knowledge.

2.1 Method based on attentionmechanism

As a result of the attention mechanism, humans are able to
focus on important information and filter out irrelevant infor-
mation. Researchers use a semantic expression as a query in
question-guided visual attention to identify the region of the
image that corresponds to the answer [17–19,21]. There are
two methodologies for calculating soft attention scores in

VQA: using concatenated question features and each region
features of the image as inputs for a multi-layer perceptron,
and using the dot product of two inputs.

2.2 Method based on fusion

Anunderstanding of the image and question content and their
relationship is necessary to successfully complete the VQA
task. Themultimodal features of VQAaremerged using joint
representation methods in an early stage of the process. A
bilinear pooling-based feature fusionmethod [8] was applied
to VQA to obtain high-level interaction functions between
two modals. The MLB [22] method was later developed and
shows comparable performance to the MCB [8], but with
fewer weighted parameters.

2.3 Method based on pre-trainingmodel

Pre-training languagemodels [23–26] have emerged as a new
research hotspot to learn the joint representation of image and
text through large-scale training [25] transforms the BERT
structure into a model supporting two modal inputs and inte-
grates visual and text features through an attention model.
The author uses a conceptual caption dataset for pre-training
and then applies the pre-training model to multiple visible
text tasks. The pre-training model achieves better results in
multiple tasks than the previous model for a single task. Pre-
training tasks include text mask modeling, mask prediction,
cross-modal alignment, and image question answering. The
model has performed well with both VQA [27] and GQA
[28] datasets after fine-tuning the pre-training model.

Models need to be pre-trained on large datasets, so they
require more computing power and human resources. Such
tasks are challenging for a small team.

2.4 High-level attributes and knowledge

References [29–32] relates to visual question answering
based on information from an external knowledge base. The
model can have ‘common sense’ like humans through the
knowledge base. In order to answer the question ‘what kind
of flowers are in the picture?’ the model needs to know what
kinds of flowers there are. This method greatly improves the
generalizability of the model.

3 Proposedmodel

In the section, we have improved on the basis of MCAN,
integrated spatial location information on the visual features,
and used BERT instead of glove to obtain better text features.
An overview of the proposed model is shown in Fig. 1.
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3.1 Question encoding

In the past, the text feature of theVQAmodelwas based upon
obtaining a static word vector from a corpus. This means
that each word corresponds to a specific vector. The poly-
semy of English words is common. That is, the meaning of
the same word varies depending on the context. Researchers
introduced the dynamic word vector to solve polysemy, and
BERT [20] is one of its representatives. BERT model uses a
self-supervised learning technique on the basis of a massive
corpus to provide a good feature representation for text, thus
solving polysemy.

All the questions are cut to a maximum of 14 words, and
the redundant words will be discarded. Because only 0.25%
of the questions in the dataset have more than 14 words, in
order to improve the computational efficiency. For a given
question, text feature can be represented as follows:

X = BERT(Ques) (1)

where X ∈ R
dx∗M is the question representations. dx is the

output dimension of the question representations.

3.2 Image feature embedding based on Faster
R-CNN

Based on the Bottom-Up Attention [6], we pretrain Faster-
RCNN on the large public dataset Visual Genome [33], and
then use Faster-RCNN to extract the vision features of the
image. The features of the image can be expressed as:

Y = FRCNN(image) (2)

where Y ∈ R
dy∗N is the vision feature, dy = 2048 is the

dimension of each region feature and N ∈ [10, 100], N is
the number of objects detected in the image. Generally, a
threshold will be set, and the objects exceeding this threshold
will be selected.

When using Faster-RCNN to get the image region fea-
tures, we obtain object’s relative bounding box coordinates
[xmin, ymin, xmax, ymax] at the same time.

3.3 Co-attentionmechanism based on spatial
location relationship

3.3.1 Overview of the architecture

Our co-attention mechanism includes question self-attention
mechanism (Q-SA), image vision self-attention based on
spatial position relationship (V-SP-SA), andquestion guided-
attention to image (GA). We use the multi-head attention
mechanism of Transformer to realize the self-attention and
the guided-attention, so we first introduce the multi-head

attention mechanism. Then, we introduce the above three
attention mechanisms units. Finally, we explain how to use
the above three basic attention units for cascade combina-
tion. Figure 2 shows the overview of the three basic attention
units.

3.3.2 Multi-head attention

Because VQA tasks require processing multi-modal data
(images and text), they requiremore efficient calculation than
tasks that only require processing unimodal data. At the same
time, because the input image of the VQA task is highly cor-
related with the question text, the interaction between the
data of the two modals helps to improve the accuracy of the
results.

Suppose the query matrix Q = {q1, q2, . . . , qm}, where
the query vector qi ∈ R

1∗d , the key matrix K = k1, k2, . . . ,
km , where the key vector ki ∈ R

1∗d , the value matrix V =
{v1, v2, . . . , vm}, where the query vector vi ∈ R

1∗d . Then,
the attention features are calculated as follows:

Attention(Q, K , V ) = softmax

(
QKT

√
d

)
V (3)

Next, we introduce the multi-head attention mechanism,
which helps to further improve feature expression. Firstly,
input Q, K , and V into h linear layers to obtain (Qi , Ki , Vi ),
where i = 1, 2, . . . , h and then calculate theAttention(Qi , Ki ,

Vi ), where i = 1, 2, . . . , h, and finally splice h attention
features and obtain final output features by a linear layer.
Multi-head attention is calculated as follows:

{
headi = Attention(Qi , Ki , Vi )
MHA(Q, K , V ) = concat(head1, head2, . . . , headh)Wo

(4)

where Wh∗dh∗d
o are the projection matrices, and dh is the

dimensionality of the output features from each head.

3.3.3 Self-attention and guided-attention unit

As shown in Fig. 2, we will introduce question self-attention
(Q-SA), vision spatial position self-attention (V-SP-SA), and
question guided-attention to images (GA).

X = {x1; x2; . . . ; xM } ∈ R
M∗dx is the input features of

Q-SA; the calculation formula of Q-SA is as follows:

Q_SA(X) = MHA(X , X , X) (5)

In the feedforward layer, it consists of two full connec-
tion layers. After the first full connection layer, we use the
Relu activation function, then use dropout transformation,
and finally use the second full connection layer. The output
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Fig. 1 Overview of the proposed model, which includes three basic units: text self-attention unit (Q-SA), image vision self-attention unit based on
spatial position relationship (SP-SA), and question-guided-attention unit (GA)

Fig. 2 Architecture of the three basic attention units

features are then processed by residual connection [4] and
layer normalization. The formula is as follows:

FFN(U ) = FCd ◦ Drop ◦ Relu ◦ FC4d(U ) (6)

where FC() is a fully connected layer, Drop() is a dropout
layer. The symbol ◦ is a composition of two layers.

As shown in Fig. 2c, the GA unit has two input features
X = [x1; x2; . . . ; xM ] ∈ R

M∗dx and Y = [y1; y2; . . . ; yN ] ∈
R

N∗dy , where Y guides the attention learning for X . The

calculation formula of the GA unit models is as follows:

GA(X ,Y ) = MHA(X ,Y ,Y ) (7)

3.3.4 Self-attention based on spatial position relationship

After we obtained object’s relative bounding box coordinates
[xmin, ymin, xmax, ymax], we further process these informa-
tion to obtain the center coordinates, width, and height of the
image, as well as the size and position information of each
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area object relative to other area objects. As shown in Fig. 2b,
when processing image features, we add spatial information
about the objects in the image.

Firstly, calculate the center position coordinates, width,
and height of each area object. Then, the center coordinates
of every object are subtracted by each to get the relative dis-
tance between each object so that each object can perceive
the relative position information. Then, we need to divide
the abscissa and ordinate by the width and height of the
area object, respectively, for normalization, so as to remove
the common parts and highlight the individual differences.
Finally, the logarithm of each data will not change the nature
and relationship of the data, and the heteroscedasticity prob-
lemwill be eliminated. The calculation formula is as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

x̄ = (xmin + xmax) ∗ 0.5

delta_x = log

(
x̄ − x̄ T

w

)

ȳ = (ymin + ymax) ∗ 0.5

delta_y = log

(
ȳ − ȳT

h

)

(8)

In the same way, we divide the width and height of each
object to get the relative size information between each
object, so that each object can perceive each other’s rela-
tive size information. Finally, take the logarithm of data. The
calculation formula is as follows:

⎧⎪⎪⎨
⎪⎪⎩
delta_w = log

( w

wT

)

delta_h = log

(
h

hT

)

(9)

Then, the above four features are spliced together, and the
formula is as follows:

R = Concat(delta_x, delta_y, delta_w, delta_h) (10)

Finally, we use two fully connected layers for further pro-
cessing. Each fully connected layer is followed by a Relu
activation, and the formula is as follows:

r = MLP(R) = Relu ◦ FCdr
dh

◦ Relu ◦ FC4
dr (R) (11)

where FC4
dr

(),FCdr
dh

are fully connected layers and FC4
dr

()

indicate the dimension is converted from 4 to dr , the sysbol
◦ is a composition of two layers.

After got the processed spatial information, we integrate it
into the self-attention unit. Y = {y1; y2; . . . ; yN } ∈ R

N∗dy is

the input features of SPSA, the calculation formula of SPSA
is as follows:

⎧⎨
⎩
SP_Attention(Q, K , V ) =

(
softmax

(
QKT√

dk

)
+ r

)
V

SPSA = SP_MHA(Y ,Y ,Y )

(12)

where attention unit of SP_MHA is different from MHA,
others remain the same.

3.3.5 Cascade of V-SP-SA, Q-SA and GA

MCAN paper proposes two cascading modes: encoder–
decoder and stacking. Among them, the stacking method
uses the output of the previous layer directly as the input
of the next layer, while the encoder–decoder method uses
the question self-attention feature of each layer as the query
matrix.

Our model uses the cascade mode of encoder–decoder,
assuming that SA1,SA2, . . . ,SAL represents the text self-
attention of different layers, SPSA1,SPSA2, . . . ,SPSAL

represents the image self-attention based on spatial posi-
tion of different layers, GA1,GA2, . . . ,GAL represents the
guided-attention of different layers, and Xk and Y k repre-
sent the image features and text features output by layer k,
respectively. Therefore, the formula of the attention module
of the encoder–decoder cascade in layer k is:

{
Y k = SAk

(
Y k−1

)
Xk = GAk

(
Y L ,SPSAk

(
Xk−1

)) (13)

3.4 Feature fusion

We need to fuse the image feature and the question text fea-
ture before sending them to predict the answer.

At first, the text feature of question X = [x1, x2, . . . , xm]
and the image feature Y = [y1, y2, . . . , yn] was passed to a
two-layer MLP to the weight of each component αi , β j .

Then, the model sums all component weights of visual
features and text features.

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

MLP(X) = FCd
2d ◦ Relu ◦ FCd

d(X)

α = softmax (MLP(X))

V = ∑m
i=1 αi xi

β = softmax (MLP(Y ))

Q = ∑n
i=1 βi yi

(14)

where FCd
2d ,FC

d
d() are fully connected layers and FCd

2d()

indicate the dimension is converted from d to 2d, the
sysbol ◦ is a composition of two layers. Vector α =
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[α1, α2, . . . , αM ] ∈ R
M and vector β = [β1, β2, . . . , βN ] ∈

R
N .
Finally, we use a simple linear projection to obtain the

fusion feature:

h = LayerNorm(WT
v V + WT

q Q) (15)

where vectorWT
v ,WT

q ∈ R
d∗dz , h ∈ R

dz is the fusion feature
of the question and the image.

3.5 Answer prediction and loss function

VQA is mostly used as a classification task. Correct answers
appearing more than eight times in the dataset will be clas-
sified as candidates. We pass the fusion features h through a
linear classifier, followed by a Sigmoid function. As a result,
a probability distribution for the candidate answers can be
constructed. Choose the one with the greatest probability as
the prediction answer.

ŷ = Sigmoid(WT
z h) (16)

where vectorWT
z ∈ R

dz∗A, A is the number of the candidate
answers.

4 Experiment

4.1 Datasets

Many datasets are used in the VQA task, including Visual
Genome [33], GQA [28], and VQA v2.0 [27]. VQA v2.0
dataset and GQA dataset are used for training and testing,
which are described below:

VQA 2.0 is the most popular dataset. It is divided into
training set, val set, and test set, which correspond to 248,349
questions, 121,512 questions, and 244,302 questions, respec-
tively. Questions into three categories: yes/no, number, and
other. It has 204k images from MS-COCO dataset. Each
question has 10 answers, which are provided by 10 differ-
ent people. A question may have multiple answers. As long
as more than three people provide this answer, then this is
the right answer:

acc(ans) = min

{
#numb of the people provided ans

3
, 1

}

(17)

where acc is the answer accuracy.
The GQA [28] dataset consists of more than 110K images

along with 22M questions. More questions in GQA dataset
need multi-step reasoning and have more balanced answer

distributions. About 94%of its questions needmulti-step rea-
soning, and 51%query the relation between objects. Datasets
are randomly divided into train, validation, and test splits, and
test set includes test-dev, test-std, and test-challenge, totaling
420k questions. We train our model on the balanced training
split and balanced validation split, then test results on the test
split on the evaluation server.

4.2 Experimental setup

The dimension of the image dy and the dimension of the
question dx are 2048 and 768, respectively. Each question is
14 words long. The dimensions of d and fusion feature dz
are 512 and 1024. The number of heads h is set to 8. The
number of layers L is 6. The candidate’s answer A is 3129.
The batch size is set to 128.

The Adam optimizer [34] is used to optimize the model
during training, and the parameters, β1 and β2, are, respec-
tively, 0.9 and 0.98. We define the learning rate as
min(2.5te−5, e−4), where t is the number of iterations start-
ing from 1. Every two iterations, the learning rate decreases
by 0.2. Pytorch is used for all experiments.

The GQA dataset provided A = 1878 candidate answers.
Tokenized words have a maximum length of 14 characters.
The learning rate strategy of VQA v2.0 was also applied to
theGQAdataset. To optimize ourmodel on theGQAdataset,
we used cross-entropy loss (CE).

4.3 Ablation analysis

In this section, ablation experiments are performed on VQA
2.0 to explore how effective the components are. We train
the models on the training set and test them on the validation
set.

Table 1 shows the ablation results.

– MCAN+LSTM [13]: denotes deepmodular co-attention
networks and static word vector based on LSTM.

– MCAN + BERT: represents deep modular co-attention
networks and dynamic word vector based on BERT.

– MCAN + BERT + SPSA: deep modular co-attention
networks, image vision self-attention based on spatial
position relationship, and dynamic word vector based on
BERT.

– MCAN + BERT + SPSA (large): deep modular co-
attention networks, image vision self-attention based on
spatial position relationship, and dynamic word vector
based on BERT.

For the first row, we used deep modular co-attention net-
works and static word vectors based on LSTM.

With the dynamic word vector based on BERT, we get
a 0.15% improvement in the second row, proving that the
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Table 1 Evaluation of the ablation model using the VQA v2.0 valida-
tion set

Ablation model Accuracy (%)

MCAN + LSTM 67.20

MCAN + BERT 67.35

MCAN + BERT + SPSA 67.59

MCAN + BERT + SPSA (large) 67.74

Results in bold are those with the highest scores

Fig. 3 Accuracy curve of ablation model

dynamic word vector significantly improves prediction per-
formance.

On the third row, we evaluated image vision self-attention
based on spatial position relationship, which was improved
by 0.39%, proving that this method is effective.

Based on the third row, we built a larger model for the
fourth row, and we improved it by 0.46%.

During the training, the accuracy curve and loss curve are
shown in Figs. 3 and 4.

Table 2 shows the results of different operations in the
fusion of image and question features. Add and Mul repre-
sent element-wise addition and multiplication, respectively.
Add provides the better accuracy. It shows that element-wise
addition is more effective in fusing the two features.

4.4 Qualitative analysis

In Fig. 5, we select the three largest weights from the regions
in the image for visualization. We mark them with boxes and
then display the corresponding weights next to the boxes.
The boxes in the picture correspond to the question framing
the two birds, as we’d expect.

Figure 5 displays the attention maps of Q-SA, V-SP-SA,
and GA. By increasing the number of layers of Q-SA, it

Fig. 4 Loss curve of ablation model

Table 2 The results of different loss functions on VQA v2.0 val set

Fusion method Y/N Num Other Overall

Mul 84.93 51.79 58.01 67.31

Add 85.01 51.94 58.48 67.59

Results in bold are those with the highest scores. Questions have three
categories: yes/no, number, and other. Overall represents the overall
accuracy

becomes more intuitive which words have a larger weight.
‘How’ and ‘birds’ get more attention. We have found key-
words in the question, which explains our findings. For the
V-SP-SA, the areas with high brightness in the picture are
several important image areas found by the model. For GA,
the last layer shows the word ‘bird’ is most closely related
to some areas of the image. From this image and question,
our model associates the important text of the question and
image.

4.5 Comparison with the state-of-the-arts

We test ourmodel against the current state-of-the-art onVQA
v2.0. Table 3 shows the evaluation results.

The BUTD [6] was proposed and won the VQA 2017
challenge, our model exceeds BUTD by 6.35 percentage
points. MFB [35] and MFH [36] mainly focus on fusion
text features and visual features, our model is improved by
5.07%, and 2.59%, respectively.MuRel [37] is amulti-modal
relational network that can reason over images using end-
to-end learning. Our model is 3.26% higher than MuRel.
To improve performance and interpretability, the MRA-Net
[38] model combines textual and visual relations. Even with-
out exploring pairwise relationships, our model achieves
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Fig. 5 Six layers were set for the model. In the first and last layers, attention maps of the Q-SA, V-SP-SA, and GA are displayed. GA and Q-SA,
V-SP-SA are guided-attention networks, question self-attention networks, and vision self-attention networks based on spatial position, respectively

Table 3 Accuracy of single
model on VQA v2.0 test-dev
and test-standard dataset

Model Test-dev (%) Test-std (%)

Y/N Num Other Overall Y/N Num Other Overall

Bottom-Up [6] 81.82 44.21 56.05 65.32 82.20 43.90 56.26 65.67

MFB [35] 84.1 39.1 58.4 66.9 84.2 38.1 57.8 66.6

MuRel [37] 84.77 49.84 57.85 68.03 – – – 68.41

MFH [36] 84.27 49.56 59.89 68.76 – – – –

MRA-NET [38] 85.58 48.92 59.46 69.02 85.83 49.22 59.86 69.46

MCAN [13] 86.82 53.26 60.72 70.63 – – – 70.9

DFAF [11] 86.73 52.92 61.04 70.59 – – – 70.81

DMBA-NET (train + val) [39] 87.55 51.15 60.72 70.69 87.81 50.26 60.79 70.85

MDFNet [43] 86.85 53.73 61.78 71.19 – – – 71.32

Our 87.18 54.98 61.52 71.35 87.50 54.83 61.73 71.67

2.23%higher thanMRA-Net. Based onmodular co-attention
(MCA) layers cascaded in depth, MCAN [13] proposes a
deep modular co-attention network. The modular composi-
tion of two basic attention units is used in each MCA layer
to model the attention to images and questions, as well as
the attention to questions when viewing images. Our model
is 0.86% higher than MCAN. DMBA-NET uses a bilinear
attention network instead of multi-head attention to calculate
intramodal and intermodal attention.Without theVGdataset,
DMBA-NET achieves an equivalent performance toMCAN,
and our model is improved by 0.81%. MDFNet [43] design

an effective multimodal deep fusion network to achieve fine-
grained multimodal fusion, our model is 0.35% higher than
MDFNet.

In Table 4, we compare the results of our model and the
SOTA models on the GQA dataset. BUTD [6] is the winner
model of the 2017 VQA challenge. The overall accuracy of
our model is 3.67% higher than BUTD. BAN [10] (bilin-
ear attention network) takes into account the interaction of
words in the question and the objects in the image to build a
bilinear co-attention map utilizing each pair of multi-modal
channels. Our model achieves 0.86% higher than BAN. Both
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Table 4 Accuracy of single model on GQA test-dev and test-standard dataset

Model Test-dev Test-std

Accu (%) Binary (%) Open (%) Valid (%) Plausib (%) Consist (%) Accu (%)

BUTD [6] 53.38 67.78 40.72 96.62 84.81 77.62 –

BAN [10] 56.19 73.31 41.13 96.77 85.58 84.64 –

LCGN [40] 55.8 – – – – – 56.1

OCCAM [41] 56.2 – – – – – 56.3

MCAN [13] 56.00 75.61 38.76 96.69 85.35 87.03 –

MCLN [42] 56.80 – – – – – 57.00

Our 57.05 76.23 40.20 96.44 85.23 87.78 57.34

Fig. 6 Some typical examples of our model prediction. The first two
examples are correct predictions and the last two are wrong predictions.
Each example only shows the top-3 regions, while the object regions

are highlighted by boxes. In the images, the number next to the box
indicates how much attention each region receives

LCGN [18] and OCCAM [30] are deep context learning
models. However, both of them only consider the context
of the image modality. Our model exceeds them by 1.25%
and 0.85%, respectively. MCLN [42] design corresponding
context learning modules and compose them to create a mul-
tiple context learning layer.Ourmodel achieves 0.25%higher
than MCLN.

5 Conclusion

In order to demonstrate the effects of attention, we randomly
selected some questions and visualized the image attentions
in Fig. 6. We can see that the first three regions in the box
with the highest score are all related to questions. The image
attention can focus on the keyword of the questions. There-
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fore, our model works well. Through the incorrect examples,
we found the weakness of our model: (1) the model cannot
recognize the text in the picture(e.g., text on the sign in the
4th picture); (2) the model lacks certain common sense (e.g.,
the model does not knowwhat the national flag is. Even if the
national flag in the picture can be detected, it does not know
which country it is from, in the 3th example). The shortcom-
ings described here provide a basis for further improvements
in VQA.

We propose a co-attention mechanism for VQA in this
paper. The model includes three units: a text self-attention
mechanism, a visual self-attentionmechanism integrated into
spatial position, and a question-guided-attentionmechanism.
To obtain more fine-grained visual and text features, these
three units can be stacked to increase the depth of the model.

Based on our experimental results, we found that our
model performed better than other co-attention mechanisms
(MCAN), and we were able to demonstrate that spatial loca-
tion and size information aid in improving the accuracy of
ourmodel.Moreover, visualizing the regions boxeswith high
attention shows that ourmodel can identify the image regions
related to the question.

In the future, we intend to focus on using more efficient
models to extract the features of image instead of Faster R-
CNN. In addition, through some wrong answer information
predicted by the model, we find that there are some obstacles
in the character recognition in the image. The model com-
bined with understanding the character information in the
image should be a research hotspot in the field of VQA.
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