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Abstract
In order to improve the detection accuracy of the network, it proposes multi-scale feature fusion and attention mechanism net
(MFANet) based on deep learning, which integrates pyramid module and channel attention mechanism effectively. Pyramid
module is designed for feature fusion in the channel and space dimensions. Channel attentionmechanism obtains feature maps
in different receptive fields, which divides each feature map into two groups and uses different convolutions to obtain weights.
Experimental results show that our strategy boosts state-of-the-arts by 1–2% box AP on object detection benchmarks. Among
them, the accuracy of MFANet reaches 34.2% in box AP on COCO dataset. Compared with the current typical algorithms,
the proposed method achieves significant performance in detection accuracy.

Keywords Deep learning · Object detection · Multi-feature fusion · Attention mechanism

1 Introduction

Object detection refers to a type of computer vision technol-
ogy that can classify and locate objects. It is widely used in
many fields, such as face recognition [1], gait recognition [2],
tracking [3], and crowd counting [4–6]. Traditional object
detection [7,8] requires manual feature extraction, which is
difficult to obtain robust characteristics and very sensitive to
external environmental noise.

With the development of deep learning and the progress
of hardware, object detection algorithms based on convo-
lutional neural networks (CNN) develop rapidly. They are
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mainly divided into two-stage and single-stage algorithms.
The two-stage detection algorithm first generates a region
proposal, then classifies and calibrates the candidate regions,
and obtains the final detection result. Gkioxari [9] proposed
RCNN in 2015, which finds the boxes that may contain
objects according to the region proposal. Then, the method
predicts the bounding box offset and classifies each region. In
2017, Faster-RCNN [10] introduced a Region Proposal Net-
work (RPN) that shares features with the detection network.
And it realizes nearly cost-free region proposals. Cai et al.
[11] proposed Cascade-RCNN in 2018, which uses different
IoU thresholds to divide positive and negative samples, and
makes the detector of each stage focus on detecting the pro-
posal of the IoU in a certain range.D2Det [12] introduced a
dense local regression that predicts multiple dense box off-
sets for an object proposal in 2020. Sun et al. [13] proposed
Sparse R-CNN in 2021, which uses a fixed number of learn-
able boxes to replace anchors. These two-stage algorithms
have higher detection accuracy. But they have slower detec-
tion speed than the single-stage algorithm.

The single-stage detection algorithm directly gives the
final detection result without generating candidate boxes. In
2016, YOLO [14] was proposed to frame the object detec-
tion as a regression problem. It uses the image as input to
directly implement object location regression and classifica-
tion. SSD [15] was introduced to output a set of default boxes
with different aspect ratios at each feature map location. In
2019, Tian et al. [16] proposed FCOS. And the algorithm
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completely avoids the complex calculations related to the
anchors by eliminating the pre-defined anchors. RepPoints
[17] learns the offset of deformable convolutions through
direct supervision of localization and classification and gen-
erates pseudo-boxes by sampling points. LIN et al. [18]
designed RetinaNet based on FocalLoss in 2020, which can
address the class imbalance. PAA [19] proposes a proba-
bilistic model for assigning labels to anchors in view of
the assignment of anchor labels in the current anchor-based
model. In 2021, VFNet [20] proposed IoU-aware classifi-
cation score (IACS) to classify detection, and it combines
varifcoal loss, star-shaped bounding box and bounding box
refinement to improve detection accuracy. Chen et al. [21]
proposedYOLOF, which uses an expansion encoder and uni-
fies matching to narrow the performance gap between SISO
and MIMO encoder. The single-stage object detection algo-
rithm does not have a region proposal process. It only needs
to be sent to the network once to predict all bounding boxes.
The speed is relatively fast, and the number of parameters is
small, but the accuracy is lower than the two-stage algorithm.

The ATSS [22] is a one-stage object detection algorithm.
The network consists of three parts: backbone, neck and
heads. Backbone uses a classification network that removes
the fully connected layer to extract image features. Neck is
used for feature fusion to achieve multi-scale detection of
objects, which adopts the feature pyramid network (FPN) to
fuses deep feature maps with low-level feature maps through
upsampling to obtain rich semantic information. In order to
better calculate the classification and regression loss, heads
adopt an adaptive sample selectionmethod to realize the clas-
sification and regression of objects.

We believe that FPN only performs feature fusion in
the spatial dimension, and this fusion method will lead
to the loss of semantic information. Therefore, the paper
proposes multi-feature fusion network with attention mech-
anism (MFANet)-based ATSS. It proposes feature fusion to
obtain rich semantic features and adopts a channel attention
mechanism to strengthen important features and suppress
non-important features. Themajor contributions of this study
can be summarized as follows:

(1) Multi-scale feature fusion uses upsampling and com-
pression operations in the two dimensions of space and
channel to fuse feature maps of different sizes. Finally, fea-
ture maps of different dimensions are added to obtain rich
semantic features.

(2) The attention mechanism obtains feature maps of dif-
ferent receptive fields to get rich contextual information.
It divides each feature map into two groups, and realizes
channel attention learning of local cross-channel interaction
without dimensionality reduction by one-dimensional con-
volution.

(3) It has achieved remarkable results on theMsCoCo2017
dataset and PASCAL VOC Datasets.

2 Related work

2.1 Multi-scale feature fusion

To solve the problem of predicting objects of different sizes,
Lin et al. [23] proposed the famous feature pyramid network
(FPN). And the basic idea is to combine the fine-grained spa-
tial information of the shallow feature map and the semantic
information of the deep feature map to detect multi-scale
objects. On this basis, many researchers have proposed
improved FPN structures. Liu et al. [24] proposed PANet,
which first uses up-sampling to fuse feature maps of differ-
ent sizes and then performs down-sampling feature fusion.
NAS-FPN [25] is a combination of top-down and bottom-up
connections,which canbe integrated across a range.AugFPN
[26] uses consistent supervision, residual feature augmenta-
tion and soft RoI selection modules for FPN defects. BiFPN
[27] performs weight fusion of features to learn the impor-
tance of different input features. Qiao et al. [28] proposed
Recursive-FPN, which inputs the output of traditional FPN
to backbone for a second cycle.

These modules only effectively integrate features in the
spatial dimension. The information between different chan-
nels may be correlated or redundant. Therefore, we propose
the multi-dimensional feature pyramid network (MFPN),
which adds a branch to fuse feature in the channel dimension.
The branch compresses all channel information together and
performs semantic fusion and finally obtains rich semantic
spatial information.

2.2 Attentionmechanism

The attentionmechanism originates from the study of human
vision. And it was first applied in the field of natural language
to realize the efficient allocation of information process-
ing resources. In recent years, the attention mechanism has
been rapidly developed in the field of computer vision. In
2018, Hu et al. [29] proposed SENet, which implements the
channel attention mechanism through three parts: squeeze,
incentive, and scale. In 2018, non-local neural networks
were proposed [30] to compute the response at the cur-
rent area as a weighted sum of the global area. DANet
[31] was proposed to use a dual attention network to adap-
tively integrate local features and global dependencies in
2019. And two types of attention modules are added to the
traditional expanded FCN to simulate the semantic interde-
pendence in space and channel dimensions, respectively. In
2020, ASNet [32] introduced a density attention network,
and it can provide ASNet with attention masks of different
density levels. In 2021,Hou et al. [33] proposed coordinate
attention. It captures not only cross-channel information,
but also direction-aware and position-sensitive information,
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which enables the model to more accurately locate and iden-
tify the target area.

To show the correlation between different channels, it
should strengthen important features and suppress non-
important features. This paper proposes multi-receptive field
attention mechanism (MFA). It uses 4 parallel branches of
different receptive fields. Each branch is divided into two
groups, which uses different convolution kernels to obtain
channel weights.

3 Our approach

MFANet consists of three parts: backbone, neck and heads.
The backbone uses resnet50, which is used to extract the
features of the image. Neck is used to connect backbone and
heads. And it is used to fuse features of different sizes. Heads
are used for object detection to achieve object classification
and regression. The loss function is divided into classifica-
tion loss, regression loss and center loss. The classification
loss function adopts FocalLoss, the regression loss adopts
GIoULoss, and the center loss adoptsCrossEntropyLoss. The
network structure is shown in Fig. 1.

3.1 MFPN

The MFPN module is shown in Fig. 2. [c3, c4, c5], c ∈
R(B,C,H ,W ) denotes the input feature map. The sizes are
[[B,C3, H3,W3], [B,C4, H4,W4], [B,C5, H5,W5]],where
B,C, H ,W indicate the batch size, channel size, spatial
height, andwidth. The size ofC, H ,W is expressed byEqua-
tion 1.

C5 = 2 ∗ C4 = 4 ∗ C3

H3 = 2 ∗ H4 = 4 ∗ H5

W3 = 2 ∗ W4 = 4 ∗ W5

(1)

It uses 1*1 convolution to change their channel to the same
size C .

The branch1 is to conduct feature fusion in the channel
dimension. First, it uses the unfold operation to change the
shape of the feature maps. After that, the shape of the feature
maps is [B,C ′

, L]. The size of C ′
is C

′ = C ∗ K ∗ K . And
L is expressed by Eq. 2.

H
′ = 1 + H + 2 ∗ padding − K

stride

W
′ = 1 + W + 2 ∗ padding − K

stride

L = H
′ ∗ W

′

(2)

where K is the size of the convolution kernel, and C
′
rep-

resents the size of the sliding window. The padding is the
padding size, stride is the step size, and L is the number of
sliding windows. Then the output is expressed by Eq. 3.

c
′
5 = FUF (Wa ∗ c5)

c
′
41 = FUF (Wa ∗ c4)

c
′
42 = FUF (Wa ∗ c4)

c
′
3 = FUF (Wa ∗ c3)

(3)

whereWa indicates the 1∗1 convolution layer and FUF is an
unfold operator. Finally, the output of branch1 is expressed
by Eq. 4.

Fig. 1 Illustration of the
proposed MFANet

Fig. 2 The proposed MFPN
module
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p51 = FRS(c
′
5 + c

′
41)

p41 = FRS(c
′
5 + c

′
41) + FRS(c

′
3 + c

′
42)

p31 = FRS(c
′
3 + c

′
42)

(4)

where FRS is a reshape operator.
The branch 2 operation is to conduct feature fusion in

the spatial dimension of the feature map. [c′′
3, c

′′
4, c

′′
5] is

obtained by 1 ∗ 1 convolution. The output of branch2 is
expressed by Eq. 5.

p52 = c
′′
5

p42 = FUS ∗ p52 + c
′′
4

p32 = FUS ∗ p42 + c
′′
3

(5)

where FUS is an upsample operator.
Finally, the feature maps of the two branches are fused

to get [p3, p4, p5], and [P3, P4, P5, P6, P7] are obtained
after ablation and down-sampling.

3.2 MFA

The MFA is shown in Fig. 3. Let X denote the input feature
map, its size is [B,C, H ,W ], where B,C, H ,W indicate
the batch size, channel size, spatial height, andwidth, respec-
tively.

It uses 1 ∗ 1, 3 ∗ 3, 5 ∗ 5, 7 ∗ 7 convolutions to conduct
convolution on X and obtain four tensors [X1, X2, X3, X4]
with different receptivefields. The sizes are all [B,C, H ,W ],
then [X1, X2, X3, X4] are added to obtain X5 .

It divides each tensor into two groups in the channel
dimension. And the size of each group is [B,C//2, H ,W ].
And it uses two extract modules with different convolution
kernel sizes to obtain the channel weights of each group. The
convolution kernel sizes are [3,5], respectively. Then it con-
catenates the two groups in the channel dimension to obtain
the weighs of each tensor.

The structure of the extract module is shown in Fig. 4. Let
XCH denote the input feature map, its size is [B,C, H ,W ],
where B,C, H ,W indicate the batch size, channel size, spa-
tial height, and width, respectively. It obtains Xa, Xa ∈
R(B,C,1,1) by global average pooling operation. To avoid
the model being too complicated, it squeezes and per-
mutes Xa , then obtains Xs, Xs ∈ R(B,1,C). After that, we
use convolution kernel of k*k to realize the local cross-
channel interaction to get Xc, Xc ∈ R(B,1,C). Xsg, Xsg ∈
R(B,1,C) is obtained by sigmoid activation function. Finally,
it unsqueezes and permutes Xsg and then obtains Xweight ,

Xweight ∈ R(B,C,1,1) .
The extract module is expressed by Eq. 6.

Fextractmodulek∗k(XCH ) = FunFsgW1d Fs Fa XCH (6)

where Fa is an adaptive avg-pool operator, Fsg is a sigmoid
operator,W1d is a k*k convolution layer, Fs is a compression
and swap operator, and Fun is a decompression and swap
operator. The output of weigh5 is expressed by Eq. 7.

X51, X52 = FSP X5

weight5 = concat(Fextractmodulek∗k(X51),

Fextractmodulek∗k(X52)) (7)

where FSP is a group operator and concat is a splice operator.
Finally, we fuse all channel weights and then multiply the
weight by X . And it gets the output after channel shuffle.
The output of MFA is expressed by Eq. 8.

Xout = Fcs

(
5∑

i=1

weight(i) � X

)
(8)

where Fcs is channel shuffle operator and � is a multiplica-
tion operator.

Channel shuffle operator is to integrate channels with-
out increasing the amount of calculation. It is to expand
X , X ∈ R(B,C,H ,W ) into Xcs, Xcs ∈ R(B,G,C//G,H ,W )

Fig. 3 The proposed MFA
module

Fig. 4 The structure of extract
module
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and then reshapes Xcs to get Xsc, Xsc ∈ R(B,C//G,G,H ,W ).
Finally, it is restored to X , X ∈ R(B,C,H ,W ) to achieve global
channel information interaction.

4 Experiments

4.1 PASCALVOC datasets

The PASCAL VOC 2007 and 2012 datasets are divided into
four major categories: vehicle, household, animal, and per-
son, and a total of 20 sub-categories (21 categories with
background), respectively. PASCALVOC2007 object detec-
tion consists of 2501 training images, 2510 verification
images, 5011 trainval images and 4952 test images. PAS-
CAL VOC 2012 object detection consists of 5717 training
images, 5823 verification images, 11540 trainval images and
11540 test images.

4.2 Ms CoCo2017 dataset

The Ms CoCo2017 dataset contains a total of 80 categories
for detection. It is a large and rich object detection, seg-
mentation and captioning dataset, which contains four files:
annotations, test2017, train2017, and val2017. Among them,
train2017 contains 118287 images, val2017 contains 5000
images, and test2017 contains 28660 images. Annotations
are a collection of annotation types: object instances , object
keypoints and image captions , which are stored in json files.

4.3 Experimental environment

CPU: Intel Xeon E5-2683 V3@2.00GHz; RAM: 32 GB;
Graphics card: Nvidia GTX 1080Ti; Hard disk: 500GB.

It built a Python compilation environment with
PyTorch1.6.0, torchvision = 0.7.0, CUDA10.0, and
CUDNN7.4 as the deep learning framework, and imple-
mented it on the platform mmdetection2.6.

4.4 Experimental strategy

It adjusts the size of all images to 512 × 512 for multi-
scale training and uses data enhancement to perform various
operations on the image dataset. Limited by experimental
equipment, all algorithms use resnet50 as the backbone net-
work. The SGD optimizer is adopted, the learning rate is
0.001, the momentum is 0.9, the weight decay is 0.0001,
the learning rate adopts a step adjustment strategy, and the
iteration period is 12 epochs.

For PASCAL VOC datasets, the evaluation standard of
the experiment adopts mAP . For Ms CoCo2017 dataset, the
evaluation standard of the experiment adopts average preci-
sion (Average-Precision, AP),AP50, AP75, APS , APM , APL
as the main evaluation standards.

4.5 Ablation study

ATSS [22] points out that the essential difference between
one-stage anchor-based and center-based anchor-free detec-
tors is actually the definition of positive and negative training
samples. However, whether the fusion of image features is
sufficient or not directly affects the detection accuracy.

TheneckofATSS [22] adopts the feature pyramidnetwork
(FPN), which fuses deep feature maps to low-level feature
maps through upsampling to obtain rich semantic features.
We believe that the FPN structure is difficult to adequately
fuse features in spatial, so it proposes MFPN. In order to
reduce redundancy and enhance salient features, it proposes
MFA. In this section, ablation experiments will be performed
for the proposed method on the PASCAL VOC datasets and
Ms CoCo2017 dataset. The 4.5.1 and 4.5.2 test the influence
of MFPN and MFA on different networks.

4.5.1 MFPN experiments

In order to verify the effectiveness of the MFPN structure,
we conduct ablation comparison experiments on 4 different
networks. The experimental results are shown in Tables 1
and 2. Considering our experimental equipment and detec-

Table 1 The influence on Ms
CoCo2017 dataset of MFPN on
different networks

Model Neck AP AP50 AP75 APS APM APL

FCOS [17] FPN 0.291 0.461 0.304 0.104 0.322 0.455

FCOS [17] MFPN 0.300 0.477 0.314 0.101 0.336 0.468

VFNet [19] FPN 0.341 0.497 0.365 0.144 0.376 0.505

VFNet [19] MFPN 0.345 0.509 0.370 0.140 0.378 0.528

Foveabox [34] FPN 0.285 0.464 0.299 0.103 0.322 0.438

Foveabox [34] MFPN 0.309 0.486 0.324 0.117 0.347 0.478

ATSS [22] FPN 0.327 0.487 0.348 0.135 0.368 0.498

ATSS [22] MFPN 0.340 0.507 0.363 0.134 0.378 0.523

Bold data indicate that the accuracy is improved compared to the original network
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Table 2 The influence on
PASCAL VOC datasets of
MFPN on different

Class ATSS [22] Foveabox [34] FCOS [17] VFNet [19]

FPN MFPN FPN MFPN FPN MFPN FPN MFPN

Aeroplane 79.8 80.8 79.8 81.1 77.9 79.7 80.0 83.3

Bicycle 82.6 83.6 81.9 82.5 77.1 80.6 82.1 83.2

Bird 79.6 80.6 74.4 80.0 77.6 78.9 79.3 79.5

Boat 68.5 70.0 65.4 69.2 67.3 71.2 70.6 72.8

Bottle 66.6 67.3 65.3 66.0 59.8 62.6 65.2 66.3

Bus 84.0 84.8 80.8 80.3 82.9 84.8 83.1 83.2

Car 86.1 86.7 85.4 86.1 83.7 83.8 86.4 86.6

Cat 88.4 88.3 83.5 88.2 86.2 87.8 88.5 88.1

Chair 62.4 62.0 60.0 60.9 58.5 59.2 60.7 63.1

Cow 82.9 83.0 72.4 81.5 79.5 83.3 82.8 84.9

Diningtable 73.2 73.0 69.7 68.5 63.1 66.8 69.1 71.8

Dog 87.7 87.8 81.5 87.4 84.4 87.8 87.1 87.0

Horse 85.4 86.2 80.0 83.7 75.5 80.2 85.9 85.8

Motorbike 80.9 83.9 80.3 81.6 76.5 76.8 81.3 83.0

Person 82.8 82.7 82.2 82.1 80.4 80.8 82.4 82.6

Pottedplant 51.3 53.2 51.8 52.4 53.2 52.5 52.3 53.5

Sheep 80.1 81.7 75.8 79.8 75.0 78.0 82.3 82.6

Sofa 75.2 77.4 72.5 68.5 69.7 72.7 76.4 76.1

Train 84.7 86.5 82.2 84.7 82.1 84.8 85.6 85.4

Tvmonitor 77.4 78.6 74.3 77.5 76.7 77.4 78.2 79.4

mAP/% 78.0 78.9 75.0 77.1 74.4 76.5 78.0 78.9

Bold data represent improved accuracy compared to the original network

tion accuracy, resnet50 is finally used. Resnet101 can better
extract features. But it has more complex network and longer
training time.And the performance requirements forGPUare
also higher.

As Table 1 shows, the AP of ATSS has increased from
32.7% to 34%, AP50 and APL have even increased by 2%.
The AP of FCOS has increased by 0.9% from 29.1%, and
its other indicators can also be increased by more than 1%.
Vfnet’s AP increases by only 0.4% from 34.1%, but APL
increases from 50.5 to 52.8%. The MFPN has the most obvi-
ous improvement in Foveabox. And its AP increases by
2.4%, and APL increases from 43.8 to 47.8%. FPN only
fuses features of different sizes in space, andMFPNhasmore
feature fusion in the channel dimension. So, the MFPN can
obtain richer semantic features. And the accuracy of object
detection will be higher.

MFPN has different effects on different networks. It has
an AP increase of 0.4% on VFNet, and an APL increase
of 2.4% on Foveabox. VFNet’s original network AP is as
high as 34.1%, while Foveabox’s AP is only 28.5%. Four
different networks use the same backbone, neck and differ-
ent heads. The detection accuracy of ATSS network is lower
than that of VFNet, indicating that the detection accuracy of
ATSS heads is lower than that of VFNet heads. MFPN has
limited improvement for small object, but it has a signifi-

cant improvement in the detection of medium-sized object
and large object. In the field of object detection, in order to
improve the detection accuracy of small objects, a larger size
feature map is required.

For PASCAL VOC datasets, as Table 2 shows, ATSS
has increased from 78 to 78.9% in the mAP . Foveabox has
increased by 2.1% from 75. FCOS has increased from 74.4 to
76.5%. It has mAP increase of 0.9% on VFNet. The MFPN
cangreatly improve the detection accuracy ofmost categories
on different networks. There are some categories, such as:
“cat,” “chair,” “dog,” “horse.” Their accuracy has declined.
That is because these categories are relatively few in training
and are taken as part of pictures rather than as a whole.

4.5.2 MFA experiment

In order to further study the impact ofMFAondetection accu-
racy. We perform MFA ablation comparison experiments on
4 different networks. The experimental results are shown in
Tables 3 and 4.

As Table 3 shows, the AP of ATSS increases by 1%, APS
increases from 13.5 to 14.3%, and APL increases by 2.2%.
All indicators of FCOS have increased by an average of 1%.
VFNet increases by 0.4% AP , but APL increases by 2.5%.
MFA has the most obvious effect on Foveabox. And its AP
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Table 3 The influence on Ms
CoCo2017 dataset of MFA on
different networks

Model Attention AP AP50 AP75 APS APM APL

FCOS [17] × 0.291 0.461 0.304 0.104 0.322 0.455

FCOS [17]
√

0.300 0.479 0.311 0.106 0.338 0.468

VFNet [19] × 0.341 0.497 0.365 0.144 0.376 0.505

VFNet [19]
√

0.345 0.513 0.368 0.140 0.381 0.530

Foveabox [34] × 0.285 0.464 0.299 0.103 0.322 0.438

Foveabox [34]
√

0.311 0.494 0.323 0.120 0.352 0.473

ATSS [22] × 0.327 0.487 0.348 0.135 0.368 0.498

ATSS [22]
√

0.337 0.508 0.360 0.143 0.377 0.520

× Indicates that there is no attention mechanism.
√

indicates that there is aMFA. Bold data indicate improved
accuracy compared to comparison networks

Table 4 The influence on
PASCAL VOC datasets of MFA
on different networks

Class ATSS [22] Foveabox [34] FCOS [17] VFNet [19]

× √ × √ × √ × √

Aeroplane 79.8 80.2 79.8 78.2 77.9 79.5 80.0 82.2

Bicycle 82.6 83.1 81.9 83.8 77.1 81.3 82.1 82.3

Bird 79.6 80.2 74.4 78.5 77.6 78.9 79.3 80.1

Boat 68.5 72.2 65.4 70.7 67.3 69.4 70.6 71.9

Bottle 66.6 66.3 65.3 65.8 59.8 61.4 65.2 66.2

Bus 84.0 84.6 80.8 82.3 82.9 84.8 83.1 85.1

Car 86.1 86.7 85.4 85.1 83.7 84.7 86.4 86.2

Cat 88.4 88.2 83.5 88.7 86.2 87.9 88.5 88.4

Chair 62.4 64.0 60.0 61.7 58.5 59.1 60.7 62.2

Cow 82.9 82.8 72.4 81.7 79.5 82.5 82.8 85.1

Diningtable 73.2 69.4 69.7 68.1 63.1 66.5 69.1 69.0

Dog 87.7 87.0 81.5 87.6 84.4 87.4 87.1 87.2

Horse 85.4 86.1 80.0 84.2 75.5 81.3 85.9 85.3

Motorbike 80.9 83.1 80.3 81.9 76.5 80.1 81.3 82.3

Person 82.8 83.3 82.2 82.5 80.4 80.7 82.4 82.8

Pottedplant 51.3 51.8 51.8 54.7 53.2 51.6 52.3 54.5

Sheep 80.1 81.5 75.8 79.4 75.0 78.7 82.3 82.5

Sofa 75.2 76.9 72.5 70.9 69.7 70.0 76.4 74.4

Train 84.7 84.3 82.2 82.1 82.1 85.9 85.6 86.3

Tvmonitor 77.4 78.1 74.3 76.7 76.7 77.0 78.2 78.8

mAP/% 78.0 78.5 75.0 77.2 74.4 76.4 78.0 78.6

× Indicates that there is no attention mechanism.
√

Indicates that there is a MFA. Bold data indicate that the
accuracy is improved compared to the comparison network

increases from 28.5 to 31.1%, and APL increases from 43.8
to 47.3%.

It can be seen from Table 3 that MFA improves AP50
more significantly than AP . MFA improves APS by an aver-
age of nearly 1–2%, and APL can increase bymore than 2%.
The feature maps of different receptive fields have different
effects on object detection of different sizes. TheMFA struc-
ture integrates the featuremaps of 4 different receptive fields,
so it can effectively balance object of different sizes. And
its extraction of different channel weights can also enhance
important features and reduce redundancy, which shows that

it is effective for MFA to use feature maps of different recep-
tive fields.

As Table 4 shows, ThemAP of ATSS has increased from
78 to 78.5%. Foveabox has increased by 2.2% from 75%.
FCOS has increased from 74.4 to 76.4%. It has a mAP
increase of 0.6% on VFNet. The MFA can greatly improve
the detection accuracy of most categories on different net-
works. Although there are also some categories that have
declined, such as: “cat,” “cow,” “diningtable” and so on. But
it is not obvious, it can even be considered as experimental
error.
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Feature visualization operations are also performed onMs
CoCo2017 dataset. In Fig. 5, Column (a) is the input image.
Columns (b) and (d) are the heatmaps of the original network
and network with MFA, respectively. Columns (c) and (e)
are the superimposed effect diagrams of the heat map and
the input.

From the column(b) and column(d), it is obvious thatwith-
out the MFA, the network’s attention to pictures is scattered.
The feature weights of the objects extracted from the origi-
nal backbone network are not high. When adding the MFA,
the network’s attention is focused on the object. The context
information in the feature extraction will be aggregated, and
important information will be given higher weight (such as
the bright spot in Fig. 5). And it is not difficult to find that
the attention algorithm can make the framework pay more
attention to the area of interest.

4.6 Compare with classic networks

For sub-modules, their outputs are different, but they all per-
form better than baseline ATSS (Resnet50). From Table 5,
it can be seen that the baseline output is only 32.7% AP .
There is an increase of 1.0% AP in MFA module and 1.3%
AP inMFPNmodule. After feature fusion, the superposition
of the twomodules, that is, the output of our model can reach

34.2% AP . Although the APL has decreased, the APS has
increased by up to 2%.

We compare the proposed network with other classic net-
works. From Table 6, the proposed network is the highest
of AP , AP50 and APS . AP75 is 36.6%, second only to 37%
in all networks. APM is 38.2%, which is only 0.1% lower
than the highest 38.3%. Although APL is 50.3%, APS has
improved significantly. And it can effectively balance the
detection effect of the network on objects of different sizes.

It compares the detection effect with classic networks. As
can be seen from Fig. 6, the loss of SSD information is obvi-
ous. In the first image, it does not detect the puppy, and in
the fourth image it does not detect the cup. Although Faster-
RCNN can detect objects, its false detection is very high.
In the first image, the tie is falsely detected many times. In
the third image, the front wheel of the motorcycle is falsely
detected as a car. In the fourth image, the laptop is falsely
detected as tv. The detection effect of ATSS on the sec-
ond, third and fourth images is ok, but the detection of the
first image obviously misses the dog and tie. Although PAA
has high detection accuracy, its detection frame redundancy
is also high. The proposed method can not only accurately
detect objects in images, but also has low missed detection
and redundancy rates.

Fig. 5 Visualization on Ms
CoCo2017 dataset

Table 5 The effect of different
modules on the network

Model Module AP AP50 AP75 APS APM APL

ATSS [22] FPN 0.327 0.487 0.348 0.135 0.368 0.498

FPN+MFA 0.337 0.508 0.360 0.143 0.377 0.520

MFPN 0.340 0.507 0.363 0.134 0.378 0.523

MFPN+MFA 0.342 0.506 0.366 0.161 0.382 0.503

Bold data indicates the highest precision of the data in the table
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Table 6 Comparison of the
proposed method with other
classic networks

Model AP AP50 AP75 APS APM APL

Faster-rcnn [10] 0.283 0.450 0.304 0.120 0.310 0.417

FCOS [17] 0.291 0.461 0.304 0.104 0.322 0.455

SSD [15] 0.256 0.440 0.262 0.091 0.290 0.389

Retinanet [16] 0.305 0.473 0.322 0.108 0.352 0.484

Yolov3 [35] 0.246 0.426 0.251 0.082 0.268 0.365

Foveabox [34] 0.285 0.464 0.299 0.103 0.322 0.438

ATSS [22] 0.327 0.487 0.348 0.135 0.368 0.498

PAA [20] 0.342 0.498 0.370 0.143 0.383 0.524

VFNet [19] 0.341 0.497 0.365 0.144 0.376 0.505

Reppoints [18] 0.291 0.472 0.302 0.098 0.372 0.461

The proposed method 0.342 0.506 0.366 0.161 0.382 0.503

Bold data indicates the highest accuracy compared to the comparison network

Fig. 6 visual comparison of
different networks. All images
have the confidence threshold
set to 0.3

Fig. 7 Qualitative results of
MFANet. This model achieves
34.2% in AP. All images have
the confidence threshold set to
0.3
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It tests the detection effect of the proposedmethod. As can
be seen from Fig. 7, only a dog in the picture, the network
can accurately detect the object.Whenmultiple objects in the
picture, it can also separate different objects well, such as a
person riding ahorse. In road traffic scenes, it candetect dense
vehicles and traffic lights. In dimly lit scenes, it can alsodetect
cup. In an incomplete picture, it candetect amotorcycle based
on a wheel. It is not difficult to see that the proposed method
has completed the task of accurate object detection and has
an excellent identification effect at the edge.

5 Conclusion

In this paper, we propose the MFANet. The core modules
of the network are as follows: multi-scale feature fusion and
attention mechanism modules. The feature maps of different
sizes are effectively fused in the two dimensions of space and
channel. And it realizes channel attention learning of local
cross-channel interaction without dimensionality reduction.

Based on the same configuration and platform, it veri-
fies the excellent performance of the proposed algorithm.
Under the premise of the same configuration, our algo-
rithm improves 1.5% AP , 2.9%AP50, 1.8%AP75 , 2.6%APS ,
1.4%APM and 0.5%APL , respectively. In future work, we
will investigate how feature fusion differs in channel dimen-
sion and spatial dimension. We will also explore their
respective effects on the detection accuracy of objects of dif-
ferent sizes.
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