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Abstract
Point cloud registration is a challenging task due to sparsity and unknown initial correspondence information. The traditional
registration methods tend to converge to local optimal solutions and rely on good initial correspondence information. Deep
learning-based methods show good adaptability to initial information and noises, but they cannot effectively cope with partial-
to-partial registration scenes. This paper proposes a partial point cloud registration method based on graph attention network.
The context information of the point cloud is obtained by a message passing mechanism. The attention features of the key
registration points are extracted by an attention network. The key matching points are chosen by a key point selection module.
Virtual correspondences are generated based on these key points and their features. A rigid transformation is obtained based
on the virtual registration by a singular value decomposition layer. The performance of the proposed method is evaluated in
three scenarios based on the ModelNet40 dataset. Experimental results show that the proposed method is robust to arbitrary
initial positions and noises. It obtains higher registration accuracy than traditional methods while maintaining low network
complexity.

Keywords Point cloud registration · Partial correspondence · Graph attention network · Deep learning

1 Introduction

Point cloud [1] is a very important data format that represents
the geometric shape of an object. It is widely used in object
segmentation [2, 3] and point cloud registration [4, 5]. Point
cloud registration is a key technology in applications such as
robotics and scene construction [6–8]. It aims to estimate the
rigid transformation between point clouds. The key task is
to determine the correspondence between points. However,
point cloud is sparse and unstructured, which brings great
challenges to accurately finding the correspondence. The
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point cloud registration task becomes more difficult when
the point cloud is partially visible [9] and low overlap [10].

Iterative closest point (ICP) [11] is a traditional point cloud
registration method that is widely used to fine-tune the regis-
tration result. It iteratively explores the correspondence and
estimates the rigid transformation. Unfortunately, it is easy
for the ICPmethod to fall into a local optimumduring the iter-
ative update process. The global optimal solution is explored
according to a branch-and-bound scheme in the globally opti-
mal registrationmethodGo-ICP [12]. But it consumes a lot of
computing resources and reduces the registration efficiency.
The global registration speed is further improved by the Fast
Global Registration (FGR) method [13]. But FGR cannot
effectively deal with noises and outliers in the point cloud.

Recently, more attention has been paid to point cloud
registration methods based on deep learning. PointNetLK
[14] is an earlier registration method based on deep learning.
PointNet framework [15] is used to extract the point cloud
features. The feature distance between point clouds is min-
imized by Lucas & Kanade (LK) algorithm. Deep Closest
Point (DCP) [16] builds a soft correspondence between point
clouds based on rigid-invariant features extracted by a trans-
former network [17]. Singular value decomposition (SVD)
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is used by DCP to estimate the rigid transformation based
on the soft correspondence. These learning-based methods
are insensitive to noises and initial registration positions.
Their registration performance exceeds that of traditional
point cloud registration methods. But their deep learning
networks are designed to handle one-to-one correspondence
scenes, which cannot handle partial-to-partial registration
scenes. PRNet [18] selects key matching points based on
a key point detection network layer. It performs partial point
cloud registration task based on these selected key points.
VCRNet [19] generates virtual corresponding points by a
soft pointer based method. The best corresponding points
are selected according to the feature distance between partial
point clouds. Although these methods can be used in par-
tial registration scenes, the registration performance is still
achieved by the iterative registration process. The network
structure becomes complicated, and it requires more com-
puting resources.

This paper proposes a one-shot registration method for
partial point cloud registration scenes. The features related
to the registration task are extracted by a graph attention net-
work. The graph attention network is designedby introducing
a message passing mechanism into an attention module. A
key point selection module is proposed to select key match-
ing points. Virtual corresponding points are generated based
on these selected key points and their features. The SVD is
used to solve the rigid transformation according to the virtual
matching points.

In the rest of this paper, Sect. 2 summarizes previous
research efforts related to the point cloud registration. Sec-
tion 3 introduces the proposed partial registration method in
detail. Section 4 provides the experimental studies based on
ModelNet40 dataset [20]. Section 5 gives the conclusions
and comments for future work.

2 Related work

Thepoint cloud registrationmethods are usually composedof
optimization-based methods and deep learning-based meth-
ods.

ICP [11] is a well-known optimization-based registration
method, which alternately finds nearest corresponding points
and calculates a rigid transformation in the current corre-
sponding state. However, ICP only performs well in fine
matching processes, and it cannot handle scenes with poor
initial positions. ICP-based variants [21, 22] were proposed
to improve the ability to deal with noises and sparsity. But
these methods still rely on accurate initial registration posi-
tions. Moreover, it is easy for these methods to converge to
local optima. Some methods were proposed to explore the
global optimal solution of the point cloud registration. Go-
ICP [12] is an earlier global optimization algorithm for point

cloud registration.Themethod integrates the ICPmethod into
a branch-and-bound scheme, and it searchesmatching results
from the entire 3D space. Riemannian optimization [23] and
convex relaxation [24] were also proposed to identify the
global optimal solution in point cloud registration task. But
they consume more computing resources than ICP, which
leads to a low solution efficiency. Yang et al.[25] proposed
a fast and certifiable point cloud registration method, which
can handle scenarios with a large number of outlier corre-
spondences. Fast Global Registration (FGR) [13] discards
the iterative sampling and local refinement, which further
accelerates the registration process. However, FGR needs
to calculate the distance between points during the process
of constructing the correspondences. Its ability is limited in
dealing with noises and outliers.

Recently, deep learning-based methods are widely used
to extract point cloud features. These deep learning meth-
ods learn key features from a large number of point clouds
[15, 26]. PCNN [27] designs an extension operator and a
restriction operator, and it applies the convolutional neural
network directly to the point clouds. DensePoint [28] extends
the CNN framework to irregular point configuration, and
it learns densely contextual representation of point clouds.
Edge-Conv [29] extracts topological features of point cloud
by integrating local neighborhood points.

The methods based on deep learning are also used to
handle point cloud registration tasks, and they show better
registration performance than traditional methods. Point-
NetLK [14] provides a new path for solving point cloud
registration based on deep learning. It treats PointNet as a
learnable image function and integrates the classical image
alignment algorithm LK into the PointNet. PCRNet [30]
extracts the shape features of two registered point clouds
by using the PointNet. A Siamese architecture is used to
directly output rigid transformation based on these extracted
features. DCP [16] maps the point clouds to permutation
invariant features by the PointNet and transformer network.
A pointer network [31] is used to predict the soft correspon-
dences between two point clouds. 3DRegNet[32] consists
of classification block and regression block. It classifies the
point correspondences into inliers/outliers, which signifi-
cantly improves the registration efficiency. Although these
methods show strong robustness to complex environments
such as noises and initial positions, they are designed based
on the assumption of one-to-one correspondence registration.
It is difficult for them to handle partial point cloud registration
tasks.

PRNet [18]wasproposed touse akeypoint detectionmod-
ule to identify key matching points. The module only detects
the key points shared by two point clouds, which removes
interference from those non-corresponding points. Li et al.
[33] designed an iterative distance-aware similarity matrix
convolution module that integrates feature information and
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spatial information into the point registration process. The
proposed module attempts to match points based on the
Euclidean offset and entire geometric features. Yew and
Lee [34] developed RPM-Net that builds soft assignments
between two point clouds by using a annealing layer and
Sinkhorn layer from RPM [35]. The sensitivity to the ini-
tialization is reduced by using the feature distance instead of
spatial distance. Fu et al. [36] also handled the partial reg-
istration through the construction of soft correspondences.
The proposed network extracts the deep features of each
point based on a graph matching strategy, which reduces
the sensitivity to outliers. Wu et al. [37] proposed a feature
interactive representation learning network, which designs
a multi-level feature interaction mechanism. However, these
deep learning-based methods still rely on iterative strategies
to improve the registration accuracy. They require significant
computing resources and have low registration efficiency.

Different from the methods mentioned above, this paper
introduces an effective key point selection module to deal
with the partial registration problem. A graph attention net-
work is proposed to extract the attention registration features.
These features are insensitive to noises and initial positions.
In addition, the proposed method does not rely on the itera-
tive optimization strategy, which significantly improves the
registration efficiency.

3 Proposedmethod for partial point cloud
registration

Given two point cloudsX � {xj ∈R
3 | j � 1, …, J} and Y �

{yk ∈R
3 | k � 1, …, K}. xj and yk represent the coordinates

of the points. J and K are the numbers of points in X and
Y. The main task is to find a rigid transformation [R, t] that
aligns the two point clouds. R ∈SO(3) is a rotation matrix,
and t ∈R

3 is a translation matrix.
The points in the two point clouds may not correspond

one-to-one because of the sparsity and perspective variations.
Thiswork considers the point cloud registration problemwith
only partial correspondences. It means that the point xj in X
does not necessarily find the exact corresponding point yk in
Y.

Point cloud is a collection that contains many points. The
structural information of the point cloud is essential for the
point cloud registration task. Moreover, key points play an
important role in the registration task. The message passing
mechanism from Graph Neural Network [38] can effectively
capture the structural information in a graph. The attention
mechanism from Transformer [17] can improve the atten-
tion to key information. Therefore, this paper proposes an
effective partial point cloud registration method based on
graph attention network. The designed registration network
integrates the message passing mechanism into the attention

architecture. The overall framework of the proposed registra-
tion network is shown in Fig. 1. It mainly contains a feature
extraction module, a key point selection module, and a vir-
tual corresponding point generation module. Each module is
described in detail in the following subsections.

The features FX and FY are first extracted by a PointNet
style network from the target point cloud X and the source
point cloud Y. The graph attention network (GAttention)
is then used to extract the attention features FAX and FAY

based on the features FX and FY. The key points and their
corresponding features are obtained through the key point
selection module. Finally, the virtual registration points are
obtained by the virtual corresponding point generation mod-
ule according to the selected key points and their features.
The SVD method is used to solve the rigid transformation
[R, t] between the two point clouds.

3.1 Feature extraction

The feature extraction network consists of a multilayer per-
ceptron (MLP) layer and a graph attention network. The
structure of the multilayer perceptron is shown in Fig. 1.
The graph attention network (GAttention) is given in Fig. 2.
It is mainly composed of a multi-head attention network and
a multilayer perceptron layer. Residual connections are also
added to these two network layers. It is worth noting that the
designed graph neural network is a modular structure. This
module can be stackedmultiple times to increase the network
depth.

The multi-head attention layer is the core component of
the graph neural network as shown in Fig. 3. The network
takes as input the point cloud features FX/FY and their coor-
dinates X/Y. The spatial structure information is obtained
by the message passing layer. The attention parameters Q
and V are generated by the multilayer perceptron layer. The
parameter K is returned by adding the structure information
to the parameterQ,which enhances the ability of the attention
mechanism to perceive the point cloud structure information.
The parameters Q, K and V are input to the attention layer
followed by a multilayer perceptron. The attention features
F’

AX/ F’AY are obtained by the multilayer perceptron layer.
The attention layer is a self-attention network. The atten-

tion is expressed as follows [17].

Attention(Q, K , V ) � softmax

(
QKT

√
dk

)
V (1)

where dk is the dimension of the parameter K.
The message passing layer is a key operation in the

graph neural networks. The operation is also called neighbor-
hood aggregation, and it is mainly responsible for message
passing between nodes in a graph. The message passing is
implemented through a hierarchical structure. The operation
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Fig. 1 The overall framework of the proposed partial registration method

Fig. 2 The graph attention
network
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Fig. 3 The multi-head attention network

aggregates the state of the neighborhood nodes and itera-
tively updates the hidden state of a node. The structure of
the message passing network is shown in Fig. 4. The net-
work takes as input the point cloud coordinates. It contains
a neighborhood aggregation layer, a multilayer perceptron
layer and a maxpooling layer. The neighborhood aggrega-
tion layer can be used iteratively to capture multiscale spatial
structure information. The parameters k1 and k2 represent the
number of neighborhood points aggregated in each iteration.

To reduce the computational complexity, the neighborhood
aggregation layer searches for neighborhood points in the
coordinate space in each iteration, which is represented by a
dashed line.

The neighborhood aggregation layer builds a message
passing process for each point in the point cloud. It first
searches the k neighborhood points of each point by using
the ball query method. These k points are then converted to
a local coordinate system centered on the searched point.

123



A novel partial point cloud registration method based on graph attention network 1113

n×
3 Neighborhood 

aggregation

n×
k 1

×1
28

shared

MLP(64,128)

Neighborhood 
aggregation shared

MLP (128, 256, 512)

n×
k 1

×3

max 
pooling

n×128

n×
k 2

×(
12

8+
3)

n×512

max 
pooling

n×
k 2

×5
12

Iteration 1 Iteration 2

... Iteration n

Fig. 4 The message passing network

Lx Ly Lz

Local coordinates 

F1 F2 FD

... ...

1

2

k
...

...

...

...

Feature
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Finally, the aggregation features are obtained by combining
the features of the searched point and the local coordinates
of these k points. Assuming that the feature dimension of
a searched point is 1×D, the aggregation feature of the
searched point is shown in Fig. 5. Lx, Ly, and Lz represent the
local coordinates of the k neighborhood points. FD represents
the D-dimensional element of the feature for the searched
point.

3.2 Key point selection

Only some points are matched in partial point cloud registra-
tion scenario. The irrelevant points are removed by selecting
the key matching points. The key points are selected based
on the mean value of the point cloud features. The key point
selection module takes as input the attention features FAX /
FAY. These attention features are used to calculate the feature
mean of each point. The feature mean value represents the
importance of each point to the registration task.

The key point selection module selects the key matching
points based on the feature mean of each point. Using Xk and
Yk to represent the k key points of the target point cloud X
and the source point cloud Y.

{
Xk � X

(
topk

(
mean

(
FAx1

)
, ...,mean

(
FAxi

)
, ...,mean

(
FAxn

)))
, xi ∈ X

Yk � Y
(
topk

(
mean

(
FAy1

)
, ...,mean

(
FAyi

)
, ...,mean

(
FAyn

)))
, yi ∈ Y

(2)

where topk (·) represents the index of the top k largest ele-
ments, mean(·) represents the mean value of the feature, FAxi
and FAyi are the attention features of points xi and yi, respec-
tively.

3.3 Virtual corresponding point generation

Since the point clouds X and Y are not one-to-one corre-
spondence, the selected key points cannot fully represent
the matching relationship between the two point clouds. The
virtual corresponding points are used to represent the vir-
tual mapping relationship between point clouds. The virtual
matching relationship is expressed by the selected key point
features. The virtual mapping from each point xi into the
elements of Yk is expressed as follows [16].

m(xi ,Yk) � softmax
(
FkY , F

T
kxi

)
(3)

where FkX and FkY represent the attention features corre-
sponding to the selected key points Xk and Yk, xi is the
element from Xk, Fkxi denotes the i-th row of the matrix
FkX. It should be noted that each row in FkX represents the
attention feature of a point.

The virtualmatching point yi corresponding to the element
xi is calculated based on the following representation.

yi � Y T
k m(xi ,Yk) (4)

Finally, the rigid transformation [R, t] is estimated by the
SVD method based on the pairing xi →yi over all i.

3.4 Loss function

Theproposed registration network employs a direct loss strat-
egy to train the network parameters. The loss function is
constructed based on the deviation between the ground truth
and the predicted rigid transformation.

L �
∥∥∥RTRg − I

∥∥∥2 + ∥∥t − tg
∥∥2 (5)
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where R and Rg are the predicted rotation transformation
and the ground truth, t and tg represent the translation trans-
formation. I stands for the identity matrix.

4 Experimental studies and discussions

The performance of the proposed method is evaluated based
on theModelNet40 dataset [20]. The dataset contains 12,311
CAD models with 40 object categories. Each object consists
of 1,024 points that are randomly sampled in theCADmodel.
The rigid transformation is randomly generated along the x,
y, z coordinate axis. The rotation transformation is randomly
generated in the range of [0, 45°]. The translation transfor-
mation is generated in [-0.5, 0.5] along each axis. The partial
scans of target point cloudX are randomly sampled fromeach
object point cloud. The source point cloud Y is generated by
applying the random transformation on the target point cloud
X. Only 768 points are randomly retained in point clouds X
and Y.

The mean absolute error (MAE), mean squared error
(MSE), and root-mean-squared error (RMSE) are measured
to evaluate the network performance. The symbols R and t
are used to represent the rotation indicator and the transla-
tion indicator. These indicators tend to zero when the point
clouds are perfectly registered. It is worth noting that the
angular measurement is in units of degrees.

The proposed method is implemented based on the
Pytorch framework. All experiments use only one Nvidia
TITAN V GPU on Red Hat 4.8.5–28.

4.1 Experimental setup

In this section, the performance of the proposed method is
evaluated in three partial registration scenarios.

The registration ability for unseen point clouds is eval-
uated in point clouds with unseen objects. In this scenario,
the ModelNet40 dataset is split into a training set with 9,843
models and a test set with 2,468 models. The dataset is the
original point cloud that is used directly without any process-
ing.

The robustness to noises is evaluated in point clouds with
noises. The scenario is obtained by adding Gaussian noises
to the point clouds with unseen objects. The Gaussian noises
are generated by sampling from N (0, 0.01) that is clipped
to [-0.05, 0.05]. The separation of the ModelNet40 dataset is
similar to the unseen object scenario.

The generalization performance is evaluated in point
clouds with unseen categories. The training set and test set
are split from the ModelNet40 dataset based on categories.
The training set contains the first 20 categories and the test
set contains the remaining 20 categories.

In the experiments, the number of the selected key points
in the key point selection module is set to 512. The neighbor-
hood aggregation layer is used iteratively once in themessage
passing network. The radius in the ball query strategy is 0.3,
and the number of the neighborhood points is 8. The designed
graph neural network is stacked twice. The multi-head atten-
tion network employs 8 heads. The initial learning rate is
0.0001. The leaning rate will be multiplied by 0.1 when the
minimum test loss does not drop for 50 consecutive epochs.
The batch size is set to 16 for unseen objects and noise scenar-
ios, and it is 8 for unseen categories scenario. The maximum
epoch is 500. The network uses the ADAM optimizer.

4.2 Experiments on point clouds with unseen
objects

In these experiments, all categories are observed during train-
ing and testing phases, but unseen objects appear at the test
time. The corresponding experimental results are given in
Table 1.

As it can be seen from Table 1, the classical ICP method
performs the worst among the listed methods. ICP is invalid
for partial point cloud registration tasks. Although the ICP
variants have achieved important performance improve-
ments, their registration performances are still lower than
the learning-based method. The learning-based method can
directly learn high-level point cloud features from a large
number of point clouds. Compared with traditional manual
features, the learned features canmore effectively express the
shape features of the partial point clouds. The learned fea-
tures help improve the performance of the partial point cloud
registration. It is worth noting that although PointNetLK is
also a registration method based on deep learning, its per-
formance is lower than Go-ICP and FGR. PointNetLK is
designed based on PointNet whose ability is weak in extract-
ing the partial point cloud features. DCP-v2 is a very effective
partial point cloud registration method based on deep learn-
ing. It is designed based on classical Transformer structure
that can enhance attention to the point cloud features. But its
performance is still lower than that of the proposed method.
The results show that the proposed graph attention network is
very important for extracting the key registration features of
point cloud pairs. The key registration feature is an important
factor to improve the performance of the partial point cloud
registration task.

Although the proposed method achieves better rotation
transformation performance, it performsweaker on the trans-
lation transformation indicator. The proposed method pays
more attention to the rotation transformation which is more
important for the partial registration task. Nevertheless, the
proposed method still provides a small translation error. The
results show that the proposed graph attention network can
extract the shape features of objects. It can effectively esti-
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Table 1 The registration results
on point clouds with unseen
objects

Method MSE(R) RMSE(R) MAE(R) MSE(t) RMSE(t) MAE(t)

ICP [11] 1134.552 33.683 25.045 0.0856 0.293 0.250

Go-ICP [12] 195.985 13.999 3.165 0.0011 0.033 0.012

FGR [13] 126.288 11.238 2.832 0.0009 0.030 0.008

PointNetLK [14] 280.044 16.735 7.550 0.0020 0.045 0.025

DCP-v2 [16] 45.005 6.709 4.448 0.0007 0.027 0.020

The proposed method 41.109 6.412 4.513 0.0022 0.047 0.035

Bold indicates the best value among the listed methods

mate the rigid transformation between unseen objects even
in incompletely corresponding scenes.

These comparison methods optimize the registration
results by gradually changing the relative position between
two point clouds. On the contrary, the proposed method
abandons the strategy that iteratively optimizes the regis-
tration result. It directly predicts the rigid transformation
between point clouds, but the registration results are signifi-
cantly improved. The proposed graph attention network can
make full use of the local spatial structure information of
the point cloud, and it is more sensitive to the key match-
ing point features. The proposed method is more adaptable
to any initial registration positions, and it does not need to
adjust the registration position step by step. In addition, the
designed network consumes less computing resources due to
the one-shot registration strategy. The registration efficiency
is significantly improved compared to the iterative registra-
tion methods.

4.3 Experiments on point clouds with noises

It is difficult to avoid noises in the process of generating point
clouds. Noises change the shape information of the orig-
inal object, which destroys the corresponding relationship
between point clouds. Noises will cause serious interference
in the task of predicting the point cloud registration relation-
ship.

To evaluate the performance of the proposed method in
point clouds with noises, the registration experiments with
Gaussian noises are completed in this section. The corre-
sponding experimental results are provided in Table 2. The
results show that the proposed method still achieves sig-
nificant performance improvements, and it shows strong
robustness to noises. On one hand, the proposed graph atten-
tion network combines the attention mechanism and the
message passing mechanism. The attention mechanism pays
more attention to the features related to the registration task
and ignores irrelevant information. The message passing
mechanism can capture the spatial structure information of
the point cloud in a cascadedmanner. Point cloud features are
constructed based on the context information instead of the
coordinate information of a single point. These features allow

point cloud coordinates to fluctuate within a certain range.
The message passing mechanism can reduce the influence
of the noises on the registration features. On the other hand,
the rigid transformation is estimated based on key points and
their features. These key points can alleviate the impact of the
noises on the registration task. In addition, these key points
are selected based on the feature mean of each point, which
can significantly weaken the noise information in the key
point features. Therefore, the proposed method can effec-
tively deal with noises in the partial registration task.

Compared with the noise-free results provided in Table 1,
the performances of most comparison methods are reduced
in the noisy point cloud data. It shows that these methods
are less robust to noises. Traditional registration methods are
designed based on manual features, and they cannot adapt
to complex registration scenarios. It is interesting that the
registration performance of the proposed method is further
improved in the noisy data. That is because the proposed
method is a data-driven registration method. Noises play
an important role in enriching the diversity of the regis-
tration point cloud data, and they have the effect of data
enhancement. Rich data are beneficial to improve the reg-
istration performance of the proposed method. These results
further show that the proposed graph attention network can
fully mine point cloud registration features. The proposed
learning-based registration method can effectively adapt to
complex point cloud registration scenarios.

To show the robustness of the proposed method to noises
fromdifferent aspects, the registrationmodel trained onnoisy
data is also used to test the noise-free point cloud data in
Sect. 4.2. The experimental results are provided in Table 3.
The registration results from training model without noise
are provided in Sect. 4.2. The results from training model
with noise are obtained by applying the training model in
Sect. 4.3 to the noise-free point cloud.

As can be seen from Table 3, the noisy training model
significantly improves the registration performance of the
proposed method on noise-free data. Noises improve the
registration performance of the proposed method instead of
weakening it. It shows that the proposed method has strong
robustness to noises. In fact, the proposed method can make
full use of the noises to enrich the diversity of training data,
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Table 2 The registration results
on unseen point clouds with
noises

Method MSE(R) RMSE(R) MAE(R) MSE(t) RMSE(t) MAE(t)

ICP [11] 1229.670 35.067 25.564 0.0860 0.294 0.250

FGR [13] 764.671 27.653 13.794 0.0048 0.070 0.039

Go-ICP [12] 150.320 12.261 2.845 0.0008 0.028 0.029

PointNetLK [14] 397.575 19.939 9.076 0.0032 0.057 0.032

DCP-v2 [16] 47.378 6.883 4.534 0.0008 0.028 0.021

The proposed method 35.729 5.977 4.141 0.0021 0.046 0.035

Bold indicates the best value among the listed methods

Table 3 The registration results
on noise-free point cloud for
different training models

Training model MSE(R) RMSE(R) MAE(R) MSE(t) RMSE(t) MAE(t)

No noise 41.109 6.412 4.513 0.0022 0.047 0.035

With noise 36.052 6.004 4.145 0.0022 0.047 0.035

Bold indicates the best value among the listed methods

which is conducive to improving the registration perfor-
mance.

4.4 Experiments on point clouds with unseen
categories

The point cloud registration task may encounter different
types of objects. It is impossible for the proposed method
to encounter all categories in the training phase. The ability
to register unseen categories determines the generalization
performance and application scope of the proposed method.

To test the performance of the proposed method in the
point clouds with unseen categories, the registrationmodel is
trained and tested on different object categories. The experi-
mental results are given in Table 4. The proposedmethod still
provides high performance even in the registration task with
unseen categories. In fact, the effect of the object category on
registration performance comes from the object shape. Dif-
ferent shapes may lead to different point cloud distributions.
These unseen distributions will bring challenges to the point
cloud registration task. However, the proposed method con-
structs the features of each point based on the local spatial
structure of the point cloud, and it does not rely on the dis-
tribution of the overall point cloud. Moreover, the designed
attention mechanism can prompt the network to capture the
key registration features. This further alleviates the interfer-
ence caused by the unseen categories to the registration task.
Therefore, the proposedmethod can obtain better registration
performance in the point clouds with unseen categories.

Comparing Tables 4 and 1, the registration performance
of the proposed method for unseen categories is lower than
the performance for unseen objects. On one hand, the Mod-
elNet40 dataset is split based on categories, which reduces
the size of the training data. The reduction in the amount of
data leads to a decrease in the registration performance of the
proposed method. On the other hand, the proposed network

is designed to handle partial point cloud registration tasks.
Unseen point cloud shape distribution brings huge uncer-
tainty to the partial point cloud correspondences. Although
the new categories bring huge challenges to partial point
cloud registration tasks, the proposed method still obtains
a competitive registration results. It reflects that the general-
ization performance of the designed registration network is
strong for new object categories and complex scenes.

4.5 Visualization of experimental results

To clearly show the registration performance of the proposed
method, some partial registration results are visualized in
Fig. 6. The initial point cloud state input to the network is
presented in the first row. The true correspondence between
the point cloud pairs is shown in the second row. The predic-
tion result of the proposed method is displayed in the third
row. The source point cloud is represented by yellow points,
and the target point cloud is represented by blue points. If the
points in the two point clouds are completely coincident, the
position is represented by a yellow point. Therefore, most of
the area is covered by yellow points in the second row.

As can be seen from the first line, there are random initial
corresponding positions between the point cloud pairs. Even
in the face of relatively different initial correspondences, the
proposed method still gives accurate registration results. The
results are highly consistent with the ground truth shown in
the second line. Moreover, the proposed method is a one-
shot method, and it directly predicts the registration results
without any iterative optimization process. It reflects that the
designed registration network is robust to any initial corre-
sponding state. The ability is strong for the proposed method
to adapt to complex registration environment.

As shown in Fig. 6, the point cloud is incomplete. The
point cloud information can only express the local shape of
an object. Only partial regions match each other in these
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Table 4 The registration results
on point clouds with unseen
categories

Method MSE(R) RMSE(R) MAE(R) MSE(t) RMSE(t) MAE(t)

ICP [11] 1217.618 34.894 25.455 0.0860 0.293 0.251

Go-ICP [12] 157.072 12.533 2.940 0.0009 0.031 0.010

FGR [13] 98.635 9.932 1.952 0.0014 0.038 0.007

PointNetLK [14] 526.401 22.943 9.655 0.0037 0.061 0.033

DCP-v2 [16] 95.431 9.769 6.954 0.0010 0.034 0.025

The proposed method 50.970 7.139 5.158 0.0032 0.056 0.043

Bold indicates the best value among the listed methods

Fig. 6 Qualitative registration results

point cloud pairs. The proposed method can still accurately
predict the rigid transformation between point cloud pairs
based only on these partially visible points. It shows that the
designed graph attention network can accurately capture the
key registration features of the point cloud. These key fea-
tures are extracted based on the spatial matching information
between the point cloud pairs instead of the overall shape
information of a single object. In addition, the designed key
point selection module greatly reduces the dependence on
the point cloud information of the entire object. This mod-
ule further improves the adaptability of the algorithm to the
partial point cloud registration tasks.

The ModelNet40 dataset contains 40 categories. Five of
these categories are shown in Fig. 6. There are different geo-
metric shapes and symmetry relationships in these categories.
But the proposed method performs well for object shapes
with different topologies. The designed graph attention net-
work extracts registration features based on local point pairs,
and it pays more attention to task-related high-level features.
These registration features weaken the adverse effects of dif-

ferent point cloud distributions on the registration results.
The designed network can be used for point cloud registra-
tion tasks with different object categories. The results further
demonstrate the strong generalization performance of the
proposed method.

To show the performance of the key point selection mod-
ule, some selected keymatching points are provided in Fig. 7.
The key matching points from the source point cloud are dis-
played in the first row. The key points from the target point
cloud are shown in the second row. The yellow point repre-
sents the original point cloud, and the blue point represents
the selected key matching point.

Comparing the source point cloud and the target point
cloud, the location of the key matching points is consistent.
Moreover, the selected key matching points are clustered
together. Although the two registration point clouds are par-
tially visible, the proposed key point selection module can
still accurately identify the keymatching points. It shows that
the proposedmethod paysmore attention to the common vis-
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Fig. 7 Qualitative key matching points

ible area between two point clouds. The proposedmethod can
effectively handle partial point cloud registration tasks.

To demonstrate the performance of the virtual correspond-
ing point generation module, the virtual correspondences for
some point clouds are shown in Fig. 8. The green point repre-
sents the source point cloud, and the red point represents the
target point cloud. The virtual corresponding points between
the two point clouds are connected by blue lines.

As shown in Fig. 8, the generated virtual corresponding
points come from the same part of the object. Although
the relative position between point clouds is arbitrary, the
proposed method can still accurately generate the virtual
corresponding positions. It further shows that the proposed
method is insensitive to the initial position between point
clouds. The proposed method can be adapted to the registra-
tion task with any initial positions.

5 Conclusions and future work

This paper proposes an effective partial point cloud regis-
tration method without iterative processes. The point cloud
registration features are first extracted by the designed graph
attention network. The key point selection module is then
designed to select the key registration points and their corre-
sponding features. Virtual matching points are constructed
based on these key points and features. Finally, the rigid
transformation between partially registered point clouds is
estimated by the SVD method based on these virtual points.
The experimental results on ModelNet40 dataset show that
the proposed method obtains accurate rigid transformation.
It suggests that the designed graph attention network can
effectively extract key registration features even in the partial
corresponding scenes. The proposed method obtains signifi-

cant performance improvements on point clouds with noises.
It suggests that the designed network can effectively avoid
adverse interferences and is robust to noises and outliers. The
proposed method also gives a higher performance improve-
ment on different unseen object categories. It suggests that
the proposed method can adapt to a wider range of registra-
tion scenes, and its generalization ability is strong. The main
contributions of this work are summarized as follows.

• An effective partial point cloud registration method is
proposed based on deep learning without any iterative
optimization process. The proposed method improves the
accuracy of the partial registration task while reducing the
network complexity.

• The graph attention network is designed by integrating
themessage passingmechanism into the attentionmodule.
The network enhances the attention to task-related features
andmakes full use of the local spatial structure information
of the point cloud.

• A key point selection module is proposed to select key
registration points and their corresponding features. This
module judges the registration importance of each point
based on the featuremeanvalue of its neighborhoodpoints.
It can significantly improve the robustness of the proposed
method to noises and outliers.

The proposed method extracts registration features from
two point clouds separately, and it does not consider the inter-
action between the two point clouds in the feature extraction
stage. Thismaynot be conducive to the information exchange
between point cloud pairs. In the future, the designed graph
neural networkwill take point cloud pairs as input and further
explore the registration relationship between point clouds. In
addition, the designed key point selection module cannot be
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Fig. 8 Virtual correspondence between point clouds

iteratively optimized with the network. In our future work,
the module will be designed as a network with optimizable
parameters based on point cloud features.
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