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Abstract
The use of particles-based simulations to produce fluid animations is nowadays a frequently used method by both the
industrial and research sectors. Although there are many variations of the smoothed particle hydrodynamics (SPH) algorithm
currently being used, they all have the common characteristic of being highly parallel in nature. They are therefore frequently
implemented on graphics processing units (GPUs) to benefit of high computation capacities of modern GPUs. However,
such optimizations require specific optimizations to make use of the full capacity of the GPU, with sometimes optimizations
being contradictory to optimizations used in CPU implementations. In this paper, we explored various optimizations on a
GPU implementation of a recent particle-based fluid simulation algorithm using an iterative pressure solver. In particular, we
focused onCPUoptimizations that have not been thoroughly studied forGPU implementations: the indexing for the neighbor’s
structure, the frequency of the sorting of the fluid particles, the use of lookup tables for the kernel function computations and
the use of a warm-start to improve the performance of the iterative pressure solver. We show that some of these optimizations
are only effective for very specific hardware configurations and sometimes even impact the performance negatively. We also
show that the warm-start reduces the computation time but introduces a cyclic instability in the simulation. We propose a
solution to reduce this instability without requiring to modify the implementation of the fluid algorithm.

Keywords Fluid simulation · SPH · Animation · GPU

1 Introduction

Nowadays, the use of simulations to produce fluid anima-
tions is widespread due to the high level of visual realism
they allow. One of the main challenges limiting the use of
simulation-based fluid animations is the high computation
time needed in particular for lengthy animations or anima-
tions covering a large space. Among the multiple models
to simulate a fluid, the Lagrangian particle-based approach
has received a high level of interest for its ability to handle
complex virtual environments containing various objects and
fluid with extremely variable properties. The most common
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Lagrangian algorithm used in fluid simulation, the Smooth-
ed Particles Hydrodynamics (SPH), requires the use of very
small simulation steps which greatly limits the possibility
of interactive simulations. This limitation is due to the direct
computation of the pressure forces between the fluid particles
that is unstable for large simulation steps. To reduce the over-
all computation time, an approach consists in replacing the
direct computation by iterative processes that progressively
compute a better approximation of the pressure forces, thus
improving the fluid stability. This approach allows for the
use of larger simulation steps by compensating the increased
computation time necessary for each simulation step by low-
ering the frequency at which the computations are done. This
approach also allows for a better control of the fluid proper-
ties, such as the fluid incompressibility, through the use of
thresholds that the user can select to obtain the desired level of
stability required in their experiments. This approach is used
in the predictive–corrective SPH algorithm (PCISPH) [27]
through a predictive–corrective process that iterates within
one simulation step until the density of the fluid is within a
given margin of error from the desired density. This algo-
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rithm has been further extended in the divergence-free SPH
(DFSPH) [6] by adding a second predictive–corrective pro-
cess which ensures that the average divergence within the
fluid stays null. However, even those more advanced algo-
rithms are still far from producing interactive large-scale
simulations.

The SPH algorithm requires the computation of phys-
ical properties such as the density at every fluid particle
for each simulation step. Consequently, the SPH algorithm,
regardless of the pressure solver, is, usually, naturally par-
allelizable. This is why, most research publications using
the SPH algorithm present results using multi-threaded CPU
implementations. However, even recent high-end CPU usu-
ally only have 52 or less cores, which is way lower than the
hundreds of thousandsof particles used in a single simulation.
Looking at currentGPU,we can see that even relatively cheap
consumer-grade cards offer thousands of cores making them
highly desirable for highly parallelizable workloads. This
is why, in this last decade, numerous works proposed GPU
and multi-GPU implementations of SPH algorithms that are
20 times faster or more than a sequential CPU implementa-
tion [13–15]. Although those GPU implementations can be
extremely similar to the CPU implementations, the technical
differences between CPU and GPU can lead to some opti-
mizations that are efficient onCPUbut have awildly different
impact on a GPU implementation. This paper aims to study
the impact of various optimizations on a GPU implementa-
tion of a SPH algorithm that is using an iterative pressure
solver, specifically the DFSPH algorithm.

2 Previous works

The Lagrangian approach to physically simulate fluids is
nowadays commonly used through the SPH algorithm for
its simplicity of handling free surfaces. The initial SPH algo-
rithm [24] has received multiple improvements, notably the
commonly used delta-SPH algorithm [2] which adds a dif-
fusive term to improve the stability of the pressure field in the
fluid. The ISPHalgorithm [10] departs further from the initial
SPH algorithm by using a linear system to compute the pres-
sure in the fluid improving further the stability by allowing
true incompressibility of the fluid at the cost of the scalability
of the algorithm. Another approach proposed in the PCISPH
algorithm [27] is to replace the direct computation of the
pressure forces by an iterative predictive–corrective process
to enforce a constant density condition on the fluid. This
approachwas extended in the IISPH [20] andDFSPH [6], the
later adding a second predictive–corrective process enforcing
a divergence-free condition further improving the stability of
the fluid. The high stability of the DFSPH enables the use
of larger simulations steps lowering the computation time
needed for the whole simulation. The higher stability of this

algorithm has been used to handle simulations such as highly
viscous fluids [7,29] or recent boundary models [8,30].

To our knowledge, there are only few works studying the
optimizations of SPH implementations that are independent
from a specific SPH algorithm [9,11]. A large number of
those optimizations have been focused on the algorithms and
data structures used for the neighbors search. The two most
common structures used to find the particles neighborhoods
are a hash-table or a cell linked list using a uniform grid [19]
but some works have explored the use of multi-resolution
structures [31]. One large difference between existing SPH
implementations is whether each particle stores its neighbors
or not. This choice ismostly a trade-off between computation
time and memory space, especially for predictive–corrective
SPH algorithms [9,19]. Some recent works achieved to
reduce the computation time used for the neighbor list con-
struction using aVerlet list [9,32] or to compress the neighbor
list to reduce the memory impact while not having to re-
explore the data structure [3]. We refer the reader to the state
of the arts [21,22] for a proper overview of the structures
employed in the neighbor search.Anoptimization often asso-
ciated with the neighbor search is the use of a space filling
curve to sort the particles. Recent works prefer to use a Mor-
ton curve (also called Z curve) to sort the particles instead
of the linear XYZ curve to improve the cache hit rate [19].
Sometimes the Hilbert curve is also used but does not seem
to be superior to the Morton curve [3]. The use of each curve
can be further optimized by accessing consecutive cells as a
single block when looking for a particle neighborhood. This
can be done trivially for the XYZ curve [11] or by using spe-
cialized algorithms like theBigMin-LitMax algorithm for the
Morton curve [3]. However, we were unable to find existing
works replicating these experiments on a GPU implementa-
tion.

The execution times can be reduced by using appropri-
ate data structures and memory management. One of such
optimizations used in nearly every implementation is the use
of a Structure of Array (SoA) to store the particle data. This
simple optimization can improve the performance of particle-
based systems on both CPU [4] and GPU [9]. It is possible
to further improve the data structure by using wider primi-
tive types that fit the size of a unitary data access for a given
architecture. This can be done by simply padding the data
structure or even better by using the larger primitive type
to store data that are often accessed together [9,11]. In the
DFSPH approach, Bender et al. [6] propose to use a lookup
table instead of directly computing the values of the kernel
function and report a 30% reduction in the computation times
for a multi-threaded CPU implementation. They also use
a warm-start mechanism for the predictive–corrective loop.
This optimization is commonly used for iterative processes
and is also used by other PCISPH-based algorithms [20].
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However, these works do not study the exact performance
gains offered by that system.

Some optimizations were proposed to fit the existing
memory types and access patterns of currentGPUs.Goswami
et al. [14] have proposed to use the higher performance shared
memory by transferring the data from the globalmemory into
it before running the desired computation. This technique has
been improved by Huang et al. [18] by properly distributing
the particles between thread groups.When using an approach
storing the neighbors list for each particle, we can improve
the performance by interleaving the neighbors of each parti-
cle [9]. This technique improves the performance as modern
GPUs stream block locally adjacent data over warps of 32
threads. Billota et al. show that it is even possible to improve
the performance even further by interleaving groups of neigh-
bors [9]. The performance can be further improved by using
a multi-GPU system. Each GPU is given a slice, preferably
dynamic [25,28], of the fluid to handle and data is transferred
with the CPU depending on the particle displacement during
a simulation step. Specialized data structures are used due
to the need of synchronization and transfer between each
GPU [9,28].

3 Divergence-free smoothed particle
hydrodynamics (DFSPH) on GPU

3.1 DFSPH overview

In this work, we use the DFSPH algorithm proposed by
Bender et al. [6]. We must note that we did not use the
Courant–Friedrich–Levy (CFL) rule, used to determine the
maximal time-step, because we did not want dynamic time-
steps. Indeed, asweneed a high level of repeatability between
experiments in order to test the optimizations, a constant
time-step is necessary. Algorithm 1 shows the details of
one simulation step and Algorithms 2 and 3 describe the
predictive–corrective process, respectively, for the constant
density solver and the divergence-free solver. The algorithms
for the twopredictive–corrective solvers showhow thewarm-
start mechanism is integrated (lines 2 to 4 and line 11 of both
algorithms).

We have chosen the DFSPH algorithm for its stability and
speed of simulation while having relatively large simulation
steps. The DFSPH benefits from a large stability increase rel-
atively to the previous IISPH algorithm. We refer the reader
to the original publication for more details on the DFSPH
algorithm [6].

Algorithm 1 DFSPH step
1: for all particles i do
2: find Neighborhood Ni

3: for all particles i do
4: compute densities ρi = ∑

m jWi j
5: compute factors αi = ρi

‖∑
m j∇Wi j‖2+∑‖m j∇Wi j‖2

6: correctDivergenceError(α, v)
7: for all particles i do
8: compute non-pressure forces acceleration acci
9: for all particles i do
10: vi += �t ∗ acci
11: correctDensityError(α, v)
12: for all particles i do
13: xi += �t ∗ vi

Algorithm 2 Constant density solver
1: function correctDensityError(α, v)
2: for all particles i do
3: apply warm-start Ki = κi , K j = κ j

4: correct velocity vi −= �t
∑

m j (
Ki
ρ j

+ K j
ρ j

)∇Wi j

5: for all particles i do
6: predict ρ∗

i = ρi + �t
∑

m j (v
∗
i − v∗

j )∇Wi j

7: while (ρ∗
avg − ρ0 > η) ∨ (i ter < 2) do

8: for all particles i do

9: Ki = ρ∗
i −ρ0

�t2
αi , K j = ρ∗

j −ρ0

�t2
α j

10: update vi −= �t
∑

m j (
Ki
ρ j

+ K j
ρ j

)∇Wi j

11: update warm-start κν
i += K ν

i

12: for all particles i do
13: predict ρ∗

i = ρi + �t
∑

m j (v
∗
i − v∗

j )∇Wi j

14: compute ρ∗
avg = 1

N

∑
ρ∗
i

Algorithm 3 Divergence-free solver
1: function correctDivergenceError(α, v)
2: for all particles i do
3: apply warm-start K ν

i = κν
i , K

ν
j = κν

j

4: correct velocity vi −= �t
∑

m j (
K ν
i

ρ j
+ K ν

j
ρ j

)∇Wi j

5: for all particles i do
6: predict Dρi

Dt = ∑
m j (vi − v j )∇Wi j

7: while ((
Dρ
Dt )avg > ηv) ∨ (i ter < 1) do

8: for all particles i do
9: K ν

i = 1
�t

Dρi
Dt αi , K ν

j = 1
�t

Dρi
Dt α j

10: predict vi −= �t
∑

m j (
K ν
i

ρ j
+ K ν

j
ρ j

)∇Wi j

11: update warm-start κi += Ki

12: for all particles i do
13: predict Dρi

Dt = ∑
m j (vi − v j )∇Wi j

14: compute (
Dρ
Dt )avg = 1

N

∑ Dρi
Dt
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3.2 Implementation

For the experiments of this paper, we have implemented the
DFSPH algorithm on GPU with CUDA. Our implementa-
tion is based on the CPU OpenMP implementation of the
DFSPH algorithm found in the SPlisHSPlasH library [5]. To
be specific, we used the DFSPH implementation from the
1.3.1 version of the library. We chose this library because
the OpenMP structure of the code makes it relatively easy
to convert into a GPU implementation. Moreover, the library
contains a physics engine, multiple algorithms for surface
tension, collisions and viscosity and also multiple SPH algo-
rithms making comparisons and tests easier.

However, our implementation differs from a CPU imple-
mentation on the following points. The SPlisHSPlasH library
uses an external library to handle the neighbors search (Algo-
rithm1, line 2). This library uses a compact hashing structure.
We implemented a cell linked list approach using a counting
sort [17] to fill the structure. Also, as mentioned earlier, our
implementation does not use the dynamic time-step using the
CFL rule. We should also note that we reorganized various
parts of the computation to minimize the number of GPU
kernels and the number of global memory accesses.

On top of these modifications, we also implemented two
optimizations that may have an impact on the simulations.
The first one is the interleaving of the neighbors inside
the structure storing the neighbors of all the particles. This
simple optimization can offer a large improvement in the
performance, although we did not used the group interleav-
ing mentioned in [9]. The second one is the use of the
CUDA-OpenGL interoperability which allows the usage in
the CUDA kernels of buffers allocated by OpenGL. We allo-
cated the position and velocity buffers this way since they
are used to render the fluid.

The last well-studied optimization we implemented is the
padding of the vector structure used to store the position and
the velocity [9,11]. Since the GPU accesses the data in pack-
ets of 4, 8 or 16 bytes, it is better to use structures that have
one of these sizes. But a position or a velocity is only com-
posed of 3 floating points in a 3D simulation, meaning that
when using standard single floating point precision (i.e., 4
bytes), the total size of the structure is 12 bytes thus wasting
4 bytes with each access. The optimization consists in adding

a fourth value to the structure where an often used value will
be stored. This value gets then loaded for free. In practice, the
mass of a particle can be added to the position structure and
its density to the velocity structure. We have implemented
this optimization in our framework and tested with both a
single floating point precision and a double floating point
precision and with three GPUs: a consumer-grade GeForce
GTX 1070, a more recent GeForce GTX 2070 Super and a
professional-grade Quadro 4000k. The scenario used for this
study is a dam-break with approximately 288k particles over
5 seconds of simulation. We report the average computation
times in Table 1 and a frame of each configuration is shown
in Fig. 1. We can see that the use of the padded structure
does not bring benefits in most cases. When using a single
floating point precision, this optimization reduces the perfor-
mances by 10% for the 2070 and the Quadro cards and has no
impact on the 1070. In double precision, there is no impact
for the Quadro and 1070, but on the 2070 card, the opti-
mization improves the computation time by 15%. Since the
single floating point precision provides significantly better
performance, especially on consumer-grade cards, most of
the following experiments will use this precision. And there-
fore, the padding optimization will not be used. Our results
conflict significantly with the results of Bilotta et al. [9] that
showed a 50% reduction of the computation time on a GTX
750 cardwith single precision. But aswe can see in our exper-
iments, the outcome greatly depends on the card and recent
cards show less benefits for this optimization. In regards to
these conclusions, we chose not to use this optimization in
the remainder of our simulations.

In our experiments, we took the originalmulti-threadCPU
implementation from the SPlisHSPlasH library [5] as ref-
erence. These reference simulations were obtained using a
double Intel(R) Xeon(R) E5-2623v3 (total of 8 cores) and
using amore recent Intel(R)Xeon(R)W-2255 (10 cores). The
results for the dam-break experiment are reported in Table 1.
We can see that there is a very significant improvement
by using a GPU implementation. Even the Quadro 4000k,
released in 2013, equals or outperforms a recent high-grade
CPU. If we compare the most recent of each category, the
GTX 2070 Super andXeonW-2255, both of them released in
2019,we can see an improvement factor of 4 evenwhen using
double precision. However, NVidia’s consumer-grade GPU,

Table 1 Average computation
time (in seconds) of a
dam-break simulation with 288k
particles on CPU and GPU,
depending on the floating point
precision and the usage of the
padding optimization

32 bits 32 bits padded 64 bits 64 bits padded

GPU GeForce 1070 84 82 216 216

GPU GeForce 2070 Super 31.6 34.9 219 196

GPU Quadro 4000k 456 525 752 791

CPU Xeon E5-2623v3 – – 1198 –

CPU Xeon W-2255 – – 810 –
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Fig. 1 Frames of a dam-break simulation with 288k particles on a CPU (Xeon W-2255) 64 bits, b GPU (GTX 2070 Super) 64 bits and c GPU
(GTX 2070 Super) 32 bits

the GeForce lineup, is made to use single precision float-
ing points. With that precision, we observe an improvement
factor of 25 compared to the multi-threaded CPU implemen-
tation using hardware of the same generation.

4 Optimizations

In this section, we will study various optimizations that have
yet to be studied on GPU and evaluate their impact on our
implementation. Our experiments use a dam-break scenario
with the following dimensions : a (16;8;4) solid box con-
taining the fluid which is initialized as a (6;6;4) cube with
particles organized on a regular grid. All dimensions are
given in meters and the vertical axis is the Y-axis. The fluid
particle size is fixed at 0.025m. This setup gives a simula-
tion with around 1.1 million fluid particles and 420k solid
particles (using Akinci et al. boundaries model [1]). Unless
specified otherwise the following parameters are applied : a
fixed time-step of 3ms, a density of 1000kg/m3, a viscos-
ity of 0.01, a density threshold of 0.01% and a divergence
threshold of 0.1%.

Every value reported in our experiments is an average over
5 seconds of simulation. Also, as the number of iterations of
the density and divergence solvers varies between simula-
tions, it is required to normalize them before reporting the
average. On average this simulation scenario uses 12 den-
sity iterations and 2 divergence iterations every simulation
step and the values reported are normalized to fit those val-
ues. Finally, with these particular parameters, usually around
120 fluid particles will tunnel through the border of the solid
rectangle. These particles are removed from the simulation,
although the time taken to remove them is not taken into
account in the timings. This loss of particles is due to our
choice of enforcing a constant time-step and to not fine-tune
the parameters used for the boundary handling. These choices

have been made to make the experiment more repeatable and
easy to reproduce. Similarly, our results only report the com-
putation times used by the physical simulation, the rendering
times are not reported.

We used two different graphic cards : a consumer-grade
GeForce GTX 1070 and a professional-grade Quadro 4000k.
Unless specified otherwise the presented results are obtained
with a single floating point precision implementation using
the GeForce card.

4.1 Neighbor structure index

Our first interest is to study the impact on computation time
of the type of space filling curve used for the neighbor search
structure. This optimization affects the neighbors search step
(see Algorithm 1, line 2). We compare computation times
obtained with the two most common curves : the linear
XYZ curve [11] and the Morton Z-order curve [19], but
we also studied a Hilbert curve [3]. As there are multiple
ways to define a Hilbert curve when considering 3 dimen-
sions [16] and we chose to use the one implemented by John
Skilling [26] for the ease of reproducibility of our experi-
ments. An illustration of a 2D representation of each of these
three curves is given in Fig. 2.

We start by comparing the computation time observed for
one simulation step for each curve. Our goal is to evaluate the
absolute benefits of the more complex curves without hav-
ing them penalized by their cost. In practice, we removed the
time used to build the neighbor list of each particle and to sort
the particle data and the neighbor list following the curve of
interest at each simulation step. We also measured the com-
putation time when the order of the particles is randomized
at each simulation step.

The results are presented in the first row of Table 2. As
expected,we can see that the organized curves performbetter.
However, we can also see that the difference between each
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Fig. 2 2D curves corresponding to the indexes used in our experiments: a XYZ curve, bMorton curve, c Hilbert curve

Table 2 Computation time (in
ms) for the different space
filling curves

Randomized XYZ Morton Hilbert

GeForce 32 bits neighbors sorted 600.2 294.7 302.8 285.7

GeForce 32 bits neighbors XYZ XXX 294.7 307.6 298.3

Quadro 32 bits neighbors sorted XXX 2403.9 2343.7 2170.0

Quadro 32 bits neighbors XYZ XXX 2403.9 2532.5 2420.1

curve is very different from what one would expect looking
at the CPU results reported in previous works [3,19]. On the
GeForce card, the Morton curve does not bring any perfor-
mance gain relatively to a simple XYZ curve. The Hilbert
curve fares a bit better as we observed a reduction of approx-
imately 3%. The results are better for two curves when using
the Quadro card and in particular, the Hilbert curve offers an
improvement of around 10%. Those results are quite lack-
luster considering that constructing a sorted neighbor list
is considerably more complex with those two curves com-
pared to the XYZ curve. The main reason is that the fastest
algorithm to explore the 27 cells surrounding a particle is a
simple triple nested iteration loop. As such, for the Morton
and Hilbert curves more complex algorithms must be used
because the cost of sorting the neighbor list after construction
overrides any benefit the curve may have brought. Not sort-
ing the neighbor list is not an option as having the neighbor
list sorted is really important to obtain better performance.
This can be easily seen by looking at the computation times
obtained if the order of the neighbors is simply obtained by
exploring the neighbors cells by using simple triple nested
loopswhen storing the neighbors (see second rowof Table 2).

Table 3 reports the construction times (including the sort-
ing of particles) for the sorted neighbors list of our current
implementation when executed on the GeForce 32 bits card.
We can observe that the difference in construction time
with the complex curves surpasses the benefit we may have
observed above for the Morton curve and roughly equals the

benefit observed with the Hilbert curve. However, we must
consider that we have not optimized the construction of the
sorted neighbors list. Currently, we use a simple iteration on
each of the 27 neighboring cells, select the onewith the lower
index not yet explored and we repeat that process until every
cell is explored. This is a naive approach and algorithms have
been developed to improve that exploration when a Morton
curve is used [3]. As our earlier experiments showed no ben-
efit in using the Morton curve, we have not implemented this
algorithm. However, as the current total computation time
with the Hilbert curve is close to the time obtained with the
XYZ curve, it would be interesting to use a better exploration
algorithm.

The XYZ curve has one last advantage compared to the
others. In our experiment, we added a special XYZ curve
denoted asXYZ-advanced (seeTable 3). This is a linear curve
that uses the fact that the cells are separated in 9 groups
of 3 continuous cells to remove one of the iteration loops,
as proposed in [11]. This optimization only gives a small
reduction of the computation time as long as the 27 cells
are explored in the order of the curve when not using that
optimization. Maybe, this kind of optimization would have
a larger impact with indexes that have chains of cells longer
than 3.

In this paper, we refer at the Hilbert curve as “Hilbert-
storage” as the indexes of the cells are relatively expensive to
compute and as such they are precomputed in a lookup table
that uses theXYZ curve to find the corresponding cell values.
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Table 3 Neighbors list construction time (in ms) on a Geforce 32 bits card

XYZ XYZ-advanced XYZ-storage Morton Morton-storage Hilbert-storage

27.2 25.0 30.6 29.1 34.4 36.4

Fig. 3 Evolution of the average
computation time depending on
the number of time-steps
between data sort

The goal was to study if the usage of this lookup table was the
reason for the slightly longer construction times when using
theHilbert curve.We implemented the other two curves in the
same manner. We can see that the cost of such an operation
is around 10% of the construction time for the XYZ curve
and 15% for the Morton curve, bringing the Morton curve
computation time close to the ones using the Hilbert curve.
The difference is due to our simple cell neighbor exploration
thatwill require lessmemory accesses for theXYZ index than
any other index. Still, the cost of precomputing the index is
relatively low. This observation is important in particular in
the case of curves that are complex to compute such as the
studied Hilbert curve. We would like to note that this result
implies that such lookup table could be used to make viable
any curve no matter the complexity of its construction, and
that perhaps another 3D Hilbert curve, or even a novel curve
that is impossible to generate procedurally, would give better
results.

4.2 Particles sorting frequency

There is one additional parameter we did not consider in the
previous experiments that may explain the discrepancy with
previous CPU results: the frequency of the sorting of the
particle data. This optimization affects again the neighbors
search step (see Algorithm 1, line 2). In our experiments,
we have observed that sorting the particle data (positions,
velocities...) only takes a negligible computation time. For
example in our damn-break scenario, sorting all the particle

data only takes between 3ms and 5ms, so around 1− 2% of
the computation step. Existing works rarely specify the sort-
ing frequency of their data. A notable exception is the work
of Ihmsen et al. [19] which indicates that sorting the data
every 100th steps is sufficient. However, Durand et al. [12]
show that sorting at every step still brings some benefit on
CPU. The DFSPH implementation provided in the SPlisH-
SPlasH library [5] sorts the data every 500th steps. To test that
parameter we used the same dam-break scenario and noted
the average simulation step computation time for each index
for various sort frequencies (see Fig. 3). Interestingly we can
observe that the behavior observedwith the linearXYZ index
is different from the Morton and Hilbert indexes. Although
the more complex indexes required more computation time
initially due to the complexity of building an ordered neigh-
bor list, we can see that they are more robust to less ordered
data. If we use the sorting frequency used in the SPlisH-
SPlasH library, we can see that the XYZ index is now 50ms
slower than the other two. However, we want to note that
there is no sorting frequency that gives any significant, if any
at all, computation time reduction over just sorting at every
simulation step. This is because sorting the data is fast and
any reduction in the cache hit rate will significantly worsen
the computation time. Consequently, sorting the data at every
time-step, or 2 if a gain of around 1.5ms is desirable, while
using the XYZ index, seems the better configuration.
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Table 4 Kernel precomputation
time (in ms)

Direct computation Global memory Constant memory

GeForce 32 bits 317.7 401.9 317.1

GeForce 64 bits 824.8 546.1 555.1

Quadro 32 bits 2437.7 2663.5 2526.1

Quadro 64 bits 4407.1 4290.3 4039.6

4.3 Kernel precomputation

In this section, we study the usage of a precomputed lookup
table for the kernel values as proposed by Bender et al. [5].
This optimization consists in sampling the kernel values at
regular intervals and then using a lookup table to obtain
the kernel values when required instead of using the actual
kernel computation. In their paper, which uses a CPU multi-
threaded implementation, this optimization allows for a
reduction of the global simulation time of around 30% with
1000 sampling values. This optimization affects nearly every
step of the DFSPH algorithm, except the neighbors search
step, as it replaces the computation of Wi j and ∇Wi j by
memory lookups (see Algorithms 1, 2 and 3). The main lim-
itation of this optimization on a GPU implementation is that
the cost of memory access relative to the cost of the direct
computation is heavier on GPU than on CPUwhich may nul-
lify the benefit of skipping the kernel computation. However,
as noted in [9] the GeForce lineup of graphics card is only
suited for single precision floating point computation. On
such cards, double precision floating point computation may
run as much as 32 times slower which will probably favor
the use of a lookup table. On the Quadro card the double pre-
cision floating point computation is only 2 times slower than
the 32 bits computation so the use of a lookup table may not
be as advantageous. There are two ways to implement such
system for GPU using CUDA. The lookup table can either
be stored in global memory or in constant memory. The con-
stant memory is supposed to allow better cache access which
should give better performances. However, since the con-
stant memory is limited to a maximum of 64KB or 128KB
on recent architectures and even only 1000 sampling values
would already use 8KB or 16KB depending on the chosen
floating point precision. As mentioned earlier we use a cubic
spline for our kernel as commonly done in SPH frameworks.
As the cubic spline is relatively fast to compute, it may favor
the direct computationwhile heavier kernels such as a quintic
spline may lead to more advantageous results for the lookup
table. In our experiments, we use 3 different configurations :
direct kernel computation, lookup tables using global mem-
ory and lookup tables using constant memory. And similarly
to previous works, we use 1000 sampling points.

The results are shown in Table 4. We can see that the
results fit our expectations. On a GeForce 32 bits implemen-

tation, the use of the lookup table gives no reduction of the
computation time and even increases it by close to 25% if we
only use a global memory implementation. However, on the
double floating point precision implementation, the use of the
lookup table reduces the computation timeby around 33% for
both implementations.More surprisingly, the global memory
implementation was slightly faster than the constant mem-
ory one with a 64 bits implementation every time we run this
test. On the Quadro card, the impact of using a lookup table
is less important. Similarly to the GeForce card, in the single
floating point precision implementation, we also observe a
raise of the computation time if a lookup table using global
memory is used and no variation when using the constant
memory. This time however, the increase is less noticeable
(around 3%). As expected, the cost of using double floating
point precision computation being lower on Quadro cards,
the benefit of using the lookup table is also lower: 3% for
the global memory implementation and 8% for the constant
memory implementation.

To conclude on this experiment, we would recommend
to use a constant memory implementation if either double
floating precision or both precision are used since it does not
cost any computation time even if a single precision imple-
mentation is also used. However, if only the single precision
is of interest it is possible to save some constant memory
space with no computation cost by not using this optimiza-
tion. Seeing as the cubic spline is one of the simplest kernels
we can extrapolate our results by stating that if any more
complex kernels are used it is then recommended to use the
constant memory implementation regardless of the floating
point precision.

5 DFSPHwarm-start

In this experiment, we aim to study the impact of the
warm-start mechanism commonly used with the DFSPH
algorithm [6]. The warm-start mechanism is visible in the
algorithms of both the constant density solver (see Algo-
rithm 2, lines 3, 4 and 11) and the divergence-free solver (see
Algorithm 3, lines 3, 4 and 11). To visualize the importance
of warm-start, Fig. 4a shows the evolution over time of the
computation time per time-step in a dam-break scenario. We
can see the huge benefit brought by the warm-start resulting
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Fig. 4 a Computation time for each time-step during a dam-break with
and without warm-start. b Iteration count over time for each solver with
warm-start

in a global reduction of the computation time by a factor of 4.
However, we can notice that the warm-start can introduce a
certain level of instability in the duration of the time-steps. If
we look at the evolution of the number of iterations used for
the density and divergence solvers (see Fig. 4b), we can see
that the variations in computation time are due to variations
in the number of iterations used by both solvers. It is inter-
esting to note that those oscillations are not just some noise
as we can see that they have quite a large period (around 10
to 15 iterations). In the following section, we will try to eval-
uate the impact of those oscillations and see if we can reduce
them by changing the DFSPH parameters.

5.1 Instability in warm-start

The oscillations in the simulation time are problematic for
interactive applications. Indeed, each time the simulation
spikes the inter-activeness of the simulation will drop result-
ing in an inconsistent user interaction. However, as even
the shortest simulation step takes already more than 200ms
for 1.1M particles, interactive applications may be limited.
However, these oscillations create a cyclic compression–
decompression motion in the fluid. The amplitude of that

Fig. 5 a Evolution of the vertical component of the force on a sphere
immersed in a fluid at rest. b Normalized value of the force fy and
number of iterations of the divergence solver

motion is small, around 10–20% of the radius of the parti-
cles but it still generates significant instabilities to the forces
generated when a solid is interacting with the fluid. To illus-
trate that problem, we use another simulation where a sphere
is entirely immersed in a fluid at rest and we will study the
evolution of the sum of the forces applied by the fluid on
the sphere for each simulation step. We are using a sphere
with a radius of 0.5m making sure the solid particles used
to discretize the sphere are placed tangent to the surface
on the inside of the sphere so that the simulated volume is
close to correct. The force shows similar levels of instabil-
ity on all three dimensions but to simplify the visualization
of our results we only report the vertical component of the
force ( fy). Figure 5a shows a comparison of the evolution
of the force fy between implementations using warm-start
or not. We can see that the instability has extreme conse-
quences on the force applied by the fluid on the sphere. At
some time-step, the error on the force is around 100% of the
expected value. Also by normalizing the force and iteration
count values we can observe a nearly perfect fitting of the
evolution of both values (see Fig. 5b) illustrating their tight
dependence. The close fitting of the instability with the iter-
ation count leads us to believe that it is possible to improve
the stability of the current warm-start method by manipulat-
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Table 5 Results of the warm-start study for every tested configurations of the predictive–corrective algorithm

No warm-start Warm-start

Density threshold 0.1 0.01 0.1 0.01 0.005 0.0025 0.001 0.0001 0.1 0.01

Divergence threshold 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.01 0.01

Avg computation time 170 1046 82 165 218 308 400 898 188 196

Standard deviation (Fy) 247 4 2569 2512 2408 2464 2445 2496 2527 655

Iteration density 12.20 100.00 2.88 11.80 17.40 24.79 35.58 100.00 3.18 12.93

Iteration divergence 1.00 1.00 1.31 1.08 1.08 1.08 1.08 1.08 10.65 1.89

Warm-start

Density threshold 0.001 0.0001 0.1 0.01 0.001 0.1 0.01 0.001 0.0001 0.0001

Divergence threshold 0.01 0.01 0.001 0.001 0.001 0.0001 0.0001 0.0001 0.001 0.0001

Avg computation time 850 904 553 296 669 1095 1057 1560 1045 1776

Standard deviation (Fy) 702 854 1161 67 24 1198 39 25 36 55

Iteration density 78.44 100.00 2.67 14.43 59.47 2.66 13.23 57.56 100.00 100.00

Iteration divergence 1.20 1.42 56.92 10.49 4.62 100.00 100.00 100.00 9.11 100.00

Table 6 Standard deviation of the vertical component of the force
applied on a fully immersed sphere depending on the precision required
for the density and divergence solvers

Density divergence 0.1 0.01 0.001 0.0001

0.1 2568 2512 2444 2495

0.01 2526 655 701 853

0.001 1161 67 24 36

0.0001 1197 38 25 55

ing high-level parameters of the DFSPH algorithm. These
parameters would be the ones having the most impact on
the number of iterations of the predictive–corrective solvers,
such as the density and divergence thresholds (see Sect. 5.2)
or the minimum number of iterations for each solver (see
Sect. 5.3). The outcomes from such experiment are useful
when the fluid simulation is part of a larger simulation, when
the user only has access to the high-level parameters or when
the user has no knowledge or access to the inner working of
the fluid simulation.

5.2 Improving stability through precision

To study in detail the impact of the warm-start on the stability
of the forces produced by the fluid, we studied the possibil-
ity of improving the stability when using the warm-start by
increasing the required precision for the density solver or
the divergence solver. The results are presented in Table 5.
We first observe that trying to solve the problem of the vari-
ation of the number of iterations of the density solver by
setting a stricter density target does not work. Indeed, we
can see that even setting the target all the way to 0.0001%
does not improve the stability even though each time-step

required 100 iterations of the density solver with the force
still presenting a standard deviation of 50% of its average
value. This particular configuration illustrates very well the
negative impact of the warm-start. The number of iterations
of both solvers is the same as when the warm-start is not
used but the level of stability of the force is very different.
However, by modifying the desired precision of the diver-
gence solver we can improve the stability. Table 6 shows
the force stability for each combination of the two precision
parameters. Our first observation is that even when using a
precision of 0.0001% for both solvers (which requires 100
iterations for both solvers) it is still not possible to replicate
the same level of stability observed when the warm-start is
not used. Thismeans that if a high level of stability is required
for a simulation, i.e., where a fluid is interacting with solid
objects, not using a warm-start, implemented in its current
form,will produce better results than using it. However, if the
computation time is as important as the stability, not using
a warm-start is not a realistic option. Indeed, in Table 6, we
can see that any combination using at least 0.01% for the
density precision and 0.001% for the divergence precision
allows the forces standard deviation to stay close to 1% or
even below. In particular, that exact configuration offers sim-
ulation steps that are still 3 times faster than when not using
any warm-start. However, those parameters only give good
computation times because the fluid is at rest.We can see that
even with our initial 0.1% divergence target, the divergence
solver may require a large number of iterations at the start
of a dam-break simulation (see Fig. 4b). During our exper-
iments, we have observed that if there is a large amount of
turbulence or a global compression of the fluid (e.g., when
the fluid hits the opposite wall in a dam-break scenario), the
number of iterations of the divergence solver will increase.
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Table 7 Results for the study of the impact of forcing higher minimum iteration count for the divergence solver

No warm-start Warm-start

Density threshold 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.01 0.01 0.01 0.01

Divergence threshold 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

Min divergence iter 1 2 3 1 2 3 5 1 2 3 5

Avg computation time 170 173 182 82 101 113 134 165 214 223 240

Standard deviation (Fy) 247 4114 4012 2569 1525 2192 2192 2512 149 114 186

Iteration density 12.20 11.92 11.68 2.88 3.20 3.29 3.28 11.80 15.67 16.28 15.05

Iteration divergence 1.00 2.00 3.00 1.31 2.00 3.00 5.00 1.08 2.00 3.00 5.00

If we were to use an even more restrictive threshold, the sim-
ulation could require 100 iterations of the divergence solver
which would greatly increase the computation time. The best
solution to this problem would most likely be to use an adap-
tive threshold for each solver, with the threshold gettingmore
restrictive when there is a low amount of motion in the fluid.
However, we did not explore that solution yet.

5.3 Improving stability through iteration count

If we look once again at the evolution of the number of
iterations of each solver during the dam-break simulation
(see Fig. 4b), we can see that the divergence solver requires
only one iteration for many simulation steps. One iteration
is our minimum and is hard-coded in the solver. We can
see in Table 5 that when the fluid is at rest only simula-
tions with a threshold of 0.001% or lower use a significant
number of iterations. Since it reduces the standard devia-
tion to 1% while only using 10 iterations, it may be possible
to represent a pseudo-adaptive threshold by increasing the
minimum number of iterations of the divergence solver. The
results of this approach are presented in Table 7. We can see
that as expected increasing the minimum number of itera-
tions greatly improves the stability of the forces. Using at
least 2 divergence iterations reduces the standard deviation
of the forces from 50% to 3% when using our initial 0.01%
and 0.1% values and using at least 3 iterations reduces it to
2%. However, we can see that using a significantly higher
minimum number of iterations does not bring any further
improvement and may even reduce the stability. To illus-
trate the problem we ran two additional experiments. The
first one consisted in using a density threshold of 0.1%. We
observed that augmenting the minimum number of itera-
tions brought lower benefits, reducing the standard deviation
from 25% to 15% and using more iterations degraded the
force stability. By repeating this experiment without using
warm-start, we were able to see that any increase in the
minimum number of iterations augments the standard devi-
ation of the force. However, it is important to note that the
observed instability seemed significantly different from the

one observed when the warm-start is used. Indeed, as men-
tioned earlier the instability introduced by the warm-start
is of relatively low frequency. For example with our initial
0.01% and 0.1% parameters, each oscillation takes between
15 and 30 simulation steps. The observed instability when
not using warm-start is due to a very high-frequency noise.
In these experiments, the force varies between its highest and
lowest value at each simulation step.

Therefore, we would recommend, when using the current
warm-start implementation, keeping the original thresholds
of 0.01% and 0.1%while using aminimum of 3 iterations for
the divergence solver instead of theminimum of 1 used in the
SPlisHSPlasH library [5] when simulating solids interacting
with a fluid. If the stability if more important than the exe-
cution time, it is probable that deactivating the warm-start is
currently the best solution. However, if there is no solid in the
simulation using a minimum of 1 iteration allows for better
performancewith no real downside since the instability is not
large enough to generate noticeable artifacts on the scale of
the entire fluid. A better solution would be to find the values
for adaptive thresholds for both solvers. However, a better
approach would be to investigate why the current warm-start
approach introduces the instabilities.

6 Conclusion

In this paper, we have studied the impact of two general opti-
mizations on a GPU implementation of a SPH algorithm.
We showed that the use of a Morton curve for the sorting of
the particle data is not necessarily the best choice despite its
widespread use in recent SPH frameworks. In particular, we
showed that in our implementation using a simpleXYZcurve
while sorting the data at nearly every simulation step is the
best choice performance-wise.We also showed that the use of
a lookup table to access the kernel function values can greatly
reduce the computation time, particularly on double float-
ing point precision implementation. This result echoes the
results that were observed with multi-threaded CPU imple-
mentations in previous works. Finally, we showed that even
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though necessary to produce reasonable computation times,
the use of a warm-start mechanism in predictive–corrective
SPH algorithms, at least in its current conception, greatly
decreases the stability of the fluid, especiallywhen the fluid is
interactingwith solids.Althoughwe showed that it is possible
to reduce this instability to reasonable levels by increasing the
minimumnumber of iterations, it is only a temporary solution
that can still be used on systems where the fluid simulation is
already fully integrated. We would encourage future works
to study in detail the reason behind the instability brought by
the warm-start. Similarly, further works are still needed to
properly study the impact of the various space filling curves.
First, as noted in [3] the use of the space filling curves can
bring other advantages that a direct reduction of the compu-
tation times, such as a better compression rate. Secondly, our
conclusions may be limited to our current implementation
with our interleaved neighbors storage structure. Repetition
of these experiments in other GPU implementations, like
GPUSPHorDualSPHysics,wouldbe required for any further
conclusions. Finally, as we showed that the use of a precom-
puted space filling curve has a relatively low impact on the
computation time, even in our naive unoptimized implemen-
tation, using more complex space filling curves might bring
significant benefit to the simulation even if they cannot be
procedurally generated. Finally, we would like to note that
the studied optimizations are not specific to the mathemati-
cal discretization of the Navier–Stokes equations used in the
DFSPH algorithm. Instead, they relate to the memory usage
and the iterative schemes used for the pressure solver of the
SPH algorithm. As such, the outcomes of our work should
be applicable to any fluid simulation using similar iterative
schemes such as the PCISPH [27], the IISPH [20] or the
PBF [23] algorithms.

Supplementary Information The online version contains supplemen-
tary material available at https://doi.org/10.1007/s00371-021-02379-
w.
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