
The Visual Computer (2023) 39:297–318
https://doi.org/10.1007/s00371-021-02330-z

ORIG INAL ART ICLE

Adaptive tri-plateau limit tri-histogram equalization algorithm
for digital image enhancement

Abhisek Paul1

Accepted: 10 October 2021 / Published online: 2 November 2021
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2021

Abstract
Histogram equalization (HE) is one of themost important techniques for contrast enhancement of digital images. Conventional
HE methods persuade excessive enhancement, unnatural artifacts and brightness transform resulting abnormal and unusual
appearance. To solve such problems, a novel tri-plateau limit-oriented tri-histogram equalization technique is suggested for
digital image enhancement, where histogram of the input image is initially separated in three sub-histograms using separation
threshold parameters. Next, plateau limit criteria for sub-histograms are formulated using the average of the mean and the
median of each sub-histogram, and subsequently, a redistributed parameter is calculated and merged with each sub-histogram
to restrict over-enhancement. Finally, modified sub-histograms are equalized separately and the enhanced image is produced
by incorporating the images accomplished by the transformation function. Experimental results demonstrate that the proposed
technique efficiently enhances the contrast of images, while visual quality assessments and quantitative measures, like average
information content (AIC), feature similarity index measure (FSIM), multi scale structural similarity index measure (MS-
SSIM), visual saliency-induced index (VSI), and gradient magnitude similarity deviation (GMSD) effectively validate the
superiority of the proposed algorithm with respect to the other traditional state-of-the-art HE methods.

Keywords Histogram equalization · Plateau limit · Average information content · Contrast enhancement

1 Introduction

Image enhancement is one of the most important prereq-
uisites for facilitating image in multimedia information
retrieval [1–3]. In recent, different types of image enhance-
ment mechanisms are suggested, such as image de-noising
[4], image de-hazing [5–7], image sharpening [8], image
de-blurring [9], image fog removal [10], image filtering
[11], histogram stretching [12], image shadow removal [13],
image smoothing [14,15], histogram equalization [16–20].
Histogram equalization (HE) [16] is one of the simplest
and quickest methods in the area of brightness conserva-
tion and contrast improvement of digital images, where
using the probability density function of the input histogram,
image intensity is mapped to a dynamic range for contrast
improvement of digital images [16].However, a variety ofHE
methods are utilized for enhancing different types of images
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such as, underwater image [21], infrared (IR) image [22,23],
magnetic resonant imaging (MRI) [24], computed tomogra-
phy (CT) image [25], endoscopic image [26], heritage image
[27], satellite image [28].

Basically, HE shifts the mean intensity of the image
abruptly and causes extra artifacts.However, to diminish such
occurrences bi-HEorientedmethods like, brightness preserv-
ing bi-HE (BBHE) [29], dualistic sub-image HE (DSIHE)
[30], minimum mean brightness error bi-HE (MMBEBHE)
[31] are presented, where input histogram is divided in
two different sub-histograms using respective sub-histogram
separation criteria and equalized each sub-histogram inde-
pendently. Later, recursivemean separateHE (RMSHE) [32],
recursive sub-image HE (RSIHE) [33] schemes are sug-
gested, where histogram is divided using a recursive level r .
Initially, when r = 1 histogram separation is done using the
mean and themedian intensity of the input image forRMSHE
and RSIHE. Subsequently, BBHE and DSIHE methods are
applied in two sub-histograms for RMSHE and RSIHE,
respectively, and each sub-histogram is equalized indepen-
dently. Here, when r = 2, RMSHE and RSIHE are divided
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into four sub-histograms. In both of the methods, resultant
output produces miscellaneous artifacts.

In general, above-mentioned methods could not restrict
over-enhancement outcome.So, to restrict over-enhancement,
plateau limit (PL) or clip limit (CL) criteria for histogram
are recommended in bi-HE with a PL (BHEPL) [34], where
histogram is spit in two sub-histograms and PL mechanism
is applied in two sub-histograms before final independent
sub-histogram equalization. Chen and Nor [35] proposed
dynamic quadrants HE using plateau limit (DQHEPL)
method, where PL of four sub-histograms is based on the
mean of each sub-histogram, respectively. Then, modified
histograms are equalized autonomously. Similarly, in [36]
double plateau limit-based HE method is suggested, where
plateau limits are computed using multiple coefficients using
input histogram but could not enhance low-light or degraded
images efficiently. Another bi-HE-based method is proposed
in [18], where probability density values of an input his-
togram are selected for bisection threshold parameter. Here,
degradation of output is observed for dim and low-contrast
images. Modified histogram clipping using the difference of
histogram bins (MCDHB) is proposed in [37], where 15% of
threshold parameter is redistributed with clipped histogram,
and difference of the original histogram and the histogram of
the conventional HE is taken into consideration for six types
of adaptive PL criteria before the final HE process.

In recent, various quad-histogram-based HE methods are
proposed [38–40], where input histograms are subdivided
in four sub-histograms, using respective criteria and finally
equalized independently. These quad-based HE methods
provide brightness preservation of the input image quite pro-
ficiently, but could not enhance degraded or low-contrast
images very efficiently. In [20], combination of low dynamic
range (LDR) HE and Haar wavelet transform (HWT) is
used for local and global contrast enhancement of images.
Here, special inverse operation is done for regulating extra
enhancement in the construction phase. Recursion-oriented
multi-histogram clipping HE method is suggested in [41],
where histogram is separated in two or more sub-histogram
and six types of histogram clipping are considered for bright-
ness preservation and contrast enhancement. These types
of multi-plateau and multi-histogram equalization normally
increase computational complexity. Histogram division is
an important issue in multi-histogram equalization; in most
of the above-discussed methods, separation of histogram is
done in imbalanced range, such as over-extended or small-
spanning. To overcome such issue, Lin et al. [42] uttered
statistic separate tri-HE technique (SSTHE), where input his-
togram is split into clusters of three sub-histograms using
the mean brightness and the standard deviation (SD) of
the image, then each sub-histograms are equalized indepen-
dently. Here, SSTHE does not include clipping of histogram,

and subsequently, over enhancement in the output image can
be observed.

In [43], PL-based tri-HE method (PLTHE) is suggested
using the SD of the image, where middle sub-histogram
acquires maximum histogram pits and the average of the
mean and the median of the histogram is used as a plateau
limit, and finally, sub-histograms are equalized separately,
whereas first and the last sub-histograms often remain un-
clipped, and therefore, over-enhancement can be visible in
the output image. In [44], mean or median-based triple
dynamic clipped HE (TDCHEM) is proposed, where the
initial separation of the input histogram is made of two
parts using the median or the mean of the input image.
Then, the range of first sub-histogram is denoted from
minimum input image intensity to 66% of entire num-
ber of pixels in the upper sub-histogram, and the range
of second sub-histogram is indicated from first separation
point to 33% of entire number of pixels in the lower sub-
histogram, and the range of third sub-histogram is indicated
from second separation point to maximum level of input
image intensity. However, the output of this method cre-
ates unwanted artifacts and over-enhancement due to the
mapping of partitions into dynamic ranges abruptly. Zarie
et al. [45] proposed SD-based triple clipped dynamic HE
method (TCDHESD), where histogram of input image is
separated into three pieces with nearly equal amount of
pixels based on the SD of the input image, and subse-
quently, the PL of each sub-histogram is done using themean
of each sub-histogram. In TCDHESD, the desired output
become slightly over-enhanced, and few visible artifacts are
observed due to mapping of sub-histograms in new dynamic
ranges.

Motivated from the various tri-HE base methods, spe-
cially PLTHE method and various PL criteria of histogram
as discussed above, in this paper, we have suggested a
novel tri-plateau limit tri-HE method, where input his-
togram is separated in three sub-histograms using sepa-
ration threshold parameter, and individual sub-histogram
plateau limit criteria is included to compute tri-plateau
sub-histograms. Later, redistribution of clipped portion is
done to sub-histogram, and finally, modified sub-histograms
are equalized separately to achieve the enhanced out-
put.

Contributions of this paper are given as follows:

1. Histogram of the input image is divided in three sub-
histograms, and histogram division mechanism is pre-
pared using threshold parameters, which are generated
using standard deviation of the input image. In PLTHE
[43] method, for most of the images, the initial and the
last sub-histograms, i.e., two boundary sub-histograms
remain very small and negligible, because calculation
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of threshold parameters does not include the maxi-
mum and the minimum intensity of the image. Here, in
this proposed method, the maximum and the minimum
intensity of the image is considered for two boundary
sub-histogram generation.

2. In histogram modification criteria, sub-histograms are
clipped using individual plateau limit criteria, where
the average of the mean and the median of the indi-
vidual sub-histogram is considered as plateau limit.
Clipped sub-histograms are redistributed using redistri-
bution parameter, which is formulated using the clipped
pixels of the histogram.

3. In performance analysis, various recent trend HE meth-
ods are preferred, out of which tri-HE methods, like
SSTHE [42], PLTHE [43], TDCHEM [44], and TCD-
HESD [45], are also considered. For quantitative assess-
ment, average information content (AIC) [46], feature
similarity index metric (FSIM) [47], multi-scale struc-
tural similarity index measure (MS-SSIM) [48], visual
saliency induced index (VSI) [49], and gradient magni-
tude similarity deviation (GMSD) [50] are considered.
Images with diverse image features from various well-
known data-sets, like USC-SIPI image data-set [51],
Kodak image data-set [52], CSIQ image data-set [53],
and Berkeley image data-set [54] are selected. Quanti-
tative results of various HE methods for more than 550
images are represented as graphical and tabular forms
considering image data-sets [52–54] .

The remaining part of this paper is organized as follows:
Sect. 2 describes the proposed adaptive tri-plateau limit tri
histogram equalization method, Sect. 3 demonstrates exper-
imental results and analysis, and finally, Sect. 4 represents
conclusions.

2 Proposedmethod

Conventional histogram equalization amplifies the contrast
of an image by stretching the histogram as wide as possible
to a specified range. For a given image I , the histogram H(i)
for intensity level i is defined as

H(i) = ni f or i = 0, 1, 2, ...(L − 1), (1)

where L is the maximum range of gray level, (256 for an
8-bit image, 0 to 255). Here, ni is the number of pixels of the
image whose intensity level is i . Here, N is the total number
of pixels in the image, and it is shown as:

N =
L−1∑

i=0

H(i). (2)

Figure 1 demonstrates partition and modification mecha-
nism of input histogram for the proposed method.

Initially, the input histogram is split into three sub-
histograms using two threshold parameters XL and XU ,
which are given as follows:

{
XL = X0 + SD

XU = Xm − SD,
(3)

where SD is the standard deviation [42] of the input image,
and X0 and Xm are the minimum and the maximum inten-
sities of the input image, respectively. Three sub-histograms
are denoted as HL , HM , and HU , and their corresponding
range of intensities is from0 to XL , XL+1 to XU , and XU+1
to L −1, respectively. However, loss of contact between two
sub-histograms can create artifacts, so lower sub-histogram
ends in XL intensity and middle sub-histogram starts in

Fig. 1 Partition and
modification criteria of
histogram for the proposed
algorithm
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Fig. 2 Example of the proposed method: (a) Original image, (b) Histogram modification for the proposed method, (c–e) Three sub-histograms for
the proposed method, (f–h) Clipped sub-histograms, and (i–k) Redistributed sub-histograms

XL + 1 intensity. In the same way, middle sub-histogram
ends in XU intensity and upper sub-histogramstarts in XU+1
intensity, respectively.

Figures 2 and 3 clearly illustrate the proposed method
graphically, where the input image, histogram of the input
image, histogramdivision, sub-histogrammodification, prob-
ability density function, cumulative probability density func-

tion, transformation function for input-outputmapping curve,
and output image are shown.

To restrict over-enhancement,most of theHE-basedmeth-
ods use the mean or the median as a plateau limit. Basically,
the mean and the median are alike in symmetrical data-
distribution. If the data are not symmetrically distributed
(positively skewed/negatively skewed), then the mean and
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Fig. 3 (Fig. 2 continued): for three sub-histograms (a–c) Probability
distributions, (d–f Cumulative probability distributions (g–i) Input-
output mapping curves, (j–l) Three sub-images from mapping curves,

(m) Output image, and (n) Transformation function (merging three
mapping curves) for the proposed method
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median are not equal. This proposed method gives the flex-
ibility to deal with these variations in the data-distribution,
and it is achieved by the average of the median and the mean
of the individual sub-histogram for choosing the plateau limit
threshold parameters. These parameters are formulated as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

PLL = mean[HL(i)] + median[HL(i)]
2

f or 0 ≤ i ≤ XL

PLM = mean[HM (i)] + median[HM (i)]
2

f or XL + 1 ≤ i ≤ XU

PLU = mean[HU (i)] + median[HU (i)]
2

f or XU + 1 ≤ i ≤ L − 1.

(4)

Plateau limit sub-histograms are generated using plateau
limit thresholdparameters, and thesemodified sub-histograms
are computed as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

HPL(i) =
{
PLL if H(i) ≥ PLL

H(i) if H(i) < PLL
f or 0 ≤ i ≤ XL

HPM (i) =
{
PLM if H(i) ≥ PLM

H(i) if H(i) < PLM
f or XL + 1 ≤ i ≤ XU

HPU (i) =
{
PLU if H(i) ≥ PLU

H(i) if H(i) < PLU
f or XU + 1 ≤ i ≤ L − 1.

(5)

Plateau limit sub-histograms are combined as

HT PL = HPL ∪ HPM ∪ HPU . (6)

Next, the total number of clipped pixels can be represented
as the histogram, HS and this is formulated as

HS(i) = H(i) − HT PL(i) f or 0 ≤ i ≤ L − 1. (7)

In this proposed approach, a redistributed parameter
is merged with plateau limit sub-histograms to cut down
over-enhancement and provide clear visualization, and this
redistributed parameter is calculated as

R = mean[HS] + median[HS]
2

. (8)

This proposed method also provides the flexibility to the
redistribution parameter. The mean or the median of the
clipped portion is not taken directly as a redistributed param-
eter. Here, it is achieved by the average of the median and
the mean of the clipped portion from the input histogram.

Now, using redistributed parameter, redistributed sub-
histograms are computed as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

HRL (i) =
{
HPL (i) if HPL (i) < 1

HPL (i) + R if HPL (i) ≥ 1
f or 0 ≤ i ≤ XL

HRM (i) =
{
HPM (i) if HPM (i) < 1

HPM (i) + R if HPM (i) ≥ 1
f or XL + 1 ≤ i ≤ XU

HRU (i) =
{
HPU (i) if HPU (i) < 1

HPU (i) + R if HPU (i) ≥ 1
f or XU +1≤ i≤L−1.

(9)

Here, redistributed parameter is merged with non-empty
histogram bins. Generally, for low contrast image, a very
small amount of non-empty histogram bins are present. If
redistributed parameter is merged with all histogram bins
comparatively less enhanced image is formed. Whereas, if
non-empty histogram bins are selected for merging the redis-
tributed parameter than comparatively well enhanced image
can be achieved. A demonstration of such phenomenon is
shown in Fig. 4

Probability density functions (PDFs) of redistributed sub-
histograms are PDL , PDM and PDU , which are computed
as

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

PDL(i) = HRL (i)
NL

f or 0 ≤ i ≤ XL

PDM (i) = HRM (i)
NM

f or XL + 1 ≤ i ≤ XU

PDU (i) = HRU (i)
NU

f or XU + 1 ≤ i ≤ L − 1.

(10)
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Fig. 4 Example of the effect of
adding redistribution parameter.
(a) low contrast input image, (b)
output of the proposed method,
where the redistribution
parameter is added with all
histogram bins, (c) output of the
proposed method, where the
redistribution parameter is
added only with non-empty
histogram bins. (d–f) histogram
of (a–c), respectively, where
vertical axis indicates number of
pixels and horizontal axis
indicates image intensity

(a)                                             (b)                                 (c) 

(d)                                               (e)                                 (f) 

where NL , NM , and NU are total number of pixels in redis-
tributed sub-histograms HRL , HRM , and HRU , respectively.
Finally, the transformation function is calculated as

TF (i) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

XL × ∑XL
i=0 PDL (i) f or 0 ≤ i ≤ XL

(XL + 1) + (XU − (XL + 1)) × ∑XU
i=XL+1 PDM (i)

f or XL + 1 ≤ i ≤ XU

(XU + 1) + ((L − 1) − (XU + 1)) × ∑L−1
i=XU+1 PDU (i)

f or XU + 1 ≤ i ≤ L − 1.

(11)

Transformation function TF represents the desired mapping
function for the proposed algorithm. Here, variable k is used
to calculate cumulative probability till k-th intensity.

Detail steps of the proposed method are given as follows:

1. Histogram, H(i) is formed from the input image.
2. Histogram separation threshold parameters, XL and XU ,

are calculated using Eq. 3.
3. Three sub-histograms, HL , HM , and HU are formed

using histogram separation threshold parameters, where
corresponding ranges of intensities for sub-histograms
are from 0 to XL , XL + 1 to XU , and XU + 1 to L − 1,
respectively.

4. Plateau limit parameters, PLL , PLM and PLU , are cal-
culated for three sub-histograms using Eq. 4.

5. Plateau limit sub-histograms, HPL , HPM and HPU , are
formulated as shown in Eq. 5.

6. Plateau limit sub-histograms are combined and sub-
tracted from the original histogram to generate the

histogram of clipped pixels using Eqs. 6 and 7, where
HT PL is the combination of plateau sub-histograms and
HS is the histogram of clipped pixels.

7. Redistribution parameter, R, is calculated using Eq. 8.
8. Modified sub-histograms are formulated using the redis-

tribution parameter, as shown in Eq. 9.
9. After that probability density functions (PDFs) of modi-

fied sub-histograms are given as PDL , PDM , and PDU ,
as shown in Eq. 10.

10. Next, transformation function TF is formulated using Eq.
11 for the proposed method, where cumulative PDFs are
used for respective sub-histogram equalization. Finally,
image intensities are rounded to the nearest integer.

3 Experimental results and analysis

To evaluate performance of the proposed method, state-of-
the-art algorithms likeSSTHE [42],DQHEPL [35],MCDHB
[37], PLTHE [43], TDCHEM [44], and TCDHESD [45]
are compared. Quantitative and qualitative assessments are
accomplished using MATLAB environment with windows
10 operating system, Intel core i5 (3.6GHz), and 8 GB
RAM. Here, gray-scale images are taken directly for experi-
ments, whereas for color images, the input image is converted
from RGB to YUV color space. Different HE algorithms are
applied only on the Y component, and quantitative results
of different HE methods are applied on Y component only,
where U and V color components are unchanged. After
applying any HE technique to Y component, YUV to RGB
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conversion is done [16]. Images are selected from various
image data-sets, like USC-SIPI image data-set [51], Kodak
image data-set [52], CSIQ image data-set [53], and Berke-
ley image data-set [54], where quantitative results of images
from three data-sets [52–54] are symbolized in graphical and
tabular forms.

3.1 Quantitative assessment

In quantitative assessment, quantitative measures like AIC
[46], FSIM [47], MS-SSIM [48], VSI [49], and GMSD [50]
are considered. In recent, these quantitative measures are
highly used in different image enhancement methods [55–
59] for quantitative evaluations.

3.1.1 AIC

AIC or average information content represents total informa-
tion content in an image [46]. The AIC is defined as:

AIC = −
L−1∑

i=0

P(i) log2 P(i), (12)

where probability density function of an image is P(i) at
intensity point i and L is the maximum image intensity level.
Larger value of AIC indicates more information content.

3.1.2 FSIM

Feature similarity index metric or FSIM demonstrates the
overall similarity between the input image m1 and the
enhanced image m2. Phase congruence for m1 and m2 is
described as P1 and P2, respectively. SLS(i) provides the
local similarity of m1(i) and m2(i) at i pixel position. Max-
imum of P1(i) and P2(i) is denoted as Pm(i). Entire image
in spatial domain is denoted as �. FSIM outcome between
m1 and m2 is formulated as:

FSI M =
∑

i⊂� SLS(i).Pm(i)
∑

i⊂� Pm(i)
. (13)

FSIM output is between 0 and 1, and higher value indicates
greater enhancement.

3.1.3 MS-SSIM

Multi-scale structural similarity index measure or MS-SSIM
is suggested byWang et al. [48]. General structural similarity
index [48] between signal x and y is as follows:

GSSI M = [l(x, y)]α[c(x, y)]β [s(x, y)]γ , (14)

where luminance, contrast, and structure factors of the image
are denoted as [l(x, y)], [c(x, y)], and [s(x, y)], respectively,
where α, β, and γ are used to define the relative importance
of three components. MS-SSIM is defined as follows:

MS − SSI M = [lM (x, y)]αM .

M∏

j=1

[c j (x, y)]β j [s j (x, y)]γ j .

(15)

Here, [c j (x, y)] and [s j (x, y)] are computed at j-th scale and
only luminance comparison [l(x, y)] is calculated inM scale
as shown in Eq. (15). Larger value of MS-SSIM confirms
superior image quality.

3.1.4 VSI

Visual saliency index or VSI of input image m1 and output
image m2 is described as Vs1 and Vs2, respectively. SLS(i)
provides the local similarity of m1(i) and m2(i) at i pixel
position.MaximumofVs1(i) andVs2(i) is denoted asVmx (i).
Entire image in spatial domain is denoted as�. Higher value
of VSI indicates greater enhancement. VSI outcome between
m1 and m2 is formulated as:

V SI =
∑

i⊂� SLS(i).Vmx (i)∑
i⊂� Vmx (i)

. (16)

3.1.5 GMSD

Xue et al. [50] established an image quality measure-
ment metric called gradient magnitude similarity deviation
(GMSD). Standard deviation of gradient magnitude similar-
ity (GMS) at each pixel of an image is called as GMSD. In
the mathematical formulation, Mm1 and Mm2 are the mag-
nitudes of gradients of the input image m1 and the distorted
image m2, respectively, at i pixel location, where C is a pos-
itive constant. Mean of GMS (GMSM) is used to formulate
GMSDwith total pixel number PX as shown in Eqs. (17) and
(18). Equation (19) gives the calculation for GMSD.

GMS(i) = 2Mm1(i).Mm2(i) + C

M2
m1(i).M

2
m2(i) + C

. (17)

GMSM = 1

PX

PX∑

i=1

(GMS(i))2. (18)

GMSD =
(

1

PX

PX∑

i=1

(GMS(i) − GMSM)2
)1/2

. (19)

Lower value of GMSD explains less distortion in image
quality so that the visual perception is better.

Tables 1 and 2 represent output of various quantitative
metrics for different HE methods, where fifteen test images
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Table 1 Performance evaluation of contrast enhancement algorithms

Image Metric SSTHE DQHEPL MCDHB PLTHE TDCHEM TCDHESD Proposed
2009 [42] 2010 [35] 2019 [37] 2018 [43] 2018 [44] 2019 [45]

Hawks AIC 5.649 5.653 5.409 5.754 5.688 5.689 5.774

FSIM 0.876 0.865 0.816 0.942 0.829 0.848 0.981

MS-SSIM 0.921 0.867 0.651 0.888 0.774 0.853 0.972

VSI 0.939 0.965 0.965 0.988 0.963 0.9867 0.995

GMSD 0.118 0.079 0.119 0.038 0.098 0.098 0.016

Buffalo AIC 5.104 5.121 5.021 5.243 5.0115 5.172 5.260

FSIM 0.716 0.610 0.419 0.688 0.573 0.648 0.894

MS-SSIM 0.718 0.599 0.312 0.659 0.634 0.597 0.890

VSI 0.881 0.853 0.750 0.912 0.837 0.881 0.976

GMSD 0.227 0.200 0.234 0.146 0.197 0.203 0.057

Moon AIC 4.502 4.472 3.980 4.702 4.668 4.664 4.714

FSIM 0.788 0.797 0.521 0.830 0.731 0.792 0.938

MS-SSIM 0.928 0.837 0.541 0.745 0.707 0.806 0.911

VSI 0.948 0.936 0.781 0.943 0.895 0.923 0.986

GMSD 0.094 0.142 0.246 0.142 0.187 0.162 0.059

Tiffany AIC 6.449 6.535 6.283 6.582 6.517 6.609 6.584

FSIM 0.856 0.921 0.808 0.885 0.908 0.886 0.945

MS-SSIM 0.843 0.913 0.760 0.849 0.893 0.862 0.924

VSI 0.933 0.966 0.935 0.963 0.962 0.956 0.985

GMSD 0.201 0.103 0.114 0.094 0.111 0.125 0.046

Lady AIC 5.251 5.260 5.217 5.477 5.462 5.461 5.502

FSIM 0.876 0.942 0.609 0.952 0.878 0.971 0.973

MS-SSIM 0.920 0.949 0.559 0.961 0.914 0.974 0.980

VSI 0.974 0.985 0.853 0.989 0.974 0.990 0.991

GMSD 0.076 0.054 0.251 0.042 0.085 0.027 0.024

Child AIC 6.946 7.015 6.841 7.047 7.026 7.037 7.013

FSIM 0.924 0.945 0.903 0.977 0.913 0.912 0.981

MS-SSIM 0.936 0.953 0.888 0.976 0.906 0.905 0.982

VSI 0.972 0.981 0.970 0.993 0.969 0.970 0.995

GMSD 0.065 0.040 0.071 0.012 0.048 0.052 0.015

Gate AIC 6.948 7.051 7.093 7.070 7.083 7.062 7.041

FSIM 0.918 0.926 0.952 0.934 0.923 0.926 0.988

MS-SSIM 0.894 0.912 0.943 0.916 0.899 0.905 0.987

VSI 0.960 0.971 0.988 0.982 0.976 0.977 0.997

GMSD 0.106 0.087 0.032 0.045 0.063 0.056 0.009

Kangroo AIC 6.787 6.858 6.590 6.889 6.847 6.846 6.895

FSIM 0.859 0.881 0.831 0.913 0.864 0.880 0.950

MS-SSIM 0.877 0.894 0.788 0.901 0.864 0.884 0.944

VSI 0.946 0.957 0.932 0.965 0.949 0.955 0.979

GMSD 0.106 0.082 0.100 0.030 0.076 0.066 0.021

Pyramid AIC 6.200 6.309 5.972 6.340 6.287 6.306 6.367

FSIM 0.890 0.885 0.697 0.906 0.819 0.832 0.961

MS-SSIM 0.950 0.923 0.655 0.927 0.855 0.885 0.969

VSI 0.976 0.972 0.908 0.978 0.954 0.957 0.991

GMSD 0.080 0.070 0.175 0.049 0.111 0.108 0.022
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Table 1 continued

Image Metric SSTHE DQHEPL MCDHB PLTHE TDCHEM TCDHESD Proposed
2009 [42] 2010 [35] 2019 [37] 2018 [43] 2018 [44] 2019 [45]

Family AIC 5.600 5.752 5.579 5.810 5.765 5.770 5.815

FSIM 0.909 0.937 0.951 0.973 0.939 0.952 0.990

MS-SSIM 0.875 0.915 0.932 0.956 0.914 0.935 0.986

VSI 0.971 0.977 0.990 0.992 0.978 0.982 0.998

GMSD 0.100 0.082 0.070 0.032 0.070 0.053 0.015

Table 2 Performance evaluation of contrast enhancement algorithms

Image Metric SSTHE DQHEPL MCDHB PLTHE TDCHEM TCDHESD Proposed
2009 [42] 2010 [35] 2019 [37] 2018 [43] 2018 [44] 2019 [45]

Airplane AIC 6.470 6.588 6.318 6.675 6.619 6.686 6.700

FSIM 0.902 0.948 0.818 0.958 0.956 0.965 0.971

MS-SSIM 0.916 0.954 0.794 0.963 0.952 0.962 0.964

VSI 0.973 0.985 0.948 0.990 0.986 0.987 0.994

GMSD 0.087 0.057 0.164 0.056 0.033 0.023 0.032

Kodim02 AIC 5.211 5.390 5.193 5.481 5.316 5.335 5.516

FSIM 0.843 0.799 0.570 0.818 0.799 0.893 0.951

MS-SSIM 0.868 0.805 0.398 0.830 0.890 0.912 0.955

VSI 0.957 0.947 0.793 0.940 0.946 0.976 0.988

GMSD 0.111 0.141 0.259 0.094 0.135 0.075 0.027

Dragonfly AIC 6.176 6.330 6.011 6.363 6.275 6.317 6.401

FSIM 0.918 0.876 0.668 0.932 0.858 0.877 0.974

MS-SSIM 0.942 0.875 0.614 0.931 0.847 0.872 0.972

VSI 0.973 0.958 0.887 0.980 0.952 0.960 0.992

GMSD 0.071 0.086 0.192 0.040 0.088 0.90 0.016

Hills AIC 6.667 6.739 6.600 6.785 6.771 6.778 6.835

FSIM 0.855 0.929 0.890 0.949 0.962 0.955 0.980

MS-SSIM 0.921 0.972 0.950 0.978 0.963 0.966 0.988

VSI 0.958 0.983 0.967 0.989 0.992 0.991 0.996

GMSD 0.077 0.035 0.057 0.023 0.024 0.032 0.011

Girl AIC 7.122 7.213 7.093 7.238 7.207 7.206 7.244

FSIM 0.938 0.964 0.959 0.965 0.950 0.954 0.979

MS-SSIM 0.963 0.979 0.956 0.976 0.958 0.969 0.982

VSI 0.981 0.990 0.987 0.990 0.986 0.987 0.994

GMSD 0.067 0.034 0.048 0.030 0.044 0.037 0.019

(Tiffany,Kodim02,Moon,Dragonfly,Girl, Airplane,Hawks,
Hills, Buffalo, Lady, Child, Gate, Kangaroo, Pyramid, and
Family) are considered. Figure 5 is showing these test images,
which are of diverse image features like different contrast and
brightness from various well-known image data-sets ( [51],
[52], [53], [54]). The best result is shown in boldface, and
the second best result is specified using underline for Tables
1, 2 and 3.

From Tables 1 and 2, it is clearly observed that the pro-
posed method provides the best AIC values for all images

except Tiffany, Child and Gate images, where the proposed
method gives the second best result of AIC for Tiffany image.
Proposed method offers the best FSIM and VSI results for all
fifteen images. Suggested method delivers the highest MS-
SSIM results for all images except Moon, Tiffany, and Gate
images, where the next best values of MS-SSIM for these
three images are given by the proposedmethod. ExceptChild
and Airplane images, the proposed method demonstrates the
best GMSD values for all images, where the second best
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Fig. 5 Images from different data-sets for experimental analysis

value for Child and Airplane images are represented by the
proposed method.

Box plot for different quantitative measures using differ-
ent HE methods for various data-sets such as Kodak [52],
CSIQ [53], Berkeley [54] is shown in Fig. 6, 7 and 8, respec-
tively, where outcome of three best methods is marked as
blue. It is observed that the proposed method provides supe-
rior performance with respect to the other techniques.

Table 3 illustrates average results of different quantita-
tive metrics for various HEmethods on different well-known
image data-sets [52–54]. Here, except AIC metric of CSIQ

[53] data-set, the proposed method shows the best perfor-
mance for rest of the entities.

Table 4 represents the average computation timeof various
methods for different image data-sets (Kodak image data-
set [52] (24 images of size 768 × 512 pixels), CSIQ image
data-set [53] (30 images of size 512 × 512 pixels), Berke-
ley image data-set [54] (500 images of size 481 × 321 or
321× 481 pixels)). Here, DQHEPL takes much higher time
due to quad histogram separation, whereas MCDHB takes
reasonably longer time due to multiple plateau limit opera-
tions. The suggested method is computationally capable, and
it is appropriate for real-time applications.

3.2 Visual assessment

In visual assessment, seven test images (Hawks, Buffalo,
Kodim02, Moon, Hills, Airplane and Tiffany ) are taken into
consideration from different image data-sets ( [51], [52],
[54]).

Figure 9 shows a low contrastHawks image and output of
different HE methods, where SSTHE provides an erroneous
outcome in the middle of the image, and DQHEPL illus-
trates a little better output, but extra artifacts can be visible.
MCDHB furnishes over-enhanced result with extra dark pix-
els. PLTHE does improve well, but a few pixels are washed
out in the feather area of the large hawk as shown in the
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Fig. 6 Box plot for different quantitative measures using different HE methods for Kodak [52] data-set, where outcome of three best methods is
marked as blue

123



308 A. Paul

SS
TH
E

DQ
HE
PL

M
CD

HB

PL
TH
E

TD
CH

EM

TC
DH

ES
D

Pr
op
os
ed

5.5

6

6.5

7

7.5

AIC

SS
TH
E

DQ
HE
PL

M
CD

HB

PL
TH
E

TD
CH

EM

TC
DH

ES
D

Pr
op
os
ed

0.8

0.9

1

FSIM

SS
TH
E

DQ
HE
PL

M
CD

HB

PL
TH
E

TD
CH

EM

TC
DH

ES
D

Pr
op
os
ed

0.2

0.4

0.6

0.8

1

MS-SSIM

SS
TH
E

DQ
HE
PL

M
CD

HB

PL
TH
E

TD
CH

EM

TC
DH

ES
D

Pr
op
os
ed

0.8

0.9

1

VSI

SS
TH
E

DQ
HE
PL

M
CD

HB

PL
TH
E

TD
CH

EM

TC
DH

ES
D

Pr
op
os
ed

0

0.1

0.2

0.3

0.4

GMSD

Fig. 7 Box plot for different quantitative measures using different HE methods for CSIQ [53] data-set, where outcome of three best methods is
marked as blue
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Fig. 8 Box plot for different quantitative measures using different HE methods for Berkeley [54] data-set , where outcome of three best methods
is marked as blue
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Table 3 Performance evaluation of variousmethods, where the average values of different quantitativemetrics are shown for various image data-sets

Image Metric SSTHE DQHEPL MCDHB PLTHE TDCHEM TCDHESD Proposed
data-set 2009 [42] 2010 [35] 2019 [37] 2018 [43] 2018 [44] 2019 [45]

Kodak AIC 6.926 7.024 6.882 7.047 7.012 7.042 7.068

data-set [52] FSIM 0.933 0.958 0.924 0.969 0.948 0.953 0.974

MS-SSIM 0.939 0.961 0.903 0.972 0.947 0.954 0.974

VSI 0.978 0.987 0.974 0.990 0.984 0.985 0.992

GMSD 0.070 0.042 0.069 0.027 0.049 0.043 0.024

CSIQ AIC 6.845 6.962 6.841 6.981 6.964 6.986 6.985

data-set [53] FSIM 0.951 0.973 0.931 0.977 0.962 0.968 0.984

MS-SSIM 0.9521 0.943 0.913 0.977 0.957 0.968 0.985

VSI 0.984 0.983 0.979 0.992 0.988 0.989 0.995

GMSD 0.051 0.045 0.069 0.023 0.035 0.032 0.015

Berkeley AIC 6.975 7.046 6.941 7.089 7.082 7.087 7.103

data-set [54] FSIM 0.920 0.956 0.908 0.966 0.947 0.951 0.974

MS-SSIM 0.938 0.962 0.900 0.968 0.946 0.950 0.977

VSI 0.972 0.984 0.967 0.988 0.983 0.984 0.992

GMSD 0.072 0.042 0.073 0.028 0.044 0.043 0.024

Table 4 Average computational time (in sec) of various algorithms for different image data-sets

Image SSTHE DQHEPL MCDHB PLTHE TDCHEM TCDHESD Proposed
data-set 2009 [42] 2010 [35] 2019 [37] 2018 [43] 2018 [44] 2019 [45]

Kodak [52] 0.0749 0.1999 0.1641 0.0885 0.0729 0.1563 0.1393

CSIQ [53] 0.0672 0.0911 0.1172 0.0563 0.0443 0.0615 0.0896

Berkeley [54] 0.0232 0.0448 0.0574 0.0233 0.0240 0.0238 0.0332

cropped section. TDCHEM and TCDHESD supply almost
alike output with some artifacts in the background region.
Suggested scheme furnishes clear enhanced result with well-
visualized background and foreground regions.

In Fig. 10, products of various HEmethods are given for a
slightly low contrast and dim Buffalo image, where SSTHE
shows enhanced product with a fewwhite and gloomy pixels.
MCDHB gives over-enhanced output with a few extremely
dark pixels. DQHEPL, TDCHEM, and TCDHESDgive alike
result with added dark pixels in the head region of the buf-
falo, but the water region is lightly well enhanced. PLTHE
provides a well-enhanced outcome in most of the region of
the image, but a few dark regions can be observed around the
head area. Our recommended technique illustrates the best
visualization concerning the other methods.

From the output results of various HE methods, as shown
in Fig. 11, it is observed that our projected scheme not only
restricts unwanted over-enhancement but also provides clear

details with well-enhanced output concerning to the other
methods.

For the Moon image, as shown in Fig. 12, SSTHE pro-
duces well-improved output with few artifacts in the middle
region of the image. DQHEPL, TDCHEM, and TCDHESD
give significantly better-enhanced outcome, but a few areas
around themoon region get slightly over-enhanced.MCDHB
algorithm offers over-enhanced result around the moon and
sky regions. PLTHE can perform well but, minor pixels are
washed-out around the moon region. The suggested scheme
illustrates the best output with properly detailed enhance-
ment.

Hills image and output of a diverse HE schemes are pro-
vided in Fig. 13, where SSTHE andDQHEPL present similar
erroneous outcome, especially in the sky regions. MCDHB
demonstrates extra dark pixels in the sky regions. PLTHE
and TCDHESD give similar result with a few dark and erro-
neous pixels in the sky regions. TDCHEM shows dull and
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Original SSTHE
(Lin et al. 2009)

DQHEPL
(Ooi et al. 2010)

MCDHB
(Kandhway et al. 2019)

PLTHE
(Paul et al. 2018)

TDCHEM
(Zarie et al. 2018)

TCDHESD
(Zarie et al. 2019)

Proposed

Fig. 9 Hawks image and output of SSTHE [42], DQHEPL [35], MCDHB [37], PLTHE [43], TDCHEM [44], TCDHESD [45], and Proposed
method

low-contrast outcome. Our suggested technique produces the
best product with clear visualization.

Figure 14 provides different results for the Airplane
image. Here, SSTHE, TDCHEM, and TCDHESD present
alike dull and low-contrast outcome. DQHEPL and PLTHE
deliver similar result, where a few regions of plane and sky
remain lightly dark.MCDHBprovides extra dark regions and
unwanted artifacts. Proposed method shows well-enhanced
output, though few portion in the background get over-
enhanced, but cropped section effectively justifies the supe-
rior outcome. Moreover, the histogram of output image is
nicely distributed in dynamic intensity regions.

Figure 15 presents variousHE outcomes ofTiffany image,
where SSTHE gives extra dark pixels in the background
region.DQHEPL, PLTHE, andTCDHESD show similar out-
come, but few areas of head region remain dull and gloomy.
MCDHB shows unwanted dark pixels over the whole region
of the image. Background of TDCHEM is slightly over-

enhanced with extra artifacts. Proposed scheme provides
well-enhanced output with clear visualization with respect
to the other methods.

A cropped portion is demonstrated for each image in Fig.
9, 10, 11, 12, 13, 14, 15. In Figs. 14 and 15, histogram of
various HE methods is presented, where vertical axis indi-
cates number of pixels and horizontal axis indicates image
intensity. In Fig. 15, for each histogram, red, green, and blue
color components are shown by red, blue, and green colors,
respectively.

Figures 9, 10, 11, 12, 13, 14, 15 demonstrate visual
representation of different HE methods for various images
(Hawks, Buffalo, Kodim02, Moon, Hills, Airplane and
Tiffany) consideringYUV color space [60]. Apart fromYUV
color space, various other color spaces [21,56,60–62] are
utilized in image enhancement techniques. HSV [21] color
space is one of them. Here, an example of HSV color space
using different HEmethods for two images (Girl andHawks)
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Original SSTHE
(Lin et al. 2009)

DQHEPL
(Ooi et al. 2010)

MCDHB
(Kandhway et al. 2019)

PLTHE
(Paul et al. 2018)

TDCHEM
(Zarie et al. 2018)

TCDHESD
(Zarie et al. 2019)

Proposed

Fig. 10 Buffalo image and output of SSTHE [42], DQHEPL [35], MCDHB [37], PLTHE [43], TDCHEM [44], TCDHESD [45], and Proposed
method

are shown in Fig. 16. Here, SSTHE and DQHEPL per-
formwell, butMCDHB, TDCHEM, and TCDHESD provide
extra artifacts. PLTHE provide comparatively well-enhanced
output. The proposed method provides the best outcome
comparing other techniques.

Visual outcomes andquantitative results positively authen-
ticate the superiority of the suggested technique; however,
our proposed technique would be extended by establishing
a parallel processing technology to minimize the computa-
tional time.
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Original SSTHE
(Lin et al. 2009)

DQHEPL
(Ooi et al. 2010)

MCDHB
(Kandhway et al. 2019)

PLTHE
(Paul et al. 2018)

TDCHEM
(Zarie et al. 2018)

TCDHESD
(Zarie et al. 2019)

Proposed

Fig. 11 Kodim02 image and output of SSTHE [42], DQHEPL [35], MCDHB [37], PLTHE [43], TDCHEM [44], TCDHESD [45], and Proposed
method

4 Conclusions

In this paper, a novel adaptive tri-plateau limit tri-histogram
equalization technique is suggested for digital image enhance-
ment, where input histogram is split in three sub-histograms,
and subsequently each sub-histogram is clipped and modi-
fied using redistribution parameter, and finally, eachmodified
sub-histogram is equalized individually. Recent improved
algorithms like SSTHE, DQHEPL,MCDHB, PLTHE, TCD-
HEM, and TCDHESD are compared with the proposed

approach. Quantitative metrics like AIC, FSIM, MS-SSIM,
VSI, and GMSD are utilized for comparative assessment; in
addition, three well-known image data-sets are considered
for various quantitative outcomes of different HE methods
and illustrated in graph plots, which depicts the superior
result of our proposed technique. Moreover, the visual out-
put of the suggestedmethod gives superior clear visualization
concerning the other state-of-the-art methods.
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Original SSTHE
(Lin et al. 2009)

DQHEPL
(Ooi et al. 2010)

MCDHB
(Kandhway et al. 2019)

PLTHE
(Paul et al. 2018)

TDCHEM
(Zarie et al. 2018)

TCDHESD
(Zarie et al. 2019)

Proposed

Fig. 12 Moon image and output of SSTHE [42], DQHEPL [35], MCDHB [37], PLTHE [43], TDCHEM [44], TCDHESD [45], and Proposed
method

123



314 A. Paul

Original SSTHE
(Lin et al. 2009)

DQHEPL
(Ooi et al. 2010)

MCDHB
(Kandhway et al. 2019)

PLTHE
(Paul et al. 2018)

TDCHEM
(Zarie et al. 2018)

TCDHESD
(Zarie et al. 2019)

Proposed

Fig. 13 Hills image and output of SSTHE [42], DQHEPL [35],MCDHB [37], PLTHE [43], TDCHEM [44], TCDHESD [45], and Proposedmethod
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Fig. 14 Airplane image and output of SSTHE [42], DQHEPL [35], MCDHB [37], PLTHE [43], TDCHEM [44], TCDHESD [45], and Proposed
method
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Fig. 15 Tiffany image and output of SSTHE [42], DQHEPL [35], MCDHB [37], PLTHE [43], TDCHEM [44], TCDHESD [45], and Proposed
method
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Fig. 16 Output of different HE methods using HSV color space for Tiffany image (first row) and Hawks image (second row)
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