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Abstract

Fine-grained visual classification is a challenging task in the computer vision field. How to explore discriminative features
is vital for classification. As one crucial step, exactly object localization is able to eliminate the background noises and
highlight interesting objects at the same time. However, some current methods usually use bounding boxes to locate objects,
that are not suitable when the poses of objects change. Furthermore, it has been demonstrated that deep features have strong
feature representation capability, especially the bilinear pooling features, which achieved superior performance in fine-grained
visual classification tasks. However, the bilinear features, which captured only from the last convolutional layer, have limited
discriminability, especially when dealing with small-scale objects. In this paper, we propose a multilayer bilinear pooling
model combined with object localization. First, a flexible and scalable object localization module is utilized to locate the
interesting object in an image instead of using bounding boxes. Then the refined features are obtained by highlighting object
region and suppressing background noises. While the multilayer bilinear pooling, which exploits the complementarity between
different layers, is used for further extracting more discriminative features. Experiment results on three public datasets show
that our proposed method can achieve competitive performance compared with several state-of-the-art methods.

Keywords Fine-grained visual classification - Multilayer bilinear pooling (MLBP) - Object localization - Convolutional

neural networks (CNNSs)

1 Introduction

Fine-Grained Visual Classification (FGVC) task aims to
classify subordinate-level categories of a common visual
category, such as bird species [1], car [2], or aircraft [3]
models, and so on. Although cosiderable success has been
achieved for traditional coarse-grained classification, such
as ImageNet [4], using deep convolutional neural networks
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(DCNNSs). There are still some challenges in FGVC, which
can be summarized as follows: (1) Subtle inter-class differ-
ences and large intra-class diversity among images. As shown
in Fig. 1, the California Gull and the Glaucous-winged Gull
birds may look very similar in global appearance except for
some subtle differences, e.g., the color style of a birds beak.
However, for the same bird species, such as the California
Gull, the images vary a lot due to different poses, various
viewpoints, and different illumination conditions. Therefore,
extracting discriminative features from subtle local regions
are critical for solving fine-grained visual classification. (2)
Multi-scale characteristics. The scale of the objects in images
varies a lot due to the effect of distance, viewpoint, and differ-
ent poses of objects. As shown in Fig. 1, most of the birds or
aircraft cover the entire images, however, there are still some
birds that only occupy a small part of images because of long-
distance imaging. If the multi-scale changes cannot be dealt
with well in the classification process, the final classification
performance may decrease. (3) Expensive human annotation
costs. Compared with coarse-grained annotation, labeling
fine-grained categories usually needs specialized knowledge
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with the corresponding field and requires a large amount of
annotation time.

Recently, the development of deep learning technol-
ogy has been further boosted the classification perfor-
mance. In general, existing CNN-based FGVC approaches
can be roughly categorized into three main groups [5]:
part/attention-based methods which aim to locate discrim-
inative part regions and then learn region-based feature
representation; end-to-end discriminative feature learning
methods which hope to learn better visual representation
directly from the original image; and external information-
based methods which attempt to use auxiliary information,
such as text data [6], Web data [7], for further improving clas-
sification accuracy. Due to the third mainstream approaches
require additional information assistance beyond the fine-
grained image itself to enhance the discrimination of feature
representation, we mainly review the first two mainstreams
as follows.

The main idea of the first mainstream is that part regions of
an object usually play an important role in differentiating sub-
categories. Therefore, many researchers in the fine-grained
community pay more attention to locate the foreground or
semantic parts of the object. Early works [8—10] usually
rely on additional annotations, e.g., using available bounding
boxes or part annotations to locate objects/parts. And then,
constructing discriminative feature representation which cor-
responding to these parts for further classification. Zhang et
al. [8] proposed a Part-based R-CNN method which utilized
R-CNN to detect objects and parts under a geometric prior
at first, and then gave the predicted label. Lin et al. [9] pro-
posed a feedback-control framework to localization by using
back-propagate alignment and classification errors. Wei et
al. [10] proposed the Mask CNN algorithm for fine-grained
classification by using part-level and image-level annota-
tions. However, these methods have obvious limitations: first,
defining the key parts of the object and annotating these parts
in images need relevant export knowledge of the field. Simul-
taneously, the procedure of annotation is time-consuming
and laborious. Therefore, some methods [11-13] that only
require image-level labels draw more and more attention. Liu
et al. [11] presented a fully convolutional attention networks
(FCANSs) with reinforcement learning. Fu et al. [12] proposed
RA-CNN to predict the discriminative areas by using recur-
rent attention mechanism and then extract the corresponding
features from coarse-scale to fine-scale. In [12], three differ-
ent scale features are combined to predict the final category.
To locate several attention regions simultaneously, MA-CNN
[13] used channel grouping loss to generate multiple parts by
clustering. Still, the number of parts is limited, which might
decrease the classification accuracy. In summary, all of the
above methods still utilized the bounding boxes to locate the
objects or parts. When the poses of objects changes, or the
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Fig. 1 Examples of CUB-200-2011 and FGVC-Aircraft datasets. The
blue dotted box represents the general image classification task (Coarse-
Grained), while the red and green dotted box represent the fine-grained
image classification, respectively

shapes of objects like strip, the classification performance
will be limited due to lack of flexibility.

Different from the first mainstream, the second group
methods attempt to directly learn more discriminative fea-
tures by designing powerful deep network architectures for
classification. Compared with the raw pixel information, the
second-order statistics have been shown impressive perfor-
mance [14,15]. Inspired by the second-order descriptors,
a simple but efficient method called bilinear convolutional
neural networks (B-CNN) has been proposed [16], which
achieved state-of-the-art classification performance on vari-
ous fine-grained datasets. It used the outer-product operation
to pool the pairwise-correlated local descriptors, captured
from two parallel CNNss, into a global representation. How-
ever, the bilinear features representation usually suffers from
high-dimension, which increase computation burdens and
requires a large number of training samples to fit. To address
these limitations, some improvement works [17-20] have
been proposed, i.e., compact bilinear pooling [17], low-rank
bilinear pooling [18]. Although significant achievements
have been made, the methods as mentioned above still have
certain limitations due to the scale variation of the objects
in images. When the object only occupies a small area of
background, e.g., the California Gull in the center position
of Fig. 1. The features of small-scale objects are easily be
obliterated by background during the feature learning.

In this paper, we propose a multilayer bilinear model
combined with object localization for fine-grained visual
classification to address the limitations mentioned above.
The proposed method mainly consists of two modules: object
localization block, and multilayer bilinear pooling block. The
first block uses to eliminate the background noises and obtain
more pure features about the main object region. The sec-
ond block utilizes to capture more discriminative features
through multilayer bilinear pooling operation. Our main con-
tributions are summarized as follows. (1) Instead of using
bounding boxes, we use the object edge to precisely locate
the main objects, which is more flexible. This way, we can
suppress the background noises as much as possible and
highlight the small scale objects simultaneously. (2) With
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the number of layers of network gradually deepening, the
bilinear features, which obtained only from the last convolu-
tional layer, may have the limited discriminative capability,
especially for small-scale objects in images. Considering
the feature complementarity between different convolutional
layers. A multilayer bilinear pooling operation adopts to
enhance the discriminative of features further. Experiments
and comparisons on three widely used fine-grained datasets
demonstrated the effectiveness and competitiveness of our
proposed method.

The rest of this paper is organized as follows. Section 2
introduces some related works. In Sect. 3, the overall archi-
tecture and corresponding sub-modules are represented in
detail. Experiments setup and results are analyzed in Sect. 4.
Section 5 is the conclusion and future work.

2 Related work
2.1 Object localization

Detecting and locating the target in images is an impor-
tant but challenging task in computer vision. Currently,
with the wide application of deep learning, a large amount
of literature has been proposed in this field, which can
be classified as follows: fully-supervised-based methods,
weakly-supervised-based methods, and unsupervised-based
methods. Fully-supervised-based methods usually utilize
annotations as supervised information, e.g., bounding boxes,
key points, to achieve precise localization results, e.g., Faster-
RCNN [23] is a classical two-stage object detection method,
which utilized region proposal network (RPN) for gener-
ating regions of interest (ROI) at first, and then used the
R-CNN to classify and locate the object in the region. SSD
[24] and YOLO [25] series of methods are popular one-stage
methods for object detection. Besides, some anchor-free
techniques are also proposed to address the anchor problem,
e.g., CenterNet [26]. However, all of the above methods need
large, detailed, and accurate annotations, which are expen-
sive, time-consuming, and may not suitable for large-scale
practical applications. Unlike the first category, weakly-
supervised-based methods aim to solve expensive annotation
problems by only considering image-level labels for local-
ization. Zhou et al. [27] proposed a class activation mapping
(CAM) technique for discriminative localization without
using any bounding box annotations. Later, J. Choe et al. [28]
utilized an attention-based dropout layer (ADL) to make the
CNN classifier learn the whole region of the object, which
more useful than CAM.

While unsupervised-based methods are more challenging
because it does not rely on any auxiliary information rather
than a given image. Some works [27,29] demonstrated that
the convolutional activations have the ability to represent

spatial and semantic information simultaneously and have
remarkable localization ability. Zhang et al. [30] proposed an
automatic fine-grained classification method without using
any object/part annotation at both training and testing stages.
Wei et al. [31] proposed a selective convolutional descriptor
aggregation method to selectively fuse multilayer convolu-
tional features of a pre-trained VGG-16 model. And then,
a mean-threshold strategy was adopted to locate the main
object in fine-grained images. To reduce annotation cost and
avoid complex model training and optimization. In this paper,
we refer the method in [31], which can not only avoid to intro-
duce extra parameters, but also be well embedded into the
model.

2.2 Bilinear pooling model

As a simple but effective approach for fine-grained visual
classification task, bilinear convolutional neural network
(B-CNN) achieved state-of-the-art in various fine-grained
datasets. B-CNN utilized outer-product operation to pool the
pairwise-correlated local descriptors into a global representa-
tion, i.e., bilinear features. Compared with first-order pooling
methods, such as global average pooling (GAP), bilinear
pooling can model second-order statistics information and
obtain more discriminative features. However, the represen-
tation power of bilinear pooling features comes at the cost of
very high-dimensional, e.g.,512x512 ~ 262k dimension for
VGG-16 model, leading to high computational burdens and
risk of overfitting. To address these problems, some improved
methods have been proposed. Random Maclaurin [32] or
Tensor Sketching [33]-based compact model was investi-
gated in [17] and obtained similar classification performance
with relatively few parameters. Kong et al. [18] proposed a
low-rank bilinear method to solve the computation dilemma
problem and also obtained similar performance. Currently, a
squeezed bilinear pooling method [19] was proposed, which
aimed to decrease both the computation cost and the feature
dimension simultaneously. In order to explore higher-order
features, Cui et al. [20] proposed a deep kernel pooling
approach by constructing compact explicit feature mapping.
Beyond that, some other works [21]-[22] that model the
interaction between different convolutional layers by using
bilinear pooling further improved the classification perfor-
mance. Sun et al. [21] proposed the hyperlayer bilinear
pooling (HLBP) approach to exploit the information inherent
in different convolutional layers. Yu et al. [22] proposed the
hierarchical bilinear pooling (HBP) to enhance the feature
representation capability by integrating multiple cross-layer
bilinear features and achieved state-of-the-art performance.
Inspired by the above methods, different from the HBP, we
first calculate the bilinear features by using the last convolu-
tional feature map. Then the features from preceding layers
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Fig.2 Overall architecture of the proposed method

are used as complementary information further to enhance
the representation capability of the bilinear features.

3 Proposed method

In this section, we explain our proposed method in detail. As
shown in Fig. 2, the framework of our method is composed
of two main components: (1) The object localization module
utilized to locate the interesting object in given images. (2)
The multilayer bilinear pooling module used to extract more
discriminative feature representation.

3.1 Object localization module

By analyzing the convolutional feature activation response
of each channel. Wei et al. [31] proposed a selective convo-
lutional descriptor aggregation (SCDA) algorithm to select
useful convolutional features that correspond to the main
object in an image and simultaneously abandon the back-
ground or noise regions. Inspired by SCDA, we attempt to
improve the positioning performance through a series of mea-
sures. In this paper, we select ResNet-34 [34] network as the
backbone. Suppose F € R¥*W*C denote the last convolu-
tional feature map with C channels and spatial size H x W of
an input image X. At first, activation map A can be obtained
by adding up the feature maps F through the channel direc-
tion. After that, a threshold 7', obtained by calculating the
mean value of A, is used to determine whether the activa-
tion response in position (i, j) is selected or discarded. If the
activation response value of position (i, j) is higher than T,
the position will be retained. As represented in Eq. (1),

Lif Ag.hy>T
M j) = J
@.J) {O, otherwise

Thus, we will obtain a coarse mask map M. Considering
that different convolutional feature map has different acti-
vation responses to the object, [31] also demonstrated that
the positioning performance obtains significant improvement
by fusing multiple convolutional layers. Suppose layer4_1,
layer4_2, and layer4_3 represent the convolutional feature
maps of the last layer of ResNet-34, respectively, we can

ey
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obtain the initial coarse mask map, My 1, M4 2, and My 3
of layer4_1, layer4_2 and layer4_3 by repeating Eq. (1),
respectively. Then, a more accurate mask M will be gener-
ated by pixel-wise multiplication operation. To visualize the
result, M is resized to the size of the input image X and
then overlay it on X. The entire framework and visual result
are shown in Fig. 3. It can be seen that the above method
can obtain accurate positioning performance without intro-
ducing any training parameters. In the following section, we
will evaluate its positioning performance through qualitative
analysis with experiments.

3.2 Multilayer bilinear pooling module
Supposed X € RH*WXC g the last convolutional feature
map of a backbone CNN, e.g., ResNet-34, H, W, and C are
the height, width, and the number of channels, respectively.
The C-dimensional matrix at a spatial location on X can
be denoted as x = [x, x2, --- , x.]T, each row in matrix x
represent a local feature vector. Then the features B (x) of
fully bilinear pooling can be calculated by

B(x) =x"Wx 2)

where W; € R*¢ represents the weight matrix. However,
the B (x) generated by bilinear pooling generally has a large
dimension which increases the computation cost and also
easy to over-fitting. In order to address these limitations,
according to matrix factorization in [35], the weight matrix
W; can be factorized into two one-rank vectors, denoted
U; € R and V; € R°. So Eq. (2) can be rewritten as

Bx)=x"Wux =xTU;VTx = (UiTx) ° (ViTx) 3)

where o is the Hadamard product operation. When redefining
U,V e R4 as low-rank project matrices, d is a hyperpa-
rameter. Equation (3) becomes

B(x)=PT (UTx ° VTx> — SumPooling (UTx ° VTx)
4

where Sum Pooling is a pooling operation which calculates
the sums of all spatial localizations in each feature map.

Considering different convolutional layers of CNN can
represent different characteristics of input image. Some
works [21,22] attempted to capture more discriminative fea-
tures by modeling the interaction between different convolu-
tional layers, which significantly improved the classification
accuracy. Inspired by these ideas, unlike the HBP approach,
we construct a new multilayer bilinear pooling module to
model the interaction of different layers for further enhanc-
ing the discriminative of features.
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Fig.3 Pipeline of the object localization module

As shown in Fig. 3, assuming X, Y, and Z denote the
convolutional feature maps of layerd4_3, layer4_1, and
layer4_2 from the last convolutional layer of ResNet-34,
respectively. As we all know, the features from deeper lay-
ers can represent more semantic information which are more
related to the task. Thus, the bilinear features which generated
by utilizing the last convolutional layer usually more infor-
mative. Based on Eq. (4), we first calculate the bilinear feature
B (X) from X, and then the bilinear feature B (B (X),Y)
between B (X) and Y, bilinear feature B (B (X) , Z) between
B (X) and Z are calculated, respectively. In actually, these
operations can be treated as using other’s information to com-
pensate the basic bilinear features. Therefore, Eq. (4) can be
extended as

B(X,Y,Z)= PTConcat (B(X),B(B(X),Y),B(B(X),2))
where

B (X) = Sum Pooling (UTX ovTx
B (B (X),Y) = SumPooling (UTX ovTx)o (STY)>
B (B (X), Z) = SumPooling (UTX oVTX)o (WTZ))
(5)

where U, V, S, and W are the projection matrices of the
feature maps, respectively. P € R?*" is a project matrix of
feature embedding, here we set d is 8192 by reference [22]
in this paper. Concat denotes the concatenation operation.
By modeling the interaction between different layers, more
discriminative features can be obtained which are significant
useful for classification. The overall architecture of multi-
layer bilinear pooling procedure is shown in Fig. 2.

4 Experiments

In this section, we evaluate the performance of our pro-
posed method on three widely and challenging benchmark

datasets, including Caltech-UCSD Birds (CUB-200-2011)
[1], FGVC-Aircraft [3] and Stanford-Cars [2]. Note that our
experiments only use image-level labels instead of utilizing
any bounding box/part annotations.

4.1 Datasets and implementation details

Datasets: The CUB-200-2011 dataset s a classic fine-grained
benchmark dataset that contains 11,788 images of 200 differ-
ent bird species. Almost all the FGVC methods choose it for
evaluating classification performance. The FGVC-Aircraft
dataset contains 100 different aircraft models with roughly
100 images for each class. The Stanford-Cars is a 196 class
dataset of 8144 training images and 8041 test images. Detail
information about three datasets are shown in Table 1.

Parameters Set: The pre-trained of ResNet-34 is adopted
as the backbone network. We remove the average pooling
layer to obtain the last convolutional layer features. For the
input of the network, all images are resized to 600 x 600 pix-
els by bilinear interpolation at the first and then horizontal
flip. The final images are 448x448 pixels, which random
crop in the training stage and center crop in the testing stage,
respectively. We use a two-step training strategy to train the
network. First, we initially train only the classifiers by fixing
the backbone network and then fine-tune the whole network
using stochastic gradient descent (SGD) with a batch size of
32, momentum of 0.9, weight decay of 5 x 104, In the first
and second steps, the initial learning rates are set 1.0 and 0.1,
respectively. After every 60 epochs, the learning rate decay is
10. Besides, the overall accuracy (OA) and confusion matrix
(CM) are considered as evaluators to analyze the classifica-
tion performance.

Hardware and Software: All experiments are completed
by using Pytorch 1.3, a deep learning library framework,
on PC using 32-GB memory, 17-8700K CPU processor and
a single NVIDIA GeoForce GTX 1080ti GPU with 11 GB
memory (The source code will be released at www.github.
com/ww-hh/).

4.2 Comparison with state-of-the-art methods

In this section, we compare our proposed method with some
state-of-the-art methods on CUB-200-2011, FGVC-Aircraft,
and Stanford-Cars datasets. The results are shown in Tables 2,
3 and 4, respectively. In our method, we do not use any
part/bounding box annotations, considering that some of the
compared methods use part/bounding box annotations or
image-level labels. We use Yes or No in Tables 2, 3 and
4 to indicate whether the annotation information is used.
For CUB-200-2011 dataset, we split Table 2 into four-
part over the rows: the first illustrates the results of the
annotation-based methods (using part or object bounding
boxes annotations); the second includes the attention-based
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Table 1 The detail information about three benchmark datasets

Dataset Class Train Test Annotation
Label BBox Part
CUB-200-2011 200 5994 5794 Yes Yes Yes
FGVC-Aircraft 100 6667 3333 Yes Yes No
Stanford-Cars 196 8144 8041 Yes Yes No
Table2 Comparison with Methods Annotation (Yes/No) Backbone Accuracy (%)
state-of-the-art methods on
CUB-200-2011 dataset Part-RCNN [8] Yes AlexNet 76.37
DeepLAC [9] Yes AlexNet 80.30
FCAN [11] Yes ResNet-50 84.70
Mask-CNN [10] Yes ResNet-50 87.30
FCAN [11] No ResNet-50 84.30
RA-CNN [12] No VGG-19 85.30
MA-CNN[13] No VGG-19 86.50
B-CNN [16] No VGG-16 84.10
Compact B-CNN [17] No VGG-16 84.00
Low-Rank B-CNN [18] No VGG-16 84.20
Kernel-Pooling [20] No VGG-16 86.20
Kernel-Pooling [20] No ResNet-50 84.70
HLBP [21] No VGG-16 84.60
HBP [22] No VGG-16 87.10
Ours No ResNet-34 87.75
Z;?l?;f-tgir:r?arﬁjglzgi?n Methods Annotation (yes/no) Backbone Accuracy (%)
FGVC-Aircraft dataset RA-CNN [12] No VGG-19 88.20
MA-CNN [13] No VGG-19 89.90
B-CNN [16] No VGG-16 86.90
Low-Rank B-CNN [18] No VGG-16 87.30
Kernel-Pooling [20] No VGG-16 86.90
Kernel-Pooling [20] No ResNet-50 85.70
HLBP [21] No VGG-16 88.10
HBP [22] No VGG-16 90.30
Ours No ResNet-34 91.10

methods (using attention models to explore part informa-
tion in image); the third summarizes some bilinear pooling
methods and the last lists the result of bilinear pooling
methods which modeling the interaction between differ-
ent convolutional layers. From the results in Table 1, our
proposed method outperforms all part-based methods and
obtains 3.05% accuracy improvement compared with FCAN,
which using ResNet-50 as the backbone network. Besides,
we get 0.45% accuracy improvement in comparison with
Mask-CNN. Our method also surpasses three attention-based
classification methods, with 3.45%, 2.45%, and 1.25% accu-
racy improvements in FCAN, RA-CNN, and MA-CNN,
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respectively. Compared with fully bilinear pooling and its
corresponding improved methods, we also get excellent per-
formance because of using object localization module and
multilayer bilinear pooling module. In addition, we also
surpass two other bilinear pooling methods using the infor-
mation of different convolutional layers to enhance feature
discrimination.

For FGVC-Aircraft, as shown in Table 3, our proposed
method obtains the best classification over the compared
methods. Similarly, we also get good performance, which
compared with B-CNN and a series of improvement meth-
ods. In addition, we outperform RA-CNN and MA-CNN
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I;'::;_ﬂfg;ﬁa;:sg;y;?n Methods Annotation (yes/no) Backbone Accuracy (%)
Stanford-Cars dataset FCAN [11] Yes ResNet-50 91.30
FCAN [11] No ResNet-50 89.10
RA-CNN [12] No VGG-19 92.50
MA-CNN [13] No VGG-19 92.80
B-CNN [16] No VGG-16 91.30
Low-Rank B-CNN [18] No VGG-16 90.10
Kernel-Pooling [20] No VGG-16 92.40
Kernel-Pooling [20] No ResNet-50 91.10
HBP [22] No VGG-16 93.70
Ours No ResNet-34 93.84
1. Object localization module. As an essential module in
our method, whether or not to accurately locate the object
in an image and eliminate background noises as much
as possible is very crucial for improving classification
performance. In order to verify the object location per-
formance intuitively, we conduct qualitative experiments
on three benchmark datasets with the ResNet-34 as back-
Fig.4 Some visualization results on three benchmark datasets. a CUB- bone network. As shown in Fig. 4, our approach s able to
200-2011. b FGVC-Aircraft. ¢ Stanford-Cars wrap the edge of the object well rather than using bound-
ing boxes which contain some background noises, such
) L ) as tree branches in the right of Fig. 4a or trees in the right
Table 5 Comparison with different baselines on CUB-200-2011 . . R
dataset of Fig. 4c. In this way, relative purer features would be
Methods Accuracy (%) 'obtalne.d'to further help improve the representation abil-
ity of bilinear features.
ResNet-34 83.55 2. Compared with the baselines. To explore the contribution
ResNet-34+0L 85.68 of different modules to the classification performance.
ResNet-34+OL+MLBP (ours) 87.75 We first compare our method with the baseline, i.e.,
the standard ResNet-34 network is selected in this
paper without using OL (object localization) module
and MLBP (multi-layer bilinear pooling) module. Then,
with 2.90% and 1.20% accuracy improvement, respectively. based on the standard baseline, we add the OL mod-
Finally, we also perform well compared with HLBP and HBP ule to it. The third is our proposed method. It is worth
methods, which demonstrate that our approach can achieve noting that all experiments are completed only on the
competitive performance. CUB-200-2011 data set. As shown in Table 5, by adding
For Stanford-Cars, our method achieves 2.54% and 4.74% the object localization (OL) module in the baseline,
classification accuracy improvement compared with the we obtain accuracy improvement with 2.13% compared
FACN method in Table 4, which uses or without annota- with the baseline. Moreover, compared with the base-
tions to guide attention learning, with ResNet-50 backbone line and the second combination, our method’s accuracy
network. In comparison with other methods, whether RA- based on both the OL module and the MLBP module
CNN, MA-CNN, or B-CNN with its improvement methods, further improved with 4.20% and 2.07% accuracy gain,
our model still achieves the highest classification accuracy, respectively.
highlighting its effectiveness. 3. Confusion matrix analysis. To visualize classification

4.3 Ablation studies

To further understand our method, we conduct ablation stud-
ies on some key components which play an important role in
boosting the classification performance.

performance and understand why some samples are eas-
ily misclassified. We also give the confusion matrix
maps on three benchmark datasets. Figure 5 shows
the classification confusion matrices on CUB-200-2011,
FGVC-Aircraft, and Stanford-Cars, respectively, where
coordinate axes denote different subcategories, and dif-
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(a) CUB-200-2011 (b) FGVC-Aircraft (c) Stanford-Cars

Fig. 5 Classification confusion matrices on CUB-200-2011, FGVC-
Aircraft and Stanford-Cars
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Fig.6 Some examples of most confused subcategories on three bench-
mark datasets

ferent colors denote different probabilities of classifica-
tion. On the diagonal of the confusion matrix, the redder
the color is, the higher the probability that the subcat-
egory is correctly classified. And the green boxes in
each benchmark dataset indicate some subcategories that
are easily confused because of large inter-class similar-
ity between them. By studying the experiment datasets,
we can conclude that these similar subcategories may
largely belong to the same genus, e.g., American Crow
and Fish Crow, or sub-models of the family, e.g., Boeing
747-300 and Boeing 747-400, Audi TT Hatchback 2011
and Audi TT RS Coupe 2012. Some confused subcat-
egories examples are shown in Fig. 6. We can see that
the subcategories in the same row are looking almost
very similar that humans may not be able to recognize
them correctly because they belong to the same genus or
sub-models.

5 Conclusion and future work

In this paper, we have presented a new method to promote
the performance of fine-grained visual classification with
only using class-label information. First, an object local-
ization module, which more flexible than bounding boxes,
used to capture relatively pure features without disturbed
by background noises. And then, these features are fed to a
multilayer bilinear pooling module to further enhance the fea-
tures discriminative capacity. Experimental results on three
benchmark datasets show that our method can significantly
improve the classification accuracy and show competitive

@ Springer

performance compared with several state-of-the-art meth-
ods. In the future, we will attempt to combine object and
part information to jointly enhance the discriminability of
features.
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