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Abstract
The existing pedestrian detection suffers the low accuracy when the environment changes dramatically. In order to solve the
problem, a pedestrian detection model combining information fusion and multi-scale detection is proposed. The model is
composed of a retinex algorithm and an improved YOLOv3 algorithm. Retinex algorithm is selected as the preprocessing
algorithm to improve the brightness and contrast of pedestrians. The model improves the YOLOv3 algorithm by adding
multiple scale detections. The K-means is used to determine the number of optimal anchors and the aspect ratio. By testing
on the standard data set, the mean average precision (mAP) of the joint detection model increases from the original 80.69–
91.07%, and the recall increases from 65.22 to 87.48%. The comparative experiments show that the improved model performs
good robustness and generalization ability on the problem of low pedestrian detection accuracy in complex environments.

Keywords YOLOv3 · Pedestrian detection · Information fusion · Multi-scale network

1 Introduction

Pedestrian detection [1] is a core technology in some appli-
cations, such as application in robot vision [2], intelligent
monitoring systems, and driverless assistance systems [3],
etc. Pedestrian detection technology can determine whether
there is a pedestrian in the input image and the approximate
location of the pedestrian. The accuracy and real-time perfor-
mance of pedestrian detection is essential for the evaluation
of the superiority of the detection system.

Pedestrian detection belongs to the existing category of
object detection, and the development of pedestrian detection
can be divided into the following three periods.

(1) The first period is the traditional object detection algo-
rithm, which mainly uses artificial design features for
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global feature pedestrian detection. Features are gen-
erally extracted by artificial design methods, such as
Harr, LBP, HOG [4,5] features, Shapelet and Edgelte
features, etc. Support vector machine classifier is mainly
used in the classification stage. According to the tradi-
tional detection algorithm, Navneet Dalal and Bill Triggs
proposed the HOG + SVM [6,7] network structure to
improve detection accuracy and robustness, whichmakes
traditional object detection possible for pedestrian detec-
tion. Since it is difficult for artificially designed features
to express the features of pedestrians in complex envi-
ronments, the model detection accuracy is low. The
algorithm itself has program redundancy and cannot be
detected in real time.

(2) The second period is the R-CNN algorithm idea which
is based on candidate windows and deep learning clas-
sifiers. Representative algorithms are Fast R-CNN [8],
Faster R-CNN [9,10], and Mask R-CNN [11]. The two-
stage method could achieve the best detection accuracy.
However, its disadvantages are also obvious. The genera-
tion and detection of candidatewindows is a long process,
so it is difficult to achieve the purpose of real-time detec-
tion.

(3) The third period is the YOLO [12] algorithm based on
the regression method, which inputs the entire image
into a neural network, and directly provides the predicted
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position and category of the object through network cal-
culation. It reduces part of the detection accuracy but
greatly improves the detection speed, making real-time
detection possible. Representative algorithms include
SSD (Single ShotMultiBox Detector) [13,14] algorithm,
three versions of YOLO algorithm, and so on. Among
them, theYOLOv3 [15,16] algorithmperforms a stronger
comprehensive computing capability, with a mAP of
57.9% in the COCO [17] dataset.

Pedestrian images are easily affected by factors such as
angle, posture, brightness, and contrast. The difficulty of
pedestrian detection increases with the number of param-
eter variables, which makes pedestrian detection a difficult
task in the field of computer vision. In this paper, a method
is proposed to reduce the influence of background environ-
ment on detection through image preprocessing. Through
information fusion, the network structure and parameters are
adjusted. In the end, the overall structure can improve accu-
racy at the expense of a small amount of time. Section 2
introduces the existingRetinex algorithm andYOLOv3 algo-
rithm. The principle and function of the algorithm are briefly
described. Section 3 mainly introduces image preprocessing
algorithms and information fusion. Section 4 details how to
improve the YOLOv3 algorithm, and how to merge the two
structures through information fusion. Section 5 verifies the
function and effect of the model through a series of compar-
ative experiments.

2 Background

2.1 Retinex algorithm

Retinex algorithm [18] is a commonly used image enhance-
ment method, proposed by Edwin.H.Land in 1962. The
retinex mode is based on the following assumptions:

(1) The real world is colorless, and the colors we perceive are
the result of the interaction between light andmatter, such
as natural phenomena, light reflection and refraction;

(2) Each color gamut is composed of three primary colors of
red, green, and blue at a given wavelength;

(3) The color of each unit area is determined by the three
primary colors. The basic theory of Retinex is that the
color of an object is determined by the ability to reflect
long (red), medium (green), and short (blue) light, rather
than the absolute value of the reflected light intensity. The
color of the object is not affected by the unevenness of the
light and it shows consistency, that is, Retinex is based
on the consistency of the color sense (color consistency).
Different from traditional linear and nonlinear methods

which can only enhance one image feature, Retinex can
adaptively enhance different types of images.

The Retinex algorithm is divided into 3 categories accord-
ing to the development processes:

1. The path-based Retinex algorithm is the earliest clas-
sic version. For each pixel in the image, the algorithm
searches for a 1 dimensional random path in its neigh-
borhood. Then, it calculates the product of the ratio of
adjacent pixels on each path to obtain the relative bright-
ness value, and the average value on all paths is the new
pixel value.

2. Iterative Retinex algorithm, an iterative form of Retinex
algorithm, proposed by Frankle and McCann, is also
calledmulti-resolution Retinex algorithm. The algorithm
uses matrix calculations instead of path calculations. In
path calculation, pixels are sequentially added to the path,
and pixel values are compared in a serial manner. The
distance function is determined according to the length
of the path. In matrix calculation, the ratio and product
operations can be processed in parallel, and the distance
function is determined according to the number of itera-
tions.

3. The theoretical basis of the neighborhood-based Retinex
algorithm is that the intensity of the illuminance com-
ponent generally changes slowly, which shows the
reflectance of different surface materials varies widely.
The algorithm uses low-pass filtering to estimate the illu-
minance component, also known as the center surround
Retinex algorithm. For each pixel in the image, calcu-
late the nonlinear ratio of the pixel value to the weighted
value of pixels in the neighborhood, which is the new
pixel value of the pixel. The weighted value of pixels in
the neighborhood is obtained by spatial convolution of
the smoothing function, and the weight is given by the
coefficient of the smoothing function.

Jobson evaluated the performance of algorithms using
different types of smoothing functions, determined the Gaus-
sian function, proposed a single-scale Retinex (SSR) [19]
algorithm, and MSR [20,21] method with color recovery
MSRCR (Multi-Scale Retinex with Color Restoration) [16].
This paper usesMcCann99 Retinex algorithm to improve the
brightness and contrast of the picture.

2.2 YOLOv3 detection algorithm

With the development of the object detection algorithm, Red-
mon proposed the YOLO algorithm in 2016. Based on the
idea of regression, the algorithm can detect without generat-
ing any candidate frames, which avoids the time spent in the
process of generating candidate frames. This improvement
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Fig. 1 YOLOv3 algorithm detection flowchart

makes real-time detection possible. Since then, the YOLO
series of algorithms have entered into the field of vision. On
the basis of the YOLOv2 algorithm, YOLOv3 [22,23] algo-
rithm retains the detection speed and improves the detection
precision. the structure of YOLOv3 is shown in Fig. 1.

In YOLOv3, the newly designed darknet-53 network is
used as the main network for feature extraction. There are 53
convolutional layers in the entire network. Compared with
darknet-13, the network structure is deeper. This structure
uses a series ofwell-performing convolutional layers of size 3
× 3 and 1× 1, and uses LeakyRelu as a correction function to
improve the accuracyof object recognitionwhilemaintaining
high detection speed. A large number of residual connections
are used in the network to increase the depth of the Network.
Combing with the FPN (feature pyramid networks) network
structure, the two feature maps on the network are sampled,
aggregated with the feature maps of the corresponding size
in the early stage of the network, and the prediction result is
obtained through the convolution network. During the object
detection process, YOLOv3 performs a convolution opera-
tion on the size of 13×13 feature map, and then sends it to
the detection layer to obtain a detection result. Then, the fea-
ture map of size 26×26 is fused with the feature map which
sampled on the feature map of size 13×13 in the previous
network, and the new feature map is convolved and sent to
the detection layer to obtain a detection result; furthermore,
the features map of size 52× 52 is fused with feature map
which sampled on the feature map of size 26×26 in the pre-
vious network, and the new feature map is convolved and
sent to the detection layer to obtain a detection result. Non-
maximum suppression is performed on the three detection
results to obtain the final detection result.

3 IntroduceMcCann99 Retinex algorithm

In this paper, the McCann99 Retinex algorithm is used as the
model preprocessing algorithm. By modifying the related
parameters, the sharpness and contrast of the image are
improved, which is beneficial to the information fusion of the
model. Themulti-resolution descriptions is built by the image
pyramids, and iterates layer by layer from top to bottom to

improve the efficiency. Because the pyramid model needs to
downsample the input image, the low-resolution image on
the upper layer of the pyramid is 1/2 of the high-resolution
image on the lower layer. Therefore, the McCann99 algo-
rithm determines the size of the input image. The simplified
process of the algorithm is described in the following steps:

1. The original image is transformed to the logarithmic
domain S; the length and width of the original image
have strict restrictions and can be expressed as: nrows ·
2n × ncols · 2n and cols ≥ rows, cols ≥ 1, rows ≤ 5.

2. The number of image pyramid layers is initialized and
calculated. The initialized constant image matrix R is
used as the initial value for the iterative operation;

3. From the top layer to the last layer, 8 neighborhood
comparison operations are performed. The calculation
formula is:

N P (x, y) = √
OP (x, y) I P∗ (x, y) (1)

N P (x, y) =
√

OP (x, y)

[
OP (xs, ys)

R (x, y)

R (xs, ys)

]∗
(2)

where OP is the product of the previous iteration; N P
is the product of the current iteration; I P is the interme-
diate product result; R is the input image of the layer; the
symbol ∗ represents the reset operation. OP’s initial size
is rows × cols.

4. The number of pyramid layers is determined by the size
of the original image. The size is nrows · 2n × ncols · 2n
and the number of layers is (n + 1). After the nth layer
operation finished, the operation result of the nth layer is
interpolated and becomes twice the original size.

5. When the bottom layer is calculated, it is the final
enhanced image. The algorithm structure is shown in Fig.
2.

Based on the theory of multi-source information fusion,
an intelligent model-level fusion method is used to fuse
the McCann99 Retinex algorithm model with the YOLOv3
model. This method performs well in terms of information
processing capacity, anti-interference ability, and fusion per-
formance. The information fusion model reduces the amount
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Fig. 2 Pyramid Structure Algorithm

of calculation. For the convenience of description, this paper
named the model after information fusion as YOLOv3-99.

4 Improved YOLOv3 algorithm

4.1 Introduction of multi-scale detection

In different scene information, the sizes of the same object
may cause detection errors. In order to make the model
more sensitive to small objects, the concept of multi-scale
fusion is introduced. In the YOLOv3 algorithm, a feature
pyramid network (FPN) [24] network is used to sample and
fuse features of different layers. The high-resolution features
of the low-level features and the high-semantic information
of the high-level features are used to detect target objects
on 3 different scale feature maps. These three scales feature
maps are 13, 26, and 52. Since pedestrian detection objects
are small and the background environment is complex, this
paper increases the original feature extraction from 3 dif-
ferent scales to 4 different scales. The improved detection
model further improves the accuracy of pedestrian detection,
strengthens the use of shallow information, and prevents par-
tial information loss after multiple layers of convolution. The
detection module assigns accurate anchor boxes to feature
maps of different scales to improve the accuracy of pedestrian

detection. The recognition effect of small object is always
regarded as the standard to evaluate the algorithm. The over-
all pedestrian detection network model is shown in Fig. 3.

4.2 Dimensional clustering of object boxes

The YOLOv3 algorithm introduces the anchor boxes mech-
anism from Faster R-CNN network. The number of anchors
and the aspect ratio will affect the accuracy of object detec-
tion. In the process of model training, the parameters of
candidate box will be adjusted constantly with the increase
of the number of iterations. The parameters are finally close
to the real box parameters. The YOLOv3 algorithm obtains
the number of optimal anchors and aspect ratio by per-
forming K-means [25] dimensional clustering on the COCO
dataset. Compared with faster R-CNN artificially setting
prior frames, the K-means clustering method is easier to
learn by deep convolutional neural networks (CNN). The pur-
pose of this method is to enhance the recognition of dense
crowds and small targets, so deep convolutional neural net-
works are needed to learn pedestrian features from a large
amount of samples. The COCO dataset contains about 80
types of object data, including many types of data such as
people, cars, grassland, etc. There are flat long boxes that
meet pedestrian characteristics, and relatively few thin and
tall boxes. The candidate frame types of the experimental
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Fig. 3 Structure of pedestrian detection model based on multi-scale detection and information fusion

Fig. 4 Change curve of objective function

data set collected in this paper are opposite to the candidate
frame types of the COCO data set, that is, most of them are
thin and tall data.

By usingK-means clustering analysis on the experimental
data set, it is obtained that the optimal anchor number, width
and height dimensions suitable for the high-density popu-
lation data set. Traditional K-means clustering uses indirect
clustering by measuring the similarity between samples.

Usually, Euclidean distance [26] or Manhattan distance
[27,28] is used as the measurement formula, but it will pro-
duce a big box advantage which makes larger bounding
boxes produce more errors than smaller bounding boxes.
In response to the above problems, the YOLOv3 algorithm
chooses the IntersectionOverUnion (IOU) to reflect the error
between the candidate box and the real box. The distance for-

mula is:

I OU = |B ∩ C |
|B ∪ C | (3)

d (box, centroid) = 1 − I OU (box, centroid) (4)

where B is the acronym for box, and C is the acronym
for centroid. Box is the sample clustering result; centroid
is the center of all clusters; I OU (box, centroid) is the
intersection ratio of all cluster centers to all cluster boxes.
Selecting an appropriate I OU score can achieve a good bal-
ance betweenmodel complexity and recall. The twomethods
perform cluster analysis on the object data set of the pedes-
trian. The change curve of the objective function is shown in
Fig. 4. As the number of clusters K value (cluster value) is
different, the objective function curve changes accordingly;
when the value of K is greater than 7, the objective function
curve tends to be smooth, so the choice of K value is 7, which
means that anchor is equal to 7. In addition, with different
K values, the initial specifications of the network training
candidate frame also change. The details are shown in Table
1. Fig. 5 shows the clustering effect of a pedestrian under
different K values. The K value gradually changes from 2 to
9. When the K value is equal to 7, the pedestrian clustering
effect is stable.

4.3 Determination of candidate boxes

At the time of detection, the picture is input into the convo-
lutional layer to extract pedestrian features of training and
testing. Furthermore, there are a total of S × S small cells in
the image. Each small cell predicts B bounding boxes. Each
bounding box corresponds to 5 prediction parameters, that
is, the 4 coordinates and confidence in the bounding boxes,
there are S × S ×B candidate frames in total. There are not
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Table 1 Cluster membership of the experimental dataset

K value Specification 1 Specification 2 Specification 3 Specification 4 Specification 5 Specification 6 Specification 7

K = 3 [0.21,0.77] [0.07,0.17] [0.12,0.55]

K = 4 [0.27,0.80] [0.06,0.17] [0.17,0.71] [0.11,0.51]

K = 5 [0.11,0.48] [0.21,0.77] [0.16,0.69] [0.06,0.17] [0.33,0.81]

K = 6 [0.12,0.67] [0.20,0.79] [0.17,0.59] [0.32,0.80] [0.10,0.38] [0.05,0.15]

K = 7 [0.24,0.77] [0.33,0.79] [0.20,0.78] [0.15,0.68] [0.11,0.49] [0.06,0.17] [0.46,0.87]

Fig. 5 Image clustering effect map

necessarily objects in the candidate frames, the confidence
level without object frame is set to 0, and the confidence level
with object frame is:

Object = P (Object) × I OU Presd
Truth (5)

The object existence probability expression in the box is P =
Pr (Person|Object). By multiplying the probability of the
person in the test candidate box with the confidence level, a
common confidence formula in each candidate box can be
obtained:

con f = P × P (Object) × I OUTruth
Presd (6)

The above formula is to determine whether any object falls
into the candidate box. If not, con f is 0, otherwise:

con f = I OUTruth
Presd (7)

I OUTruth
Presd represents the ratio of the communication area

of the predicted and actual boxes to the area of the union,
and also reflects the possibility that the object falls into the
candidate box:

I OUTruth
Presd = area (box (Truth) ∩ box (Pred))

area (box (Truth) ∪ box (Pred))
(8)

Table 2 Software and hardware configuration of the experimental plat-
form

Software and hardware Configuration

Operating platform Ubuntu 18.04

CPU/GHz Intel(R)Xeon(R)E5-2667,2.90

GPU CUDA 10.0, CUDNN 7.6

RAM 16GB

Deep learning framework Darknet, caffe

Finally, non-maximum suppression is used to filter out
the unrelated pedestrian frames and keep valid frames. The
content of the output box is [C, con f , x, y, w, h], which is
the category, confidence and offset of the object box of the
center position, width and height.

5 Experimental verification and result
analysis

5.1 Experimental platform and data set

The specific hardware and software configuration of the
experimental platform is shown in Table 2. All experimental
training is performed on the platform. The initial parameter
settings are as follows: learning_rate = 0.001, batch = 64,
steps = (40,000, 45,000), max_batches = 50,200, subdivi-
sions = 8.

This paper collects 2,000 pedestrian images as a pedes-
trian data set. Most of them come from standard data sets
(VOC2012, COCO2014), other parts are collected during
work. Pedestrians have rich appearances, complex back-
grounds, and significant individual differences, accompanied
by different degrees of overlap, which meet the requirements
of experimental data. The labeling tool is used for manually
label pedestrians on the training set. McCann99 algorithm is
used to preprocess special environment images, and the pre-
processed images have significantly improved contrast and
sharpness. Among the 2,000 images, there are 1,400 images
in the training set and 400 images in the verification set.
Another 200 images are selected as the test set. An example
image of a pedestrian dataset is shown in Fig. 6.
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Fig. 6 Example picture of pedestrian data set

5.2 Pedestrian detection accuracy experiment

For the convenience of description, this paper renames the
improvedYOLOv3 network toYOLOv3-Z network. In order
to verify the accuracy and credibility of the experiment,
the algorithm YOLOv3-Z is compared with Faster-RCNN,
YOLOv3, YOLOv2, SSD on the same pedestrian data set.
It is well-known that the Faster-RCNN algorithm is the
method with the highest mAP value of current object detec-
tion methods. YOLOv3 is an improved version of YOLOv2,
which is representative of YOLO series algorithms. SSD,
a single-shot detector for multiple categories, is faster and
more accurate than the previous advanced single-shot detec-
tor (YOLO). Therefore, this paper chooses them to compare
with the algorithm YOLOv3-Z. They are trained 120000
times, respectively, by using the experimental data set. It is
observed that the value of accuracy in network training. The
training results are shown in Table 3.

where the accuracy rate P is defined as

P = T P

T P + FP
(9)

The model which performed well is chosen for testing, and
Recall and mAP are used as the detection indicators. The

Table 4 Test results of different models on test datasets

Method Backbone mAP/% Recall/% I OU Time

YOLOv3-Z Darknet 87.616 73.68 84.72 0.019

YOLOv2 Darknet 74.783 48.45 70.32 0.026

YOLOv3 Darknet 80.686 65.22 79.62 0.015

Faster R-CNN caffe 89.153 70.65 86.22 0.039

SSD caffe 84.122 75.76 82.78 0.021

The metrics in bold indicates the best values

test results are shown in Table 4. The calculation formula of
Recall is:

R = T P

T P + N P
(10)

where R stands for recall. T P stands for the prediction result
of the network is a pedestrian. The real result is also the num-
ber of pedestrian samples. FP indicates that the prediction
result is non-pedestrian, and the real result is the number of
samples of pedestrians. The larger the Recall value, it proves
that the overall network’s ability to detect pedestrians is bet-
ter, and the detection effect is better. The maximum value of
Recall is 1. The calculation formula of mAP is:

mAP =
∑

AP

NC
(11)

InEq. (11),
∑

AP represents the sumof the average accuracy
of the row human pictures, and NC represents the sum of the
row human pictures.

It can be seen from the table that theYOLOv3-Z algorithm
is higher than the original YOLO series algorithms in mAP,
recall and I OU . Compared with Faster R-CNN and SSD,
the comprehensive performance of YOLOv3-Z algorithm is
similar. Although YOLOv3-Z is lower than Faster R-CNN

Table 3 Training results of
YOLOv3-Z,YOLOv3 and Faster
R-CNN

Network iterations Accuracy P
YOLOv3-Z Faster-RCNN SSD YOLOv3

10000 0.68 0.69 0.68 0.67

20000 0.71 0.76 0.72 0.71

30000 0.76 0.80 0.75 0.74

40000 0.77 0.81 0.77 0.75

50000 0.79 0.82 0.77 0.76

60000 0.80 0.83 0.81 0.78

70000 0.81 0.85 0.81 0.78

80000 0.82 0.84 0.81 0.80

90000 0.87 0.89 0.84 0.81

100000 0.84 0.88 0.86 0.79

110000 0.84 0.89 0.85 0.79

120000 0.84 0.87 0.86 0.78

The metrics in bold indicates the best values
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Table 5 Quantitative evaluation index of images in Fig. 7

Enhancement algorithm Mean value Standard deviation Information entropy Color entropy

Image 60.905 48.615 5.016 15.284

McCann99 112.345 74.624 7.472 19.318

SSR 108.436 40.823 7.641 19.817

MSRCR 40.735 21.984 4.343 10.376

Frankle-McCann 105.139 68.872 6.735 17.463

The numbers in bold are the best results

Fig. 7 Comparison of various image processing methods

in mAP value and I OU value, and slightly lower than SSD
in recall value, the YOLOv3-Z takes less time than them.

5.3 Comparison experiment of pretreatment
algorithm

Experiment 2 explores the effect of the preprocessing algo-
rithm on the image. By using different Retinex algorithms
to preprocess the images, the image related indicators are
obtained. The classic Retinex algorithms selected are SSR,
MSRCR, and Frankle-McCann algorithms. TheMeanValue,
Standard Deviation, Information Entropy, and Color Entropy
are used as indicators to evaluate the quality of the algorithm.
The mean value represents the change in the overall bright-
ness of the image. The higher the average value, the greater
the image brightness. The standard deviation represents the
contrast of the image. The information entropy represents the
amount of information in an image. Color entropy is used to
measure the degree of color enhancement of an image. The
experimental test set is used to test the Retinex algorithms.
The comparative data results are shown in Table 5.

It can be concluded from Table 5 that McCann99 is
stronger than other algorithms in improving image bright-
ness and contrast. It also has a good performance at the
level of rich image information. These experimental results
indicate that the enhanced image can highlight more infor-
mation. It can be observed from the Fig. 7 that the Model
algorithm is increasing the value of the high-brightness area.
By observing the trend of the curve, the curve is U-shaped.

The greater the height difference, the higher the image con-
trast. The number on the right side of the color histogram
represents the brightness of the image. Like the (b) and (c),
the more the number, the higher the brightness. We can con-
clude that the McCann99 algorithm can greatly improve the
brightness, contrast and information of the image.

5.4 Joint detectionmodel test experiment

Experiment 3 is to test the fusion effect and detection speed
of the model. We selected SSD-99, Faster R-CNN-99 and
YOLOv3-99 for comparison in the same data set. Detec-
tion speed and single detection time are used as evaluation
indicators. See Table 6 for specific data. For reference, the
unmodified Faster R-CNN, SSD, YOLOv3 values are also
listed in Table 6.

It can be observed from the table that YOLOv3-99 takes
0.05 seconds to improve the accuracy rate by about 10%.
Compared with the Faster R-CNN algorithm, the algorithm
proposed in this paper has low accuracy, but has a fast detec-
tion speed. It can be clearly observed from Fig. 8 that the
accuracy of the joint detection model is higher than that of
the ordinary detection model. Experiment 3 proves that the
joint detection model improves the detection accuracy by
spending a little more time.
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Table 6 Related numerical
comparison table

Model Data set mAP/% Recall/% AP50/% Time

YOLOv3-99 VOC2007+2012 91.1 87.5 90.2 0.020

YOLOv3 VOC2007+2012 80.7 65.2 78.6 0.015

SSD-99 VOC2007+2012 87.4 80.1 86.0 0.027

SSD VOC2007+2012 84.1 75.8 80.3 0.021

Faster R-CNN-99 VOC2007+2012 92.1 86.2 90.9 0.046

Faster R-CNN VOC2007+2012 89.2 70.7 86.3 0.039

The metrics in bold indicates the key comparison values

Fig. 8 Comparison of various image methods

6 Conclusion

The pedestrian detection model based on joint information
fusion and multi-scale network is proposed, which combines
theYOLOv3algorithm theorywithRetinex algorithm theory.
By improving the network structure and adding multi-scale
detection, the dimensional clustering of object boxes is reset.
Based on the former modification, the accuracy of pedestrian
detection is improved. The McCann99 Retinex algorithm is
used to preprocess the experimental data set, which enhances
the contrast betweenpedestrians and the overall picture.After
preprocessing, the YOLOv3 network model can obtain more
image information, which greatly increases the detection
range and accuracy. It can be concluded that the mAP of
the improved YOLOv3 increases from 80.67% to 91.07%,
and the recall increases from 65.22% to 87.48%. This effect
only takes about 0.05 seconds. However, this method still
need to be improved when dealing with the changing sce-
nario. For example, the number of images in the data set
is very small, and the McCann99 Retinex algorithm strictly
requires the image input size. Therefore, how to further opti-
mize the algorithm structure and expand the detection range
while ensuring the detection accuracy will be the focus of
future research.
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