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Abstract
This paper proposes a high-discriminative facial recognition method that fuses shape and grey-level features of faces. Facial
landmark-points are characteristic to individuals, hence can be exploited for recognition. Spatial relationships of these
landmark-points, namely their Euclidean distances between each other, are included in the feature set. Besides, the mean grey-
level values calculated at the vicinity of these landmark-points are also considered as a discriminative factor and incorporated
into the feature set. The results of the comprehensive simulations show the remarkable and competitive performance of the
proposed method regarding recognition accuracy, as well as robustness against partial occlusion, noise, expression changes
and variances in illumination.

Keywords Facial recognition · Landmark · Shape appearance · Grey-level appearance · Partial occlusion · Noise ·
Illumination · Pose · Expression

1 Introduction

With the development of modern science and technology,
the need for authentication and identification processes to be
carried out quickly, effectively and automatically, i.e., with-
out the need for any human intervention is rapidly increasing
[1]. Biometrics have received great interest due to their high
performance in differentiation among people in many areas
such as surveillance, identification, human–computer inter-
action and have gainedwide application in recent years [2–4].
Individuals have some biological properties called metrics
that distinguish them from others [5]. Biometry is concerned
with these metrics that are categorized as physiological and
behavioral [6].

Face data are one of the leading biometrics in that it can be
collected and processed in real time without any discomfort
and physical contact through devices such as cameras and
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without the need for any human intervention, as well as its
high distinctive performance [7, 8]. Therefore, face recog-
nition has been widely preferred in the security domain of
commercial and law enforcement applications [9, 10]. The
face recognition process, which is actually a representative
of pattern recognition, consists of two main steps. The first
of these is the process of inference of the features that can
distinguish a face from others, also called face representa-
tion. The other is the design and application of classifiers or
models that can be distinguished by the so-called facial pair-
ing [11, 12]. Among these steps, the face representation is
more crucial because face recognition is a computationally
difficult task that requires a fine distinction between images
of similar identity, as well as generalizing to different images
of the same identity [13]. In addition, factors such as noise,
partial occlusion and illumination, exposure and expression
differences make the automatic recognition process much
more difficult [14].

Each face has its own shape and color characteristics.
The methods focus on the color characteristics of the face
is concerned with the texture of the face. It is identified that
each human face has its own structural properties called tex-
ture. Although there is no general consensus on its definition,
texture is defined as repeated patterns in the image [15]. A
descriptor, to be a good representative of a face, should carry
the qualifications as a high-discriminative ratio, low com-
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putational complexity and resistance to deteriorating factors
such as noise, occlusion and variations in illumination and
expression [16].

1.1 Related work

Plenty of face representatives have been presented in the lit-
erature that is mainly grouped under two categories: local
[17, 18] and holistic descriptors [19–21]. Holistic approaches
examine the entire image and consider holistic features. This
holistic set of features also refers to the general character-
istics of the face [22]. Principal component analysis (PCA)
[19], linear discrimination analysis (LDA) [20], independent
component analysis (ICA) [23] and grey-level co-occurrence
matrices (GLCM) [24] are themost basic, popular and inspir-
ing works of holistic approaches. The distinctive feature of
PCA is to reduce dimensionality by the transition from high-
dimensional image space to a low-dimensional orthogonal
area. The transition is performed by applying a linear trans-
formation, given the least mean square reconstruction error.
LDA is interested in finding a linear transformation that min-
imizes the intra-class variation and maximizes the inter-class
variation. First adopted by Herault and Jutten [25], ICA
searches for a linear conversion to minimize the statistical
dependencies of the components of a vector. GLCM is one
of the basic and prominent statistical textual

feature extraction methods that has been widely used in
various applications [26, 27] for texture analysis. GLCM is
thematrix that holds the distribution of co-occurring intensity
patterns at a given offset over a given image. The second-
order statistical (Haralick) features are extracted to analyze
the texture of the image which subsequently can be used for
classification tasks [28]. GLCM, which is one of the primary
sensitive textual descriptors, handles the visual texture of the
image by evaluating the pixel spatial arrangement statistics
[29].

In contrast to holistic approaches, local descriptors, such
as, local binary pattern (LBP) [30], local Gabor binary pat-
tern (LGBP) [31], center-symmetric local binary pattern
(CS-LBP) [32], local directional pattern (LDP) [33], joint
local binary patterns with Weber-like responses (LJBPW)
[34], pyramid transform domain local binary pattern (PLBP)
[35], local directional gradient pattern (LDGP) [36], local
phase quantization (LPQ) [37], local directional number pat-
tern (LDNP) [38], histogram of gradients (HoG) [39], local
ternary pattern (LTP) [40], Gabor [41, 42] benefit from local
appearance features. Among the local descriptors, Gabor
wavelets, Radon transformation [43], Texton learning [44,
45] and LBP are the prominent ones and have inspired further
studies [46, 47]. Especially, LBPhas found awide application
area due to its flexibility of adaptation, high performance of
discrimination and low complexity [48]. Therefore, a series

of sequential studies [49] have been proposed to develop and
expand the idea of LBP.

As mentioned above, the face is one of the most impor-
tant biometrics because of the amount of information it
offers about individuals and the fact that this information
can be collected using remote, camera-like devices without
any discomfort and human intervention. Many non-verbal
and semantic information such as a person’s identity, intent,
emotion can be obtained by looking at an individual’s face.
On the face, there are some important key points, namely
landmark-points, on which the face shape analysis is made.
Some leading computer vision applications, such as head-
pose-estimation [50, 51] and facial expression recognition
[52, 53], exploit the data belonging to the landmark-points.
Moreover, the landmark-points around the eye can provide
the first estimate of the central position of the pupils, to be
used in eye detection and eye tracking [54]. Data retrieved
from landmark-points can be an important source of infor-
mation for human and computer interaction, entertainment,
security surveillance and medical applications. Due to some
reasons, the detection of the landmark-points becomes strug-
gling. Firstly, the change in facial appearance differs from
person to person in different facial expression insertions and
head position changes. Secondly, environmental conditions
such as lighting significantly affect the appearance of faces
in images. And, finally, the self-occlusion due to extreme
changes in head poses, or the occlusion caused by other
objects leads to missing face appearance information [55].

1.2 Our contributions

Although facial landmark-points have been heavily exploited
for facial expression recognition and head-pose-estimation,
their discriminative performance on personal identification
has been poorly explored. In this study, the discriminative
performance of the landmark-points in terms of facial recog-
nition by proposing a method that exploits both the facial
appearance and face shape features belonging to them are
analyzed. In the first step, all sample images are put into
a standard form by pre-processing to provide uniformity.
Following the completion of the uniformization phase of
the samples, the landmark-points detection process starts.
By the end of this process, sixty-six landmark-points on
each face image are defined with their spatial coordinates.
Subsequently, by exploiting the spatial coordinates of these
landmark-points, some shape-based features encompassing
their Euclidean distances between each other as well as grey-
level-based appearance features are extracted and included
in the feature set. The classification is performed according
to this compound feature set that comprises both the shape
and appearance-based relationships between the landmark-
points. Extensive face recognition experiments are conducted
on four widely used face datasets.
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Fig. 1 The block diagram of the entire process

As clearly identified in the simulation results, the strengths
of the proposed method can be listed as follows:

• Remains stable under varying illumination.
• Maintains its high individual discrimination despite
increasing noise.

• Retains its ability to recognize faces at a satisfactory rate,
even when exposed to partial obstacles that make it very
difficult to distinguish individuals.

The rest of this paper is organized as follows. Section 2
explains the proposed method briefly. Section 3 reports the
experimental results and discussions among them. Finally,
Sect. 4 concludes the paper.

2 Methodology

The method proposed in this study is comprised of three
major steps as landmark-points detection, shape and grey-
level appearance-based feature extraction and classification.
Figure 1 illustrates the entire operational block diagram of
the proposed method.

2.1 Landmark detection

It is the purpose of the facial landmark detection algorithms to
automatically detect the positions of the landmark-points of
faces in images or videos. These landmark-points define the
positions of some dominant components of the face, such as
corners of lips and eyes, the tip of the nose or the interpolated
points that connect these fiducial staff on a spline or a face
contour [55]. The methods for facial landmark detection are
generally classified under three headings, as the holistic [56,
57], part-based [58, 59] and regression-based [60] methods
[61].

Part-based methods build the idea of local facial appear-
ances and holistic shape appearances, which makes these
methods robust to occlusion and illumination. This idea,
which is suggested firstly by the study named active shape
models (ASM) [62] and following improved by another

Fig. 2 Sample image and its annotated landmarks

study, constrained local models (CLM) [63] has pioneered
many subsequent research activities [64, 65].

In contrast to the part-based ones, holistic methods exploit
the global facial shape patterns and holistic facial appear-
ance information. The active appearance model (AAM) [56]
is indeed a statistical model that uses a few coefficients to fit
the face images to control both the facial appearance and the
shape changes. AAM relies on principal component analysis
(PCA) while building the holistic facial appearance model
and global shape model subsequently, during the model con-
struction. The determination of the landmark-points is done
by adapting the learned appearance and shape models to the
test images. Model coefficients are estimated in the conven-
tional AAM, by repeated calculations based on the model
coefficient update estimation that relies on the current model
coefficients and error image [55].

Regression-based landmark detection is amethod of inter-
est in recent research studies. The regression-based methods,
rather than putting forward a global face model as done by
holistic and part-based methods, intend to learn directly a
mapping from the appearance of an image to its landmark
locations. The regression-based methods roughly are cate-
gorized as direct regression methods, cascaded regression
methods anddeep-learning-based regressionmethods.Direct
regression methods, which are further sub-categorized as
local and holistic approaches, exert to predict the landmark
locations at once without the need for an initialization. In
contrast, cascaded regression methods, require subsequent,
cascaded iterations to correctly localize the landmark-points
with the requirement of pre-initialization of the landmark
locations [55].

Indeed, a landmark detection algorithm specifies the loca-
tions of N landmarks, Lp � {x1, y1, x2, y2, . . . , xN , yN } on
a given image f . In this study, a CLM-based method, that
is, the discriminative response map fitting (DRMF) [65] is
applied to define the landmarks of the face images. Sixty-
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Fig. 3 A sample image and its binary version with their annotated land-
marks

six landmark-points are identified when DRMF applied on a
face image as illustrated in Fig. 2.

DRMF shows promising performance regarding
landmark-points detection, even on binary images. The
location values of the landmark-points of an image and its
binary version are almost the same, with a mean square error
(MSE) value of 2.8315, as clarified in Fig. 3 and Table 1.

2.2 Feature extraction

The descriptor in this study is comprised of two types
of feature sets that are extracted relying on the facial
landmark-points, as appearance-based features and shape-
based features. The following section describes each feature
set and the way of their retrieval in detail.

2.2.1 Shape-based feature set

DRMF identifies sixty-six landmarks on each face
image. It is examined whether the spatial relationships
of these landmark-points are unique for individuals or
not. Let f be an image with N landmarks, Lp �
{x1, y1, x2, y2, . . . , xN , yN }, where N � 66. The Euclidean
distances between these points are calculated. Totally N ×
(N − 1) distance values are calculated as:

d
(
Lpi , Lp j

) �
√(

xi − x j
)2 +

(
yi − y j

)2 (1)

f ea1 � [
d(Lp1, Lp2)d(Lp1, Lp3) . . . .d(LpN−1, LpN )

]

(2)

where f ea1 denotes the feature set that is comprised of the
Euclidean distances between the landmark-points.

2.2.2 Appearance-based feature set

The second feature set f ea2 includes the mean pixel inten-
sity value differences of the landmark-points. To mitigate
the effect of the single-pixel intensity changes due to noise

Table 1 Image coordinates (X , Y ) of the landmark-points of a sample
image and its binary version

X
(
L p( f )

)
Y

(
L p( f )

)
X

(
L p(bin( f ))

)
Y

(
L p(bin( f ))

)

12.12987 36.30967 12.67734 38.81291

12.68323 40.61763 13.15086 43.56321

13.57034 44.86027 13.90462 48.28583

14.85724 49.18057 14.93438 52.92806

16.81583 53.43989 16.53872 57.30252

19.72069 57.07365 19.17155 61.04213

23.36007 59.82478 22.64357 63.99347

27.40592 61.82429 26.68399 66.08498

31.78441 62.43856 31.22114 66.62399

36.1457 61.25646 35.85715 65.63002

40.00452 58.78397 39.82174 63.08491

43.37626 55.6071 43.14045 59.75187

45.86989 51.60234 45.62617 55.7707

47.24051 47.01898 47.10655 51.35436

47.87201 42.43008 47.86383 46.78536

48.09931 37.96361 48.23014 42.17451

48.01737 33.48796 48.28696 37.5547

14.5989 32.79396 15.28539 33.60506

16.70609 30.91407 17.48864 31.73869

19.59609 30.20413 20.35555 31.0144

22.63233 30.43724 23.33207 31.18806

25.57247 31.2455 26.21372 31.95197

32.93123 30.60969 33.46875 31.75856

35.83196 29.32294 36.23001 30.82089

38.91826 28.6139 39.14148 30.43596

42.00653 28.9136 42.02274 30.89196

44.49064 30.51393 44.37334 32.50591

29.54023 35.05933 30.07173 35.74509

29.74289 38.00162 30.11559 38.73692

29.94943 40.94511 30.15553 41.71238

30.16003 43.86658 30.19773 44.67409

27.61102 45.93014 27.35574 47.17923

28.9889 46.30545 28.86667 47.67258

30.40842 46.41401 30.46833 47.83739

31.85814 46.07692 32.04978 47.56523

33.21936 45.48471 33.51087 46.96988

18.58342 36.41866 19.12932 36.95469

20.41554 35.01748 20.99095 35.70374

22.79524 34.87084 23.28537 35.61264

24.78259 35.98658 25.20425 36.7432

22.77831 36.77687 23.1979 37.31306

20.60786 37.02824 21.08796 37.47068

34.67149 35.17974 34.94474 36.42996

36.46659 33.74709 36.74474 35.19575

38.86335 33.53635 39.0245 35.10579
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Table 1 continued

X
(
L p( f )

)
Y

(
L p( f )

)
X

(
L p(bin( f ))

)
Y

(
L p(bin( f ))

)

40.92885 34.62152 40.95582 36.23431

39.00332 35.54088 39.04976 36.88558

36.79986 35.64094 36.95332 36.86539

25.15109 52.79591 24.26228 54.00413

26.59238 51.22011 25.97602 52.42645

28.47418 49.98056 28.13225 51.34361

30.75566 50.17207 30.54656 51.49857

33.05967 49.62748 32.99945 51.16811

35.18908 50.55731 35.26755 52.08658

36.97161 51.85436 37.12641 53.56337

35.44784 53.48653 35.54884 55.41116

33.45097 54.62027 33.37958 56.63587

31.16589 55.14614 30.81342 57.05753

28.90241 54.97643 28.2527 56.81596

26.82357 54.16791 26.00239 55.74238

28.61613 51.80899 28.02457 53.16331

30.88918 51.7607 30.63792 53.08958

33.22669 51.45047 33.32162 52.97792

33.21794 52.01534 33.41687 54.06619

30.95401 52.51079 30.73026 54.49448

28.71534 52.36075 28.07193 54.25958

or illuminative changes, the mean value of the pixels at the
k-hop neighborhood, as well as the pixel at each landmark,
is considered.

mpLpi �
⎛

⎝
k2−1∑

n�1

pLpn + pLpi

⎞

⎠/k2 (3)

f ea2 � [
d
(
mpLp1 ,mpLp2

)
. . . d

(
mpLpN−1 ,mpLpN

)]
(4)

where pLpi ,mpLpi and f ea2 refer to the pixel intensity value
of the landmark-point at Lpi , mean intensity value belonging
to its k-hop neighborhood, and the feature set containing
these mean intensity values, respectively.

After the extraction stage of the two feature sets, they are
concatenated to form the overall feature set, f eaToT , as:

f eaToT � f ea1| f ea2 (5)

3 Simulation results and discussions

Various experiments are conducted to measure and analyze
the performance of the proposed framework under different
circumstances. The evaluation of the proposed framework is
performed mainly on the CAS-PEAL-R1 dataset [67]. The
CAS-PEAL-R1 dataset is a subset of the CAS-PEAL dataset

Fig. 4 Exemplary face images retrieved from different categories in the
CAS-PEAL-R1 dataset

that contains several tens of thousands of images of 1040
subjects. The CAS-PEAL-R1 dataset is preferred because it
contains a large number of images taken under various con-
ditions such as varying lighting, expression and accessories.
These variable factors make the recognition process much
more difficult.

Sample images retrieved from different categories in the
CAS-PEAL-R1 dataset are presented in Fig. 4.

The performance analysis of the proposed method is car-
ried out in two steps. In the first step, the resistance of the
method to noise effects, partial occlusion and illumination
changes is explored. Then, by performing comprehensive
simulations, the facial recognition accuracy performance of
the proposed method is analyzed and discussed. The per-
formance of the proposed method is compared to a number
of the-state-of-the-art methods (LBP, Gabor, local tetra pat-
terns (LTetP) [68], local monotonic pattern (LMP) [69], local
phase quantization (LPQ), Weber local descriptor (WLD)
[70], local gradient pattern (LGP) [71], median binary pat-
tern (MBP) [72], local arc pattern (LAP) [73], monogenic
binary coding (MBC) [74]) proposed in the literature.

Following the feature extraction stage, the classification
task is implemented. The classification is done by means
of supervised training. k-nearest neighbor (k-NN) method is
used as the training algorithm. In the k-NN method, k value
is taken as 1. The reason for this is that individuals show
very close features regarding facial characteristics. There-
fore, if you increase the radius of the circumference during
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classification, you may accidentally assign an incorrect label
to a subject. On the outset, the data are split into two parts
(train and test) randomly to train the model. The train-part
forms the%80 of the dataset while test includes the rest %20.
Besides, the train-part of the dataset is also partitioned in two
as the train (%80) and validation (%20).

Experiments are performed on MATLAB 2017b running
on the Intel CORE i7-5500U 2.4 GHz processor and 16 GB
RAM computer system.

3.1 Analysis of stability

Noise, occlusion and changes in illumination can signifi-
cantly affect recognition performance. Therefore, the pro-
posed method should not fail under exerting conditions
and should remain stable to achieve satisfactory recognition
performance. First, the robustness of the proposed method
against noise is analyzed. Secondly, it is presented the behav-
ior of the proposed method in the occasion of exposure to
variances in illumination. Lastly, it is explored the resistance
of the proposed descriptor under variable partial occlusions.

3.1.1 Noise resistance analysis

An important consideration to be taken into account dur-
ing the performance analysis of a face identifier is how it
resists against a challenging factor such as noise without
any improvement, i.e., filtration. Therefore, the reaction of
the proposed method is examined by applying artificially
produced noise. Two types of noise, i.e., salt-pepper and
Gaussian, are artificially applied to each image in the dataset.

At the outset, salt-pepper noise is considered. Images may
sometimes suffer to noise, namely impulse noise, during
acquisition, transmission or recording operations. Impulse
noise is generally classified as random-valued impulse noise
(RVIN) and fixed-valued impulse noise (FVIN). These two
types of noise models differ in the intensity value change
occurring on the noise pixels. In FVIN model, each noise-
suffered pixel takes the value 0 or 255, that is, the pixel turns
to either black or white. The modeling of FVIN is ordinarily
is done as follows:

x ′
i j �

{ {0, 255} with probability p
xi j with probablity 1 − p

}
(6)

where xi j , x ′
i j , p refer to the original, noisy pixel intensity

values at image coordinate (i, j), and the noise density, respec-
tively [75].

For RVIN, two types of models have been proposed. In
the first of these models [76], a noisy pixel can take one of
the values in a fixed interval of the length m, rather than two
fixed values as in FVIN. This model is called as fixed range
impulse noise (FRIN) and formulated as:

x ′
i j �

⎧
⎨

⎩

[0,m) with probability p1
xi j with probability 1 − p

(255 − m, 255] with probability p2

⎫
⎬

⎭
(7)

The second proposition [75] for RVIN is called as general
fixed-valued impulse noise (GFN) or multi-valued impulse
noise (MVIN) and formulated as follows:

x ′
i j �

{ {0, 255} with probability p
xi j with probablity 1 − p

}
(8)

where S is the set of pulse noise values consisting of k ele-
ments selected from values in the range [0, 255].

Every image in the dataset is exposed to salt-pepper noise
artificially and the recognition accuracy performance anal-
ysis is conducted on the salt-pepper noisy images. Figure 5
demonstrates the recognition accuracy values of the proposed
and other methods. d,

(
f eaToT , k � 1

)
,
(
f eaToT , k � 2

)

denote the noise density, the proposed method considering
1-hop and 2-hop neighboring pixels while calculating the
mean pixel intensity value, respectively. Clearly, the pro-
posed method remains stable even in case of increasing
salt-pepper noise exposure. Since the method proposed in
this study fully relies on the facial landmark-points, the salt-
pepper noise does not affect the extraction of these points
and the same or nearly similar feature set is continued to be
captured. Thus, while the recognition accuracy performances
of most of the other methods seriously degrade, our method
can distinguish individuals despite the increasing salt-pepper
noise rate.

In the next stage of noise durability performance analysis,
another type of noise, Gaussian noise, is taken into consid-
eration. The two dominant noise sources for digital image
acquisition are the stochastic quality of photon counting in
detectors and the internal and electronic fluctuations of the
collection devices [77]. This most common noise arising due
to the image acquisition system can be modeled as Gaus-
sian randomnoise generally [78]. Gaussian noise is statistical
noise with a probability density function (PDF) equal to that
of the normal distribution, also known as the Gaussian dis-
tribution, named after Carl Friedrich Gauss. In other words,
the positions of the pixels exposed to noise and scattering of
the values are subject to Gaussian distribution. The PDF of
a Gaussian random variable is formulated as in the follow-
ing:

pG(z) � 1

σ
√
2π

e− (z−μ)2

2σ2 (9)

where z,μ, σ denote the grey-level, mean value and standard
deviation, respectively.

Figure 6 presents the recognition accuracy values of
the proposed method and other competitors in the case of
Gaussian noise exposure. The data in the table show the
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Fig. 5 The effect of salt-pepper
noise on the recognition
accuracy

Fig. 6 The effect of Gaussian
noise on the recognition
accuracy

recognition accuracy values for the increasing Gaussian vari-
ance (σ 2) values by taking the Gaussian mean constant μ �
0.001. Inherently, the recognition accuracy performance of
a method degrades due to the increase in the variance of the
noise. However, a robust descriptor should be as resistant as
possible despite the increasing and changing noise parame-
ters and be able towithstand its disturbing effects. Obviously,
our method keeps its robustness even under varying and
increasing noise values, while the recognition accuracy per-
formances of other methods degrade seriously.

3.1.2 Varying-illumination-resistance analysis

Face recognition becomes a strongly challenging paradigm
especially in unconstrained environments [79]. Varying illu-
mination is one of the most decisive factors that make facial
recognition difficult. Image variations because of the vary-
ing illumination that induce changes on the images such
as cast or attached shadows can be larger than that due to
the innate differences between individuals [80]. These chal-
lenges stemming from varying illumination have attracted
considerable attention from researchers, and many studies
have been conducted to overcome these challenges. These

studies are broadly classified into three categories as, nor-
malization and pre-processing, illumination invariant feature
extraction and modeling [81].

The method proposed in this study falls into the category
illumination invariant feature extraction. If a method exploits
the feature set that heavily relies on pixel intensity values, it
is inevitable to be affected by changes in illumination. There-
fore, when designing our face descriptor, it is intended not
to produce a feature set based purely on pixel density val-
ues that would reduce immunity to the damaging effects of
varying illumination.

The recognition accuracy performance of our method and
other state-of-the-art methods are explored by conducting
extensive simulations on the CAS-PEAL-R1 dataset. The
reason for selecting theCAS-PEAL-R1data set is that instead
of being artificially produced, it contains a subset of images
that are exposed to varying illumination that occurs natu-
rally in the indoor environment. Figure 4c presents sample
face images that are exposed to varying natural illumination.
Obviously, without any pre-processing or normalization pro-
cess, the distinguishing of the individuals is highly struggling
for any descriptor that descriptor-feature-set heavily relies
on pixel intensity values. As illustrated in Fig. 7, our method
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Fig. 7 The effect of illumination
variation on the recognition
accuracy

Fig. 8 The effect of partial
occlusions on the recognition
accuracy

does the best regarding recognition accuracy even under the
diminishing effects of shadows as a result of changing illu-
mination. The performances of the other descriptors sharply
fall due to their feature sets’ reliance purely on pixel intensity
values.

3.1.3 Recognition performance analysis
under facial-accessory-caused partial occlusion

Although there is much research on face recognition to mit-
igate the distorting effects of pose and illumination changes,
problems caused by occlusions are often overlooked. How-
ever, face occlusion is quite common and may occur due to
intentional or unintentional spontaneous reasons. For exam-
ple, football hooligans and ATM criminals may wear scarves
and/or sunglasses to prevent their faces from being recog-
nized. Other than that, some people wear veils because of
religious beliefs or cultural habits. Other sources of facial
occlusion include medical masks, beards, hats, facial hair,
mustaches, make-up and so on. Of course, facial occlusion
can significantly affect the performance of the most com-
plex face recognition systems, unless occlusion analysis is
specifically considered. The robustness of face recognition
systems against partial occlusion is therefore very important
nowadays [82].

Local feature-based methods have been recognized to be
robust to partial occlusions and less susceptible to such prob-
lems, unlike traditional holistic approaches such as PCA,
LDA and ICA. Some of the local feature-based methods

Fig. 9 Exemplary face images retrieved from the ExtendedYaleB
dataset

focus solely on illumination and/or expression changes,
while others [83, 84] aim to overcome the problems caused
by partial occlusions.

As abovementioned, the method in this study does not
solely rely on the pixel intensity values, rather, it is based
on facial landmark features that are stable even under partial
occlusions. Therefore, it can be seen from the results in Fig. 8
that ourmethodhas a high performance even on the data set of
partially obstructed images, such as glasses and hats, which
seriously impair facial recognition (Fig. 4a). Compared to the
performance of other methods, our method provides a great
advantage.

3.2 Recognition accuracy performance analysis

In the previous section, the analysis of the stability and
robustness of the proposed method is performed on the
challenging dataset CAS-PEAL-R1, which comprises recog-
nition difficult, occluded and varying illuminated images.
Besides, the resistance of the method is explored by expos-
ing these images to artificially generated salt-pepper and
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Fig. 10 Recognition accuracy
performance analysis on the
ExtendedYaleB dataset

Fig. 11 Exemplary face images retrieved from the Face94 dataset

Gaussian noise. This section clarifies the recognition accu-
racy performance of the proposed method on different
datasets, namely ExtendedYaleB [85], Face94 [86] and
JAFFE [87–89]. The ExtendedYale B dataset contains 16352
images of 28 different individuals, 640×480 pixel size,
exposed to 9 different poses and 64 different illuminations.
Although images in the Extended Yale B dataset do not
include any expression variation, they are exposed to signifi-
cant pose and illumination changes. Figure 9 presents sample
images of ExtendedYaleB dataset.

Figure 10 gives the recognition accuracy performance
of the proposed and other state-of-the-art methods on the
ExtendedYaleB dataset. Similarly, a result consistent with
the reality of the previous results is obtained, i.e., in terms of
recognition performance, the method we propose gives the
second-best performance following Gabor.

Simulations are continued to be conducted on another
dataset, namely Face94, which is composed of a total of
1860 images of which 20 belong to each individual. Despite
the fact that it is not as challenging as CAS-PEAL-R1 and
ExtendedYaleB datasets, individuals pose varying expres-
sions (Fig. 11). Not surprisingly, as presented in Fig. 12, the
proposed method performs the best among the others.

Fig. 13 Exemplary face images retrieved from the JAFFE dataset

Following, the face recognition performance is analyzed
on the JAFFE dataset. The database contains 213 images
of 7 facial expressions (6 basic facial expressions + 1 neu-
tral) posed by 10 Japanese female models. Each image has
been rated on 6 emotion adjectives by 60 Japanese subjects
(Fig. 13). As clarified in Fig. 14, despite the high-varied
expressions of the models, the proposed method achieves
one of the best discrimination performances.

4 Conclusion

In this paper, a high-discriminative facial recognition
method, which fuses shape and grey-level features of faces,
is proposed. Facial markings are used as shape properties
because they present the characteristics of individuals that
are at least unchanged or variable even in the event of
exposure to destructive factors such as occlusion, varying
illumination and noise. A number of features are produced
of these facial landmark-points. These features include both
some spatial values and pixel intensity values that are cal-
culated considering only those landmark-points and their
vicinities. As clearly presented in the simulations results, the

Fig. 12 Recognition accuracy
performance analysis on the
Face94 dataset
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Fig. 14 Recognition accuracy
performance analysis on the
JAFFE dataset

proposed method remains stable even under the challeng-
ing factors such as varying illumination, noise and partial
occlusion, which diminishes of a facial recognition method
significantly. The recognition and robustness performance of
a number of the-state-of-the-art methods are also analyzed.
The proposed method competes promisingly with others in
terms of recognition accuracy and at the same time makes a
clear difference to themwhen exposed to challenging factors.
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