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Abstract
Since the number of labeled data is limited in the semi-supervised learning settings, we propose a fuzzy weighted sparse 
reconstruction error-steered semi-supervised learning method for face recognition. The fuzzy membership functions are 
introduced to the reconstruction error calculation for the unlabeled data. A weight function is utilized to capture the local-
ity property of data when learning the sparse coefficients. The fuzzy weighted sparse reconstruction error-steered semi-
supervised learning not only inherits the advantages of sparse representation classification techniques and neighborhood 
methods, but also steers the reconstruction errors of unlabeled data. Experimental studies on well-known face image datasets 
demonstrate that the proposed method outperforms the comparative approaches.

Keywords  Membership function · Sparse representation · Fuzzy

1  Introduction

In many real applications, labeling data is time-consuming 
and expensive, thus resulting in very few labeled data pre-
sented for data classification or clustering tasks. Since unla-
beled data can be easily obtained in many problems, how to 
utilize both a small set of labeled data and a large amount 
of unlabeled data to classify the unlabeled data attracts con-
siderable attentions from machine learning and pattern rec-
ognition communities. This learning schema is called semi-
supervised learning (SSL), and its objective is accurately 
assigning class labels to the unlabeled data by incorporating 
the supervised information of the limited labeled data and 
their relationships to the unlabeled ones. Many efforts have 
been made on graph-based models in recent years since the 
intrinsic manifold structure of both the labeled and unla-
beled data can be effectively considered. Graph-based semi-
supervised learning (GSSL) uses a graph to represent the 
relational patterns among data, and a graph includes sets of 
vertices and edges connecting pairs of vertices. Each ver-
tex denotes a datum, and each edge is assigned a weight to 
measure the similarity between a pair of data. Labels are 

assigned to unlabeled data based on the assumptions that 
data connected by large weights should have similar label. 
Both the labeled and unlabeled data are incorporated in the 
graph to represent the adjacency relations among them. 
GSSL approaches meet the manifold assumption, and can 
well-approximate the intrinsically low-dimensional manifold 
data structure.

The success of GSSL mainly depends on the definition 
of similarity measure between pairs of data. The most com-
monly adopted similarity measure approaches are built on 
the basis of Gaussian kernel functions in Euclidean space, 
which solely depend on the Euclidean distance between 
two data and a kernel parameter [1]. The K-nearest neigh-
bor (KNN) approach only assigns nonzero weights to edges 
connecting a datum and its K-nearest neighbors, but the 
relations among data include not only the neighborhood, 
but also the others, such as linear neighborhood embedding 
[2] and sparse representation [3], thus some more sophis-
ticated methods are proposed due to the new relations for 
similarity measure [4, 5]. Wang et al. [5] formulated data 
similarities in a linear space by assuming that each datum 
could be approximately and linearly reconstructed by its 
neighbors, and Cheng et al. [4] applied sparse representa-
tion techniques to formulate a sparse similarity measure 
based on the assumption that each datum can be sparsely 
and linearly reconstructed by the elements of a dictionary. 
Compared with linear neighborhood propagation (LNP) [5], 
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the similarity induced by sparsity [4, 6] measures the pair-
wise similarities using sparse overcomplete code coefficients 
and does not need to predetermine the number of the nearest 
neighbors.

In order to boost the performance of GSSL, kernel tricks 
[7, 8] have been introduced to the formulation of data simi-
larity measure. Some approaches integrate multiple simi-
larity measures, multiple kernel functions or both of them 
into one model, so as to accurately mine the intrinsic data 
structure as much as possible [9–11]. The similarity meas-
ures focus on the aspects of data structure, and the kernel 
functions are utilized to project the data into different feature 
spaces, so the integration of these measures and functions 
inherits their advantages. Although existing graph-based 
methods boost the classification performance, they are still 
not sufficient to exhibit multiple relationships between pairs 
of data.

Since sparse representation (SR) techniques avoid the 
difficulty of determining the parameters used in KNN and ξ 
ball methods [2], some works have been done on this direc-
tion for classification or image recognition problems. Cheng 
et al. [4] first introduced a sparsity-induced similarity meas-
ure for label propagation, and redefined the similarity meas-
ure by reconstructing each data point as a l1-norm sparse 
linear combination of the rest ones. Since the sparse coef-
ficients depict the spatial distribution of data and reflect the 
neighborhood relationship, they can be utilized to measure 
the similarities between pairs of data. Zhao et al. [12] pro-
posed a forward and backward sparse representation method 
to obtain the degree of confidence with a specific class label 
for unlabeled data, and utilized co-training to build a novel 
semi-supervised learning approach to boost the image anno-
tation performance. Based on the assumption that both the 
label space and the data space share the same sparse relation-
ship and sparse reconstruction coefficients, Zhang et al. [13] 
utilized SR to learn the sparse coefficients for each datum in 
the original data space, and then used the sparse coefficients 
in the linear reconstruction of labels in the label space. The 
labels of unlabeled data can be obtained by minimizing the 
sum of label reconstruction errors of all data. Zhuang et al. 
[14] proposed a method to obtain a nonnegative low rank 
and sparse matrix, and used it for calculating the data simi-
larity. The proposed similarity measure captures both the 
global and local data structure. In order to accurately capture 
the data structure, Peng et al. [15] described an enhanced 
low-rank data representation approach, and Fan et al. [16] 
introduced a sparse regularization penalty term to the mani-
fold regularization by replacing the adjacency graphs of 
data, and obtained good performance for semi-supervised 
learning. A nuclear norm regularization was also proposed 
to simultaneously handle the pair-wise constraints among 
data and the sparse labeled data issues [17]. Kobayashi 
[9] described a similarity measure from the probabilistic 

viewpoint, which could capture the sparse and KNN-like 
properties of data. Since the labeled data are quite limited 
in SSL, in order to obtain more supervised information for 
label propagation, Zhang et al. [18] utilized the propagated 
soft labels of both the labeled and unlabeled data to enrich 
the data relationship, and reported good performance for 
GSSL. Wang et al. [19] collected the positive and negative 
unlabeled samples, and used the labeled and unlabeled train-
ing samples to select the weak classifiers. Pei et al. [20] inte-
grated the classical label propagation optimization function 
and the sparse coefficient learning lasso function into one 
model to simultaneously optimize the sparse coefficients and 
the labels of the unlabeled data.

Almost all the above approaches define novel weights 
for graph edges by incorporating SR techniques, and make 
label propagation among data in the label space based on 
the obtained weight matrix. Although they take into account 
the global and local data structure, the sparse reconstruction 
errors of data are ignored, which is also essential for sparse 
representation-based semi-supervised learning. Song et al. 
[21] proposed a fuzzy adaptive way to adapt dictionaries 
in order to achieve the fuzzy sparse signal representations. 
The update of the dictionary columns was combined with 
an update of the sparse representations by embedding a new 
mechanism of fuzzy set.

A good semi-supervised classification method should not 
only fully capture both the true intrinsic local and global 
structures of data, but also be steered by the classification 
task itself through incorporating the supervised information 
of the labeled data. Different from GSSL, which aims to find 
good similarity measure among data by neighborhood meth-
ods, sparse relationships or integration of label propagation 
and sparse constraints, we propose a novel approach which 
inherits the advantage of sparse representation techniques 
and neighborhood methods. This approach introduces fuzzy 
memberships into the calculation of reconstruction errors for 
unlabeled data, and steers unlabeled data classification based 
on the fuzzy memberships.

In order to clarify the contributions of our work, we 
briefly summarize the novel characteristics of the proposed 
approach as follows:

1.	 We introduce fuzzy memberships to the reconstruction 
error calculation and point out that the sparse represen-
tation classification implicitly takes into account all the 
labeled data in calculating the data reconstruction error 
associated with each class.

2.	 The proposed approach defines membership functions 
based on the fuzzy reconstruction errors of the unlabeled 
data, and alternately updates the fuzzy memberships 
until a termination condition is satisfied. Classification 
of the unlabeled data is based on the finally obtained 
fuzzy memberships. Available techniques can be uti-
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lized to solve the optimization problems of the proposed 
method, and no new solution technique is needed.

This paper is organized as follows. Section 2 briefly intro-
duces GSSL and the sparse learning for image recognition. 
In Sect. 3, we propose the fuzzy membership learning and 
updating approach with the label information. Section 4 
reports the experimental results and the discussions about 
these results. Finally, the paper is concluded in Sect. 5.

2 � Preliminaries

2.1 � GSSL methods

GSSL approaches make use of the manifold structure 
embedded in the labeled and unlabeled data for realizing 
label information propagation over the graph. We give a 
brief review in the following.

A graph G = (V ,E) represents the relational patterns 
among data, where V and E are the set of vertices and edges 
connecting pairs of vertices. Given a semi-supervised c class 
classification task, we use both Xl =

{
x1, x2,… , xnl

}
 and 

Xu =
{
x1, x2,… , xnu

}
 to denote the small size labeled dataset 

and the unlabeled dataset, respectively, with xi ∈ Rq , where 
q is the data dimensionality. Let n = nl + nu be the size of 
X
(
= Xl ∪ Xu

)
 with nl labeled and nu unlabeled ones, and both 

Fl =
{
f1, f2,… , fnl

}
 and Fu =

{
fnl+1, fnl+2,… , fn

}
 be the label 

set of the labeled data and the unlabeled data, respectively, 
where fi denotes the label vector of xi . If xi belongs to the 
kth class, then the kth entry of fi equals 1, and all the other 
entries equal 0. A n × n symmetric weight matrix S =

[
sij
]
 is 

defined, where sij is a weight assigned to the edge connecting 
xi and xj . The label propagation is formulated as minimizing 
the following the energy function [22], and the labels of the 
unlabeled data can be obtained by solving it.

where F is a label matrix with each sample label vector as 
one column, � = � − � , and � is a diagonal matrix with 
dii =

∑n

j=1
sij.

2.2 � Sparse learning

The sparsity of the representation coefficients and the size of 
the dictionary play essential roles for the success of classifi-
cation. But in many real applications, we have limited num-
ber of labeled data together with a large amount of unlabeled 
data, thus how to fully utilize the relational pattern together 
with the local and global structure of the data becomes an 
obstacle to improve the classification performance.

(1)E =
1

2

∑

i,j

sij
‖‖‖�i − �j

‖‖‖
2

= ���T
(i, j ∈ {1, 2,… , n})

Since the overcomplete dictionary of SR depicts the 
distribution of the entire data with the sparse coefficients 
encoding the sparse neighborhood relationship of data, both 
of them should be fully utilized for SSL. In order to satisfy 
the manifold and cluster assumption, we multiply the sparse 
coefficients with weights which characterize the local rela-
tionship of data.

Wright et al. [23] used the sparse representation tech-
niques for face image reconstruction and classification. 
Given a training dataset Xl =

{
Xl1 ∪ Xl2 ∪⋯ ∪ Xlc

}
∈ Rq×nl , 

where c is the number of classes, Xli is the subset of Xl with 
all nli data belonging to class i, and nl =

∑c

i=1
nli is the num-

ber of training data in all classes. For a query datum y, the 
following two steps are conducted to identify its label:

1.	 Obtaining the sparse reconstruction coding coefficient 
vector by solving the following l1-norm minimization 
problem:
	 

where � is a constant that controls the sparsity of � , 
and �

l
 denotes the matrix of the labeled data with each 

datum as a column.
2.	 After � has been obtained, calculating the reconstruction 

error associated with each class, and performing clas-
sification as
	 

where �� is the coding coefficients associated with �
li
 , 

and �
li
 denotes the matrix of the ith class labeled data 

with each datum as a column.

Equation (3) shows that Wright et al. [23] directly utilize 
the class related atoms of the overcomplete dictionary for 
calculating the reconstruction errors.

3 � Learning the fuzzy memberships 
for unlabeled data

In order to learn the memberships associated with each class 
for the unlabeled data, we first initialize the memberships of 
all data based on the prior labeled information, and intro-
duce a weight matrix to the sparse coefficient learning. After 
that, for each unlabeled datum, we calculate its reconstruc-
tion error associated with each class, and initialize its mem-
berships based on the reconstruction errors. The member-
ships are introduced into the reconstruction error calculation 
in the following steps, and are updated based on the newly 
obtained reconstruction errors. This process is repeated until 
a termination criterion is reached.

(2)min��y − �l�
��
2
+ �‖�‖1

(3)
label(�) = argmin

i

‖‖� − �li�i
‖‖
2

(i ∈ {1, 2,… , c})
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3.1 � Fuzzy membership initialization

Let C = {1, 2,… , c} be the label set, for each labeled datum 
xi
(
i ∈

{
1,… , nl

})
 and ∀j ∈ C ; if �i belongs to class p, we 

initialize its memberships as

Since we have no prior knowledge about the label informa-
tion of the unlabeled data, the reconstruction error associated 
with each class can be obtained according the classical sparse 
representation-based classification (SRC) algorithm; so for 
each unlabeled data, we use the reverse of its reconstruction 
error associated with a specific class divided by the sum of 
all the reverse of reconstruction errors associated with each 
class to represent its initial fuzzy membership associated with 
that class. We initialize the membership for each unlabeled 
sample �k as

where err0
kj

 denotes the reconstruction error of xk associated 
with class j, and is obtained according classical SRC 
algorithm.

m0
ij
 and m0

kj
 depict the degree of confidence with which a 

labeled and an unlabeled datum are associated with a specific 
concept. We construct a membership matrix �0 for each 
datum using the above-defined m0

ij
 and m0

kj
 with each row rep-

resenting the memberships of a datum associated with differ-
ent classes

3.2 � Membership updating

For convenience, we also use �u ∈ Rq×nu to denote the data 
matrix of the unlabeled data, and � =

[
�l�u

]
∈ Rq×n to 

denote the matrix of all data. Let �lj ∈ Rq×nlj be the matrix 
of the labeled data belonging to class j ( nlj is the number of 
data in class j), we use �j =

[
�lj�u

]
∈ Rq×(nlj+nu) to denote the 

data matrix associated with the labeled data in class j and all 
the unlabeled data, with each column of �j representing one 
datum. We adopt the following l1-norm minimization problem 
to learn the sparse coefficients associated with each unlabeled 
datum �k ∈ �u which can be linearly reconstructed by the 
labeled data and all the unlabeled data except �k.

(4)m0
ij
=

{
1 if j = p,

0 otherwise.

(5)

m0
kj
=

1

err0
kj

∑c

i=1

1

err0
ki

�
for ∀k ∈

�
nl + 1,… , n

�
and ∀j ∈ C

�

(6)�0 =
|||||

�0
l

�0
u

|||||

(7)min��xk − ����
2
+ �‖�‖1

�
k ∈ 1, 2,… , nu

�

where � =
[
�1,… , �k−1, 0, �k+1,… , �n

]T is a n-dimensional 
vector whose kth entry is set to zero (implying that �k is 
removed from �u ), and � is a parameter to trade-off the spar-
sity and the reconstruction error.

After � has been obtained, we compute the reconstruction 
error associated with each class as

where �t−1
j

 is a diagonal matrix associated with class j at the 
tth iteration, with each diagonal element representing the jth 
class membership of each datum of � , and t is an iteration 
number. errt

kj
 is the reconstruction error of �k associated with 

class j at the tth iteration, and we call it the fuzzy reconstruc-
tion error of �k associated with class j, and ��t−1

j
� the 

fuzzy sparse data mean of �k associated with class j.
The computation of the above class-associated recon-

struction errors is similar to classical SRC when all data are 
labeled, since for computing the reconstruction error associ-
ated with class j, the diagonal elements of W0

j
 are all 1 s for 

the data belonging to class j, and are 0 s for the data without 
belonging to class j; thus, the above formula is reduced to 
compute class j associated reconstruction error of SRC. This 
inspires us to introduce the class memberships of the unla-
beled data into the reconstruction error computation. The 
diagonal elements of W0

j
 are obtained by

We use the following objective function to update the 
membership of xu associated with class j

where r is a fuzzifier which determines the level of class 
fuzziness, and t is an iteration number. As reported in fuzzy 
C-means [24] which introduces fuzzy memberships in 
K-means algorithms, large r results in small memberships 
and much fuzzy classes, and in the limit r = 1 , the member-
ships converge to 0 or 1, which means a crisp partitioning. 
Equation (10) is by its corresponding Lagrangian

By setting the derivative of Jr with respect to mt
kj

 to 0, we 
have

(8)
errt

kj
=
‖‖‖xk − ��t−1

j
�
‖‖‖2

(
∀j ∈ C,∀k ∈

{
1, 2,… , nu

}

and∀t ∈ {1, 2,…})

(9)w0

j
(ii) = m0

ij
(i ∈ {1, 2,… , n}, j ∈ C)

(10)

min

nu∑

k=1

c∑

j=1

(
mt

kj

)r

errt
kj

s.t.

c∑

j=1

mt

kj
= 1

(
r ∈

[
1, ∞), j ∈ C, t ∈ {1, 2,…},mt

kj
∈ [0, 1]

)

(11)Jr =

nu∑

k=1

c∑

j=1

(
mt

kj

)r

errt
kj
+

nu∑

k=1

�k

(
c∑

j=1

mt
kj
− 1

)



1525Fuzzy weighted sparse reconstruction error-steered semi-supervised learning for face…

1 3

After the fuzzy memberships have been obtained, we 

update the fuzzy membership matrix �t =
|||||

�t
l

�t
u

|||||
 , where mt

kj
 

is the kth row and jth column element of �t
u
.

Then, the diagonal �t
j
 can also be updated as

We continue to update all the class-associated fuzzy 
reconstruction errors for each datum through Eq. (8), and 
start a new round membership updating. This process stops 
if a termination criterion is satisfied. This approach is fuzzy 
sparse reconstruction error-steered semi-supervised learning 
(SRE-SSL).

3.3 � Membership learning under locality constraints

SR has made great successes in many applications in pattern 
recognition field, but it employs an overcomplete dictionary, 
thus neighbors chosen by SR for each datum may be unlikely 
in its neighborhood. Additionally, SR ignores the local infor-
mation in the coding process.

Considering that locality is also as important as sparsity, 
we introduce the locality-constrained linear coding (LLC) [25] 
in our work by ignoring the shift invariance constraint, and 
reformulate Eq. (7) as:

where ◦ denotes element-wise multiplication, and d denotes 
the weight vector whose jth element is defined as

where lkj is the Euclidean distance between xk and xj , and � 
is a parameter that is used to adjust the influence of lkj.

Equation (14) is also called a weighted SR which preserves 
the similarity between the reconstructed datum and its neigh-
bors while seeking the sparse linear representation.

After the sparse coefficients have been obtained, we per-
form similarly as described in Sect. 3.2 to update the class-
associated memberships for each datum. This approach is 
fuzzy sparse reconstruction error-steered semi-supervised 
learning with weight (SRE-SSLW).

(12)

mt
kj
=

1

∑c

p=1

errt
kj

errt
kp

−
1

r−1

�
∀j ∈ C and∀k ∈

�
1, 2,… , nu

��

(13)wt
j
(kk) = mt

kj
(k ∈ {1, 2,… , n}, j ∈ C, t ∈ {1, 2,…})

(14)min���k − ����
2
+ �‖� ◦�‖1

�
k ∈

�
1, 2,… , nu

��

(15)dkj = e
lkj

�

3.4 � Semi‑supervised classification

After the final memberships have been obtained, each unla-
beled datum xk can be classified based on the membership 
matrix �t

We summarize the description of the learning process as:

(1) Initialize the membership matrix �0 for each unlabeled datum, 
and set 0 to the iteration step t;

(2) Do the following until termination:
{ t = t + 1 ; compute the fuzzy reconstruction errors associated with 

each class for each unlabeled datum based on �t−1 and Eq. (8); 
update the membership mt

kj
 for �t according to Eq. (12);

(3) Classify the unlabeled data according to Eq. (16).

The stopping condition can be defined differently; in this 
paper, we stop to update the fuzzy memberships when a 
given number of iterations are met.

The algorithm classifies each datum based on the assump-
tion that data are bound to each class by means of a member-
ship function, which represents the fuzzy behavior of this 
algorithm. To do that, we construct a membership matrix � 
whose entries lie in [0, 1], and use the entries to represent 
the degrees that a datum belongs to each class.

When computing the reconstruction error associated 
with each class, the classical SRC ignores the labeled data 
belonging to the other classes. Unlike this method, we incor-
porate the label information. Since Eq. (8) can be reduced 
to SRC, the computation of the construction error can be 
considered as a specific case of Eq. (8). Furthermore, for a 
specific class j, if we take the labeled data into account and 
assign zeros to the labeled data from classes that are differ-
ent from class j, these labeled data make no contribution to 
the reconstruction error associated with class j.

4 � Experimental comparison

We do experiments on commonly used benchmark face 
image datasets to evaluate the performance of the proposed 
approach, and make comparisons with the state-of-the-art 
approaches.

4.1 � Datasets

The image datasets include extended YaleB1, ORL2, the 
Yale3, FERET4, and AR5. The dataset descriptions are given 
as follows, and sample images are shown in Fig. 1.

(16)label
(
xk
)
= argmax

j
mt

kj
(∀j ∈ C)
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1.	 The extended YaleB contains images of 38 individuals 
with about 64 images for each individual. All images are 
cropped and resized to 32 × 32 pixels.

2.	 The ORL contains ten different face images for each 
of 40 subjects. These images were collected at differ-
ent times and under different conditions, such as differ-
ent lighting, facial expressions, and facial details. All 
images are cropped and resized to 32 × 32 pixels.

3.	 The Yale face dataset contains 165 grayscale images 
of 15 individuals, and each individual has 11 images 
under different facial expressions or configurations. 
Each image is cropped and resized to 32 × 32 pixels.

4.	 AR contains 4000 color frontal images taken from 126 
subjects at two separate sessions with different occlu-
sions illumination variation and facial expression, and is 
used for gender recognition. We use a subset consisting 
of 50 male and 50 female subjects with total number 
of 2600 images. Each class consists of 26 images with 
different facial expressions and illumination conditions, 
and each image is resized to 60 × 43 pixels.

5.	 The FERET face image database has become a stand-
ard database for testing and evaluating state-of-the-art 
face recognition algorithms. The proposed method is 
tested on a subset of the FERET database. This subset 
includes 700 images of 100 individuals. (Each one has 
seven images.) This subset involves variations in facial 
expression, illumination, and pose. In our experiment, 
the facial portion of each original image is automatically 
cropped based on the location of eyes, and the cropped 
image is resized to 40 × 40 pixels and further repro-
cessed by histogram equalization.

4.2 � Experimental setup

In order to evaluate the performance in detail on each 
dataset, we randomly choose 10 to 60 percent of the total 
images from each class as labeled ones, and consider the 
remaining images as unlabeled ones by ignoring their label 

information. Each experiment is repeated ten times for each 
algorithm, and the mean accuracies of each algorithm are 
reported.

Extensive experiments on face images have been done 
by the recent study MLRR [15] for performance com-
parison with the other state-of-the-art SSL models. These 
models include the KNN approach utilizing Gaussian ker-
nel to calculate the graph edge weights, the local spline 
regression-based graph [26] and label propagation through 
linear neighborhoods [5] taking into account the local and 
global characteristics in construction of the Laplacian 
matrix, the sparse representation technique-based graph 
edge weight calculation, and the low-rank representation 
and its several variants. The mean accuracies demonstrate 
that MLRR outperforms the other models almost all the 
time; so we choose MLRR and the state-of-the-art sparse 
representation related models for performance compari-
son, and do not repeat the experiments for the models 
compared with MLRR.

We compare our approach with sparsity-induced simi-
larity measure for label propagation (SIS) [4], label prop-
agation through linear neighborhoods (LNP) [5], label 
propagation through sparse neighborhood (LPSN) [13] 
and manifold low-rank representation (MLRR) [15] and 
fuzzy K-SVD (F-K-SVD) [21]. The first four methods are 
based on semi-supervised learning and the last method 
achieves the fuzzy sparse signal representations according 
to dictionary learning. We follow the parameter setup in 
[15] for MLRR with Ni , γ, α, and β being set to 20, 1, 0.01, 
and 0.01, respectively, and follow the parameter setup for 
the compared models SIS [4], LPSN [13], LNP [5], and 
F-K-SVD [21] for their optimal parameter choice.

We report the results of our algorithm on the ORL 
and Yale datasets under four different conditions: SRE-
SSL1, SRE-SSL2, SRE-SSLW1, and SRE-SSLW2. 
SRE_SSL1: the sparse coefficients and the fuzzy mem-
berships are obtained through Eqs. (7) and (12) separately, 
and the fuzzy memberships are introduced to the fuzzy 

Fig. 1   Sample images from each image set
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reconstruction error calculation in each iteration; SRE-
SSL2: For each unlabeled datum, after the fuzzy recon-
struction error associated with each class are obtained, 
we assign 1 to the fuzzy membership of a specific class 
with which the reconstruction error is associated, and 
0 to the fuzzy membership of the other classes. Moreo-
ver, the weights are introduced to the sparse coefficients 
when learning the dictionary for each unlabeled datum 
in Eq. (14), and then two conditions form and are called 
SRE-SSLW1 and SRE-SSLW2, respectively.

4.3 � Experimental results

The parameters should be predetermined before experimen-
tal comparison. In order to obtain the optimal parameter val-
ues, we do experiments when the proportion of the labeled 
data is fixed to 60% on each dataset. Three parameters 
should be determined for SRE-SSLW1, two are needed for 
SRE-SSL1 and SRE-SSLW2, and one is needed for SRE-
SSL2. Based on the previous works on dictionary learning 
and fuzzy C-means algorithm, we assign a value set 0.0001, 
0.001, 0.01, 0.1 to γ and a value set 2, 1.8, 1.5, 1.3, 1.2, 
1.1, 1.05 to r. We choose ORL image dataset, and conduct 
SRE-SSL1 under different parameter value combinations in 
the case that 60% data in each class are randomly selected 
and treated as labeled data. The experiments are repeated 
ten times, and mean accuracy rates are obtained. Figure 2 
demonstrates the performance of SRE-SSL1 on ORL under 
different parameter setup when 60% data in each class are 
randomly selected and treated as labeled data. It is obvious 
that the classification accuracy is sensitive to the value of γ 

and r , and the optimal values can be obtained when γ is set 
to 0.0001 and r is set to 1.1.

We implement SRE-SSL1 on the Yale image set under 
the optimal parameter setup, and show the convergence 
properties of the fuzzy memberships. We stop membership 
updating after ten training iterations. After termination, we 
randomly choose one unlabeled sample, and show its mem-
berships associated with each class in Fig. 3. We use one 
subfigure to demonstrate its convergence property of mem-
bership associated with each class. The memberships show 
different convergence properties. Some converge correctly 
at the very beginning iteration, and some converge correctly 
after several iterations. There are still some memberships 
that do not converge before terminating the iteration. The 
memberships of all correctly classified samples converge, 
and the memberships of wrongly classified samples do not 
converge.

Since there are three parameters that should be deter-
mined for SRE-SSLW1, we assign a value set 0.01, 0.1, 
1, 10, 100 to σ, and do experiments under different value 
combination conditions. Tenfold cross-validation is imple-
mented, and based on the mean recognition rates, the optimal 
value combination of γ, r, and σ is obtained as (0.1,1.05,1) 
for ORL, Yale, YaleB, and AR, and the optimal parameter 
combination is (0.1, 1.2, 1) for FERET.

We conduct SRE-SSLW1 on the Yale image set under the 
optimal parameter setup, and show the membership conver-
gence properties in Fig. 4. It is obvious that the convergence 
properties of the memberships obtained by SRE-SSLW1 
are similar to SRE-SSL1. We do experiments and obtain 
the optimal parameter value 0.0001 for γ in SRE-SSL2, 
and the optimal parameter value combination (0.1, 1) for 
γ,� in SRE-SSLW2. Extensive experiments under different 
percentages of labeled data have been done on each of the 
five image sets, and the mean accuracies together with the 
corresponding standard deviations over ten trials are shown 
in Tables 1 and 2. All the results are obtained under the 
optimal parameter setup for each algorithm, and we can eas-
ily observe from the results that SRE-SSL1 outperforms 
SRE-SSL2, and SRE-SSLW1 outperforms SRE-SSLW2 
under all conditions. This demonstrates that data are bound 
to each class by means of a membership function which 
represents the fuzzy behavior of both SRE-SSL1 and SRE-
SSLW1. Similar to K-means algorithm, SRE-SSL2 and 
SRE-SSLW2 assign each datum to a specific class in each 
iteration based on its membership associated with each class. 
This manipulation causes error and enlarges the error in the 
following iterations, and does harm to the performance of 
SRE-SSL2 and SRE-SSLW2.

Face images are manifold data, thus considering the 
local structure of data is beneficial to image recognition. 

Fig. 2   Recognition rate on ORL under different parameter values
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Fig. 3   Membership convergence 
property of SRE-SSL1 
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Fig. 3   (continued)
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Fig. 4   Membership convergence 
property of SRE-SSLW1 
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Fig. 4   (continued)
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Since both sparsity and locality are important for classi-
fication, SRE-SSLW1 introduces a weight matrix to the 
sparse reconstruction of each datum, which characterizes 
the local structure of data. The results indicate that SRE-
SSLW1 outperforms the other algorithms almost all the time 
except that it only loses two times under 10% of the train-
ing data. SRE-SSLW1 wins MLRR three times under 10% 
training data condition. In order to make a fair performance 

comparison, we obtain the average accuracies of LNP, SIS, 
LPSN, MLRR, F-K-SVD, and SRE-SSLW1 on the five 
datasets with values 40.72, 35.20, 54.38, 59.69, 42.80, and 
63.00, respectively. The average values also indicate that 
SRE-SSLW1 performs the best.

We also obtain the ranks of the six approaches on each 
image set, and compare their average ranks. According to the 
averaged accuracies of ten trails on each face database, the 

Table 1   Results on ORL and 
Yale datasets (mean ± SD%)

60% 50% 40% 30% 20% 10%

ORL
 LNP 89.50 ± 1.61 85.65 ± 2.91 82.29 ± 1.42 74.96 ± 4.33 68.50 ± 2.37 58.25 ± 1.78
 SIS 94.38 ± 2.38 92.40 ± 1.68 89.13 ± 1.77 82.86 ± 3.69 74.16 ± 1.98 54.69 ± 2.03
 LPSN 89.81 ± 2.96 88.55 ± 2.10 87.92 ± 1.98 84.75 ± 3.26 80.19 ± 1.70 70.94 ± 2.90
 MLRR 96.90 ± 1.59 94.60 ± 1.22 94.33 ± 1.56 90.50 ± 2.53 85.78 ± 2.44 73.14 ± 2.36
 SRE-SSL1 96.13 ± 1.58 95.05 ± 1.04 93.88 ± 2.44 89.86 ± 3.74 83.19 ± 2.38 61.53 ± 2.25
 SRE-SSL2 90.13 ± 2.30 85.30 ± 2.68 79.25 ± 2.11 68.93 ± 3.85 52.56 ± 3.77 23.83 ± 2.71
 SRE-SSLW1 96.31 ± 1.60 96.10 ± 1.37 94.96 ± 1.97 91.96 ± 2.34 86.25 ± 2.61 69.75 ± 3.65
 SRE-SSLW2 91.06 ± 2.17 87.15 ± 3.94 78.88 ± 2.59 68.89 ± 3.21 55.13 ± 1.58 37.53 ± 3.58

Yale
 LNP 61.33 ± 3.67 57.60 ± 5.36 51.71 ± 2.98 46.50 ± 4.49 43.26 ± 3.19 35.67 ± 3.47
 SIS 66.17 ± 7.50 60.40 ± 7.65 49.14 ± 12.35 44.17 ± 14.59 32.89 ± 13.72 19.67 ± 10.84
 LPSN 62.00 ± 8.45 62.40 ± 5.58 57.81 ± 4.28 53.58 ± 4.14 44.59 ± 3.18 39.40 ± 3.96
 MLRR 49.33 ± 6.30 48.53 ± 5.56 43.14 ± 5.12 40.42 ± 4.59 37.48 ± 4.08 34.27 ± 4.68
 SRE-SSL1 80.67 ± 4.10 80.00 ± 3.82 65.43 ± 5.48 53.08 ± 5.11 37.85 ± 5.46 28.20 ± 4.62
 SRE-SSL2 71.33 ± 6.42 69.07 ± 4.86 51.62 ± 6.73 44.67 ± 6.41 34.15 ± 4.44 21.00 ± 2.67
 SRE-SSLW1 82.50 ± 4.73 81.60 ± 4.11 71.14 ± 4.49 64.58 ± 7.26 48.67 ± 5.06 39.80 ± 6.73
 SRE-SSLW2 78.33 ± 4.58 72.80 ± 4.63 60.48 ± 5.12 50.50 ± 5.87 40.07 ± 4.83 27.47 ± 4.60

Table 2   Results on AR, 
YaleB, and FERET datasets 
(mean ± SD%)

60% 50% 40% 30% 20% 10%

AR
 LNP 73.13 ± 1.91 69.66 ± 1.97 64.58 ± 1.03 54.32 ± 0.15 48.42 ± 1.30 29.94 ± 1.85
 SIS 91.53 ± 2.39 92.26 ± 1.40 89.03 ± 2.09 87.76 ± 0.85 78.60 ± 10.97 39.85 ± 19.95
 LPSN 88.83 ± 0.68 88.57 ± 1.91 86.50 ± 1.29 81.94 ± 1.49 79.56 ± 1.45 62.65 ± 3.12
 MLRR 97.87 ± 0.58 97.63 ± 0.46 96.83 ± 0.63 95.82 ± 0.40 93.33 ± 0.55 75.06 ± 2.02
 SRE-SSLW1 98.33 ± 0.35 98.23 ± 0.90 97.78 ± 0.80 97.18 ± 0.18 97.02 ± 0.79 74.11 ± 4.60

YaleB
 LNP 81.16 ± 0.89 80.22 ± 0.56 76.21 ± 1.29 72.86 ± 0.48 67.87 ± 0.88 57.72 ± 0.97
 SIS 82.79 ± 2.13 83.61 ± 2.76 76.09 ± 0.93 73.49 ± 4.98 70.37 ± 5.39 42.11 ± 18.09
 LPSN 91.07 ± 0.87 89.78 ± 0.83 88.38 ± 1.07 86.47 ± 0.65 82.98 ± 1.91 74.72 ± 2.03
 MLRR 98.34 ± 0.16 98.12 ± 0.24 97.30 ± 0.39 95.47 ± 0.59 92.69 ± 0.84 86.07 ± 1.01
 SRE-SSLW1 99.06 ± 0.10 98.93 ± 0.09 98.96 ± 0.14 98.52 ± 0.23 96.05 ± 0.74 93.35 ± 1.87

FERET
 LNP 46.53 ± 0.38 45.53 ± 1.18 38.33 ± 0.89 32.12 ± 0.91 21.85 ± 0.97 22.02 ± 0.93
 SIS 54.00 ± 2.11 50.77 ± 1.24 45.50 ± 3.23 35.34 ± 3.07 22.27 ± 3.18 19.70 ± 3.40
 LPSN 53.17 ± 0.72 50.83 ± 0.57 44.18 ± 2.24 36.72 ± 1.00 24.30 ± 1.27 24.20 ± 1.17
 MLRR 60.53 ± 0.81 60.03 ± 1.86 54.05 ± 1.18 45.44 ± 0.67 29.90 ± 1.90 29.90 ± 1.24
 SRE-SSLW1 75.13 ± 0.84 72.70 ± 0.94 66.53 ± 1.39 56.74 ± 1.78 43.93 ± 1.19 37.98 ± 1.29
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best one gets a rank of 1, and the second best one gets rank 
of 2, and so on. If approaches perform equally well, average 
ranks are assigned to them. Table 3 reports both the ranks 
and the average ranks of each algorithm, and SRE-SSLW1 
also performs the best according to the average rank.

5 � Conclusion

This paper introduces a semi-supervised learning approach 
to face recognition. The sparse representation techniques are 
utilized to capture the sparse relationship among data, and 
each unlabeled datum is linearly and sparsely reconstructed 
by a small number of labeled data together with a large num-
ber of unlabeled ones. When calculating the class-associated 
reconstruction errors for each unlabeled datum, the deter-
mined or fuzzy label information of data is considered. Since 
labeled data are bounded to specific classes, and unlabeled 
ones are not clearly bounded to any specific classes, we uti-
lize membership functions to characterize the unspecific 
class properties of the unlabeled ones. The fuzzy member-
ship is a function of the reconstruction errors and is intro-
duced to the reconstruction error calculation. It is repeatedly 
updated after new reconstruction errors are obtained until a 
termination criterion is satisfied. Each unlabeled datum is 
classified based on its memberships associated with each 
class. Considering that face images are manifold data and 
both sparsity and locality are essential to image recogni-
tion, we utilize a weighted sparse representation technique 
to obtain the sparse coefficients so as to characterize the 
embedded data locality. The sparse coefficients together with 
the fuzzy memberships play important roles in the recon-
struction error calculation, and experimental results indicate 
that locality is also helpful to face recognition. In the future, 
we will try to consider utilizing the time-saving collabora-
tive representation techniques to obtain the reconstruction 
coefficients.
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