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Abstract

Graph-based methods have been widely adopted for predicting the most attractive region in an image. Most of the existing
graph-based methods only utilize single graph to describe the image information, and thus cannot adapt for complex scenes.
In this paper, a novel multi-graph framework for salient object detection is proposed. The proposed method is divided into
three steps. Firstly, an image is divided into superpixels and described as a multi-graph, where superpixels are represented
as nodes and their information is computed by color space and location space. Secondly, the multiple graphs are combined
into a novel multi-graph-based manifold ranking propagation framework to obtain a coarse map. Finally, a map refinement
model is developed to improve the quality of the coarse map. Experimental results on four challenging datasets show that the
proposed method performs favorably against the state-of-the-art salient object detection methods.

Keywords Salient object detection - Multi-graph framework - Map refinement - Manifold ranking

1 Introduction

Human visual system usually tends to pay more attention to
some regions of an image and further processes rich visual
contents. These regions are called salient since they stand out
from their surroundings in the image [1]. Saliency detection
is a task for simulating selective visual attention of humans
to predict the most important parts where a human observer
may look at. It can reveal the attentional mechanisms of bio-
logical visual systems. Numerous applications in computer
vision, such as object recognition [2], image compression
[3], image retrieval [4] and image segmentation [5], bene-
fit from saliency detection as a preprocessing step to reduce
computational cost.

Saliency detection has been studied by researchers in
physiology, psychology, neural systems and computer vision,
and lots of models have been proposed based on different
assumptions. Generally speaking, these computational mod-
els can be divided into two categories: top-down models and
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bottom-up models. Top-down models are goal-oriented and
concerned with a specific object class, which is learned from
a large number of images in a supervised way. These models
are usually related to the subsequent applications. Maybank
[6] utilizes a probabilistic model to describe salient regions
for image matching. Yang et al. [7] obtain discriminative
expression of target-specific objects by a combination of
dictionary learning and conditional random fields (CRFs).
Unlike top-down models, bottom-up models are stimuli-
driven and adopted low-level cues, such as contrast, color,
texture and boundary. Some representative models are pre-
sented in [8—10]. The focus of this paper is bottom-up
saliency model.

Recently, graph-based methods have attracted much atten-
tion in bottom-up models and achieved state-of-the-art
performance. For graph-based methods, an input image is
described as a graph with superpixels as nodes, in which
the adjacent nodes in the graph are connected by weighted
edges. The most representative saliency nodes are served
as seeds. Then, the saliency values are diffused along the
weighted edges from seeds to other nodes. Up to now, a
great many graph-based saliency detection methods have
been proposed. Harel et al. [11] treat the saliency detec-
tion problem as a random walk scheme, in which salient
value of a region is computed according to the frequency
of node visits at equilibrium. Based on the work of [11],
Wang et al. [12] evaluate saliency by entropy rate, which
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Fig.1 Diagram of the proposed method

is the mean information transferred from a node to other
nodes during a random walk. In the work of Mai et al. [13], a
strategy called data aggregation is explored in saliency detec-
tion; more specifically, pixel-wise, conditional random field
(CRF) and image-dependent aggregation are introduced to
aggregate saliency map. The work of Gong et al. [14] employs
the teaching-to-learn and learning-to-teach strategies to prop-
agate saliency from related simple regions to difficult regions.
Zhang et al. [15] combine objectness and compactness cues
to estimate saliency. Qi et al. [16] exploit both Boolean-based
and foreground-based models for saliency detection. Yang et
al. [17] first use four boundaries of an image as background
seeds to obtain background-based saliency value, then utilize
the foreground seeds to formulate the final saliency map.

In the graph-based models employed by above methods,
only one graph is constructed for saliency detection. How-
ever, constructing one graph for a picture may neglect some
essential structure information in the complex scene. Since
people often connect multiple types of relationships of a
scene simultaneously, a corresponding multi-graph should
be constructed to describe image information from different
feature representations.

Multi-graph-based models have successfully utilized in
many applications, such as social recommendations [18],
object classification [19] and visual tracking [20]. To han-
dle multi-relational social networks, Mao et al. [18] present
a multi-graph ranking model to identify and recommend
the nearest neighbors of particular users in high-order envi-
ronments. Wu et al. [19] develop a positive and unlabeled
multi-graph learning framework for complicated objects
classification. As appearance always changing in object
tracking, Yang et al. [20] combine graph-based ranking and
multiple feature representation to multiple graph matrices.
These applications of multi-graph-based models perform
favorably against the state-of-the-art methods.

In this paper, a novel multi-graph framework is pro-
posed to solve the problems of single-graph-based saliency
detection methods. The diagram of our proposed algorithm
is shown in Fig. 1. Firstly, an image is partitioned into
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superpixels. A multi-graph is constructed by representing
superpixels as nodes. The node information is described from
two feature spaces, including color space and location space,
to leverage the complementarity between them. Secondly,
multiple cues are integrated in a new multi-graph-based prop-
agation model to conquer the complex situation. Finally, a
map refinement process is added to improve the propagation
result. The major contributions of this paper are summarized
as follows:

(1) A new multi-graph construction way is proposed to
express image information from two aspects.

(2) A multi-graph-based manifold ranking framework is
proposed to propagate information of nodes based on the
new multi-graph. The propagation result is represented
as a coarse map.

(3) A map refinement model is developed to improve the
quality of the coarse map by highlighting heterogeneous
regions of a salient object and suppressing background
noises simultaneously. The remainder of this paper is
organized as follows. Section 2 briefly reviews the
related work. In Sect. 3, we develop a label propaga-
tion framework for multiple graphs. Section 4 describes
the process of proposed saliency detection algorithm in
detail. Section 5 presents experimental results and dis-
cusses the performance of our framework. Finally, the
paper is concluded in Sect. 6.

2 Related work

In the last few years, numerous saliency methods have been
proposed. A comprehensive survey of salient object detection
methods is presented in [1]. The following gives a review of
saliency detection methods that are related to our method.
The first computational model of saliency is proposed by
Itti et al. [21]. This model is a bottom-up model deriving
from psychological theories. A large number of approaches
are proposed to detect salient object in images afterward.
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Harel et al. [11] define a graph on image and utilize random
walks to compute saliency. Liu et al. [22] treat salient object
detection as a picture segmentation problem by using contrast
and center—surround mechanism. Achanta et al. [23] develop
a frequency-tuned method which detects saliency using color
deviation from the mean image color. Shen et al. [24] pro-
pose a low-rank matrix recovery model which decomposes
the feature matrix extracted in an image into low-rank part
and sparse part. Cheng et al. [25] utilize the color contrast
information between foreground and background to assign
saliency values. Deep learning-based methods have attracted
much attention to researchers recently. Li et al. [26] develop
a multi-task FCNN to model the intrinsic semantic saliency
properties in a data-driven manner. Kuen et al. [27] adapt
convolutional-deconvolutional network and provide contex-
tual information in attended subregions to detect salient
objects of multiple scales. Li et al. [28] evaluate saliency of
a query region by utilizing both high-level and low-level fea-
tures generated in deep networks. The framework proposed
by [29] introduces a series of short connections between shal-
lower and deeper side-output layers, which can highlight the
entire salient object and locate its boundary in the meantime.
Hu et al. [30] model the semantic features of salient objects
and tackle the blurred saliency boundaries by their proposed
deep level set network. Although deep learning-based meth-
ods have shown their effectiveness for saliency detection,
they are usually hard to be fine-tuned or trained.

In recent years, more and more researchers pay their
attention to graph-based methods for their simplicity and
efficiency. Among these graph-based methods, it is proved
that manifold ranking is a potential model. Yang et al. [17]
bring manifold ranking in saliency detection firstly. An input
image is represented as a single-layer graph, and four bound-
ary nodes are picked out as seeds based on background prior.
Then, saliency information is diffused by manifold ranking
and the optimal ranking result is regarded as saliency value.
This method achieves good performance in terms of both
accuracy and speed, so that a great many of the improve-
ments are proposed. These improvements are developed
by three aspects: graph construction, seed and propagation
model. Although a well-constructed graph is essential for
final saliency result, few works focus on graph construction.
Wang et al. [31] construct an effective single graph to capture
local/global contrast. Then, the information of seed is prop-
agated similar to [17]. Sun et al. [32] represent the image as
a sparse single graph which not only reflects the local neigh-
borhood information by linking nodes and their neighbors,
but also takes the symmetry of images into consideration by
connecting the opposite border nodes. The boundary seeds
adopted in [17] may be occupied by foreground object. Li et
al. [33] relieve this problem by eliminating erroneous bound-
aries which have distinctive color distribution compared to
the remaining three boundaries. Wang et al. [34] select back-

ground seeds by removing the foreground noises which have
low boundary probability. Lots of works pay their atten-
tion on label propagation model. Tao et al. [35] model the
ranking problem in a matrix factorization framework, which
can enforce similar saliency values on neighboring nodes by
combining spatial information and embedding labels. Li et
al. [33] propose a regularized random walks ranking by inte-
grating random walks and GMR. The regularized random
walks define anew constraint to consider local image data and
prior estimation. Xia et al. [36] use locally linear embedding
to conduct manifold propagation. The locally linear embed-
ding algorithm can discover the relationship between each
node and its neighbors in the feature subspace.

Previous methods mentioned above only construct a sin-
gle graph in their models, so that they are not robust to
complex scenes. To address this problem, we propose a
novel multi-graph construction model and propagate saliency
information under it. Furthermore, a corresponding multi-
graph framework is developed to combine multiple cues.
The details of proposed method are given in the following
section.

3 Manifold ranking based on multi-graph

In this section, we first review the standard MR, and then we
extend MR model to a novel multi-graph-based MR frame-
work.

3.1 Single-graph-based manifold ranking

MR can be viewed as an extreme case of semi-supervised
learning algorithm, in which only positive or negative labeled
data are available [37,38]. The goal of GMR is to learn a
ranking function, which ranks the unlabeled data according to
their relevances to the given seeds. An description of GMR is
as follows. A graph is constructed according to the relevance
among data. A positive ranking score is assigned to each seed,
and zero is assigned to each remaining node. All nodes diffuse
their ranking score to their neighbors based on a propagation
function. Then, their final ranking score can be got after the
propagation process.

For a natural image, we can treat each pixel or super-
pixel of this image as a node. Then, a graph G = (V, E)
can be constructed. This graph is an undirected single graph
in general. All of the nodes are constituted to a set V =
{vi, v, ..., v,}; some of these nodes are labeled as seeds
and the rest need to be ranked based on their relevance to the
seeds. A vectory = [y1, y2, ..., Y] is defined as an indi-
cation vector for seeds, in which y; = 1 if v; is a seed, and
yi = 0 otherwise. The edges E are weighted by an affinity
matrix W = [wj;l,xn. Let vector £ = [f1, ..., f,] denote
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the ranking result, the optimal ranking result of nodes is cal-
culated by solving the following optimization problem:

n

| n ; 2
f = argmin 2 Yo wilfi = )P+ n) di <ﬁ_¢%> M
i,j=1 i=l "

where d;; is an entry of diagonal degree matrix D =
diag(dii, ..., dyn) Withd;; = Zj w;;. /4 1S a parameter con-
trolling the balance of the first term and the second term. The
first term is the smoothness constraint, which denotes that a
good ranking function should not change too much between
neighbor nodes. The second term is the label fitness con-
straint, which represents that a good ranking function should
not change too much from the initial seed assignment. Equa-
tion (1) can be rewritten as the matrix form:

f = argmin fTLf + u(f — D 'y)’D(f — D y) 2)

where L is the normalized graph Laplacian matrix with L =
D — W. Deviating Eq. (2) to be zero, the optimized closed-
form solution can be depicted as:

f=D-yW)ly 3)
where y = 1/(1 4+ w).

3.2 Multi-graph-based manifold ranking

In this subsection, a new framework is proposed combining
multiple graphs. Given K graphs and their correspond-
ing edge weights {Wk = (wl{‘j)}f:l, we integrate these K
graphs into a new regularized framework. Thus, Eq. (1) is
extended to a multi-graph-based manifold ranking (MMR)
framework:

n

K
. 1 k k 2
f=argmin> } o 3 wis(fi = f)

k=1 i,j=1

K n 2
+ud Y db <f—;—k) “

k=1 i=1 ii

K
s.t.Zak =1,d" €0, 1]
k=1

where dfl. isthe (i, j)-element of degree matrix of k-th graph.
We integrate different graphs by a weighted combination.
a® denotes the weight of k-th graph. Equation (4) can be
rewritten as follows for similarity:
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where L¥ = D¥ — W is the normalized graph Laplacian
matrix of k-th graph.

Thus, the task changes to minimize the regularization
framework above with respect to the ranking result vector
f. By setting the derivative of Eq. (5) to zero, we have

00(F)

K
= > {ef LA 4 uDh i — 57yl =0 (6)

k=1

which can be transformed into
K
> {ef LA 4wt — )7yl =0 (7
k=1
Then, we obtain:

K
f= Zak(Dk —yWhly (®)
k=1

By combining different graphs, a picture can be analyzed
through multiple properties. We illustrate the visual compar-
ison of MR and MMR in Fig. 2. Since MMR integrates more
visual cues by multiple graph, it can obtain more accurate
saliency maps than MR.

4 Saliency detection via multi-graph-based
manifold ranking

Our method includes three main parts: construct multi-graph,
generate a coarse map via MMR and refine the coarse map.
In this section, we state these three parts sequentially.

4.1 Multi-graph construction

As most of saliency detection methods suffer from complex
scenes consisting of numerous perceptual heterogeneous
regions, a multi-graph is constructed in this paper to relieve
the problem. To analyze an image from multiple aspects,
the multi-graph describes image information from differ-
ent image feature spaces. We construct two graphs G! =
(v, EL, Wl) and G2 = Vv, EZ, W2) which correspond to
location and color features, respectively. For an image, the
two graphs share common nodes but have their individual
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Fig.2 Visual comparison of
MR and MMR. a Input image. b
Saliency map generated by using
MR. ¢ Saliency map generated
by using MMR. d Ground truth

"n’ﬂ 2 ")"
(a)

Fig.3 The effectiveness of multi-graph structure. a Input image. b Single graph owing same structure with G'. ¢ Single graph owing same structure

with G2. d Multi-graph structure. e Ground truth

edges and weights. The visual comparisons of constructing
single graph and multi-graph are shown in Fig. 3. The multi-
graph structure can take advantage of each single graph.
Thus, more reliable results are generated.

4.1.1 Nodes

The multi-graph constructed in this paper treats each super-
pixel as a node. As demonstrated in the work of [39],
segmenting an image into homogeneous superpixels is a good
means to capture intrinsic structure information and improve
computational efficiency of saliency detection. In this paper,
simple linear iterative clustering (SLIC) algorithm [40] is
applied to generate n superpixels for an image. n is set to 200
in our experiments as previous graph-based methods [41].

4.1.2 Edges

Since nearby nodes are likely to have similar appearance, pre-
vious graph-based saliency detection methods connect nodes
based on their spatial relationship [41,42]. Each edge con-
nects two neighbor nodes by an undirected link. Similar with
previous work, we also connect location nearby nodes in the
first graph G'. A pair of nodes v; and v; are linked submitting
to following rules:

(1) As boundary prior proposed by assuming that the back-
ground regions of a picture are always close to the

boundaries, we enforce arbitrary boundary nodes to
be connected to each other. In this case, the graph is
enforced to be a closed-loop graph, which tends to
reduce the geodesic distance of similar nodes.

(2) v; is not only connected to its immediate neighbors, but
also the nodes sharing same boundaries with immediate
neighbors. Thus, nodes in G! are connected with a two-
ring topology and local smoothness can be utilized in
this way.

Based on the above two rules, the edges set E T—elue?
of G! can be obtained as follows:

elz{(vi,v./):vi,vjeB} ©)

2= {(vi, vj):v; € Ni v 3u eN/|vj € N,f}

where B denotes the set of boundary nodes consisted by
superpixels at the image border. N; is the set of spatial adja-
cent nodes of v;.

Previous graph-based methods exploited one graph so that
they ignore the color similar relationship between nodes.
These nodes which are sharing similar labels are probably
far away from each other. Therefore, G' with the two-ring
topology is difficult to link such nodes. To address this issue,
we construct another graph G2 based on following rules:

(1) Same to the first rule of E', all boundary nodes are
connected with each other. According to the observation
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of [43], background regions closed to boundaries are
usually large and homogeneous. In other words, most
of the boundary nodes may have similar color.

(2) v; is connected to its proximity nodes in Lab color space.
Since affinity propagation algorithm can find clusters
with less error and require less time, we use this algo-
rithm to acquire the color neighbors of v;.

We conclude the rules of edges set E2 = ¢! U e in the
formulation way:

elz{(vi,vj):v;,vjeB} (10)
e ={(vi.vj) 1 vj € Nf}
where Nf is the cluster of v; in Lab color space computed
by affinity propagation algorithm. The way to choose edges
of E? connects each node with its color nearby nodes. It can
make up the lack of E! and further help to detect multiple
objects or a large single object with heterogeneous regions.

4.1.3 Weights

In previous work, the weight W;; between two connected
nodes v; and v; is usually evaluated by color distance
between nodes [17,41] as follows:

(I

{ exp (—w) , if v; and v; are connected
Wij = o .
0, otherwise

where o is a constant parameter that controls the affinity scale
of weight. ¢; is the mean value of the superpixel correspond-
ing to v; in the CIELab color space. The weight definition in
Eq. (11) may not appropriate when background regions have
similar color to salient regions. Therefore, a term represented
location relationship between nodes is added. We adopt the
sine location distance described in our previous work [44] to
define the location relationship. Specifically, since the nodes
belonging to opposite borders of an image are always visu-
ally similar, these nodes can be considered spatially close in
the sine location distance. The weight matrix W' of G! is
defined as follows:

lei—c; I+ IsinGridi—d, DI |
Wl.={eXp<_ — ), if v €E
)

0, otherwise
(12)

where sin(-) is sine location distance which calculates the
sine function of a vector element wisely. We should note that
wlisa symmetrical matrix which satisfies w;; = wj;.

For the second graph G2, the edge set £ links color neigh-
bors in the same cluster of the whole image. It is beneficial
to find out similar nodes which have long distance with each
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other. Therefore, we further design another weight matrix
W2 to consider the color distance of clusters:

Ci—C; || +isin(x|d; —d, :
W exp (_ IC;i ,II+H;1;1(7T| i _,I)II)’ if v e E2
Y 0, otherwise

(13)

where C; is the mean Lab color value of all nodes which
belong to the cluster Nf.

4.2 Coarse map generation via multi-graph-based
manifold ranking

In this section, a coarse saliency map is built by propagating
saliency values on the multi-graph constructed in Sect. 4.1.
Specifically, we establish the coarse map from the perspective
of background to obtain that how each superpixel is likely to
be the background.

Given the indication vector y, where the i-th element of
y is set to 1 if v; is a background seed, and zero otherwise.
The saliency values of nodes are calculated by their ranking
scores based on Eq. (8). For easier presentation, we rewrite
Eq. (8) similar to [45]:

2
f=Ay, A= Zak(Dk —yWk~! (14)
k=1

where A is a learned optimal affinity matrix. For the rea-
son that y represents an indicator vector, f; can be treated
as the sum of the relevances of the i-th node to all seeds.
The saliency scores of nodes are assigned by the normalized
ranking value 1 —f for the situation of background seeds, and
f for the situation of foreground seeds. Moreover, the diag-
onal elements of A should be set to zero to avoid its strong
self-correlation problem.

Nodes which are probably background can be set to seeds
in the label propagation model. In this paper, boundary
prior is employed to pick out background seeds. Boundary
prior states that the salient object seldom touches picture
border, so that the nodes along the image’s four bound-
aries can be treated as seeds (as shown in Fig. 1). Since
this simple prior is probably not correct in all images, the
separation/combination (SC) strategy [17] is utilized to alle-
viate this problem. The SC strategy obtains four propagation
results f(T), f(D), f(L) and f(R) by selecting the top, down,
left and right boundary nodes as seeds, respectively. These
four propagation results are integrated to generate a tempo-
rary map S’ = (s7),:

r__ ||
s =

pe(T.D,L,R}

[1-fi(p] i=12,....n (15)
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where f is the normalized vector of f. In other words, f is
normalized to the range between 0 and 1 before using it.
Each element in f denotes the relevance of a node to the
background seeds, while its complement can be viewed as the
saliency measure. The four sub-maps of the coarse map are
calculated with different y and same weight matrix w! w2,
So the learned optimal affinity matrix A computes only once
for each image. For the reason that the number of superpixels
is small, A can be calculated efficiently, and the computation
time of the temporary map is low.

As show in Fig. 4, some foreground regions cannot be
highlighted completely. Therefore, an addition process is
added to alleviate this problem as [42]. The saliency val-
ues of nodes in the temporary map denote the confidence of
each nodes being salient, so they are treated as the value of
indication vector y. We can obtain another map based on the
new indication vector and Eq. (14). This map is named as
coarse map 8¢ = (s} ), and defined as follows:

=f i=1,2,....n (16)

where f; is a normalized vector which denotes normalizing
all of the values of f between the range of 0 and 1. The salient
object is usually compact and homogeneous than background
region. Hence, a seed belongs to object can propagate its
information to other nodes of the object easily. Therefore, the
coarse map usually shows better results than the temporary
map, as shown in Fig. 4.

4.3 Map refinement

While most parts of salient objects can be detected in the
coarse map, some background regions are still contained (see
Fig. 4). To get more convincing results, we should diffuse the
saliency information from the candidate foreground regions
to further improve the coarse map S¢.

Fig.4 Examples of three maps
generated in the proposed
method. a Input image. b
Temporary map. ¢ Coarse map.
d Refined map. e Ground truth

(a)

(b)

In the map refinement process, we first construct a new
multi-graph by treating the result of S¢ as the mid-level
feature. Mid-level features usually can be estimated by the
likelihood of a pixel or region belonging to a generic object.
The definition of the node and edge remain the same as
Sects. 4.1.1 and 4.1.2, while the definition of weights changes
in the new multi-graph. We should note that N/ in Eq. (10)
changes to the cluster of V; in the coarse map by affinity
propagation algorithm. The weights W' = (wl.rj‘-)nxn and
W2 = (wrz),,>< » are computed as follows:

exp | — i~ if v e E!
wp = P R (17)
0, otherwise
Icg—cel . 5
wl,]z _ exp( = ) , if w5 € (18)
0, otherwise

where C; is the mean value of all nodes which belong to the
new cluster N7. The computation way of new weights is sim-
ilar to the original weights in Sect. 4.1.3, while the difference
is that the distance between these nodes is computed by the
mid-level feature rather than low-level features.

The next step is to choose a new indication vector. The
direct way is to pick out the nodes with large saliency value
in S¢ to be foreground seeds. The foreground seeds usually
are chosen by a threshold [14,17]. However, this way mixes
with the background noises which will be confused in the map
refinement process easily. Since the coarse map indicates the
confidence degree of each nodes to be salient, here we adopt
the saliency values of S¢ to be the values of indication vector.

To refine the coarse map, we propose a new map refine-
ment model with a new multi-graph and a new indication
vector. The refined result g = (g;), can be generated by
solving the following optimization problem:

nn
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n

2 n
1
g:argmngZak Z wir}?(sic —Sj)z—i—MZ(g,' —sic)2
k=1 i,j=1 i=1

) (19)
sty db=1.a"€0,1]
k=1
Equation (19) can be rewritten as matrix form:
2
g=argmin ) _o'gl (D" — Whg + puflg — 8|
k=1
, (20)
sty a*=1,d"€0,1]

k=1

where D'* is the diagonal matrix corresponding to W'*. The
two terms of Eq. (20) define costs from different constraints.
The first term is the smoothness constraint which encourages
continuous saliency values. This term can help to highlight
salient object uniformly and achieve better results. The sec-
ond term is a fitness constraint, which restricts the refined
result g should not change too much from the coarse map
S¢. The optimized solution of Eq. (20) can be obtained by
deriving with respect to g and equal to zero. The result is
given as follows:

2
g=) oD - pWE 178 1)
k=1

All the elements of g are normalized to [0, 1] to generate
the refined map S”. The refined map can obtain a better
result by highlighting the salient regions and restraining the
background regions, as shown in Fig. 4. The process of our
proposed method in this paper is summarized in Algorithm 1.

Algorithm 1 Saliency detection via multi-graph-based man-
ifold ranking

Require: A natural image and related parameters.

Ensure: A saliency map S” with the same size as the input image.

1: Use SLIC [40] algorithm to segment the input image into n super-
pixels.

2: Construct multi-graph G' and G2 with superpixels as nodes, link
nodes of G! and G by Egs. (9) and (10), respectively, compute
the edge weight matrices of the two graph by Egs. (12) and (13),
respectively.

3: Obtain an indicator vector y by selecting nodes on each border of the
image as seeds, compute their corresponding saliency maps based on
Eq. (14). Combine the four saliency maps to generate the temporary
map S’ by Eq. (15).

4: Acquire an indicator vector y by the saliency values of §’, calculate
the coarse map S by Eq. (16).

5: Use S¢ to form a new multi-graph, the weights of the new multi-
graph are defined in Eqs. (17) and (18).

6: Refine the coarse map to get a better result g by Eq. (21). g is nor-
malized to obtain the refined map S”.
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5 Experimental results
5.1 Experimental setup
5.1.1 Datasets

The salient object detection performance of the proposed
method is evaluated on five public benchmark datasets: ASD
[23], MSRAI10K [46], THUR15K [47], PASCALS [9] and
ECSSD [48]. ASD is widely used and contains 1000 images
with accurate pixel-wise masks. Images in ASD usually have
only one object and simple background. MSRA 10K conquers
the drawback of ASD with 10,000 images. The huge images
make this dataset more challenging and provide more vari-
eties. THUR15K owns 15,000 images and divides them into
five categories. Only 6223 pictures of them equipped with
human-labeled masks. PACSALS contains 850 images with
multiple objects. The ECSSD dataset contains 1000 images
with many semantically meaningful but structurally complex
scenes.

5.1.2 Evaluation metrics

We use five metrics for comprehensive evaluation. The five
metrics include the precision-recall (PR) curve, F-measure
curve, mean absolute error (MAE), overlapping ratio (OR)
and weighted F-measure (WF) score.

(1) PR curve: It is a popular metric to evaluate saliency
map. Segmenting a saliency map into a binary map with vary
thresholds inrange [0, 255], the precision (P) and recall (R) of
this saliency map can be computed by comparing the binary
map Mp to the ground-truth mask Mg.

M M M M

p:—| 501 G|, R:—| 51 Mg| (22)
Mg Mg

where | - | is the number of nonzero entries in a binary

mask. The precision value can be viewed as the accuracy
of a saliency detection method, while the recall value depicts
the detection consistency.

(2) F-measure curve: In general, both precision and
recall cannot estimate the quality of a saliency map com-
pletely. Therefore, F-measure curve is applied to evaluate
the weighted harmonic mean between precision and recall
values. Same to PR curve, we exploit vary thresholds from 0
to 255 to generate binary salient object mask. The definition
of F-measure Fg is as follows:

_(1+pHP-R

P~ 7 BP+R 9

where B2 is set to 0.3 to stress precision than recall [1].
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(3) MAE: It is used to evaluate the true negative
saliency assignments of non-salient pixels. MAE is calcu-
lated between a saliency map M and a binary ground-truth
mask Mg for all pixels [39]:

M = Mqg|
MAE = ——— (24)

where N is the number of pixels.

(4) OR: It is a metric to measure the true negative. A mask
M7 is obtained by binarizing saliency map M [49]. OR is
defined as follows:

|Mr N Mg

OR =
|M U Mq|

(25)

(5) WF: It is a new measure proposed by Margolin et al.
[50] recently. WF amends the interpolation, dependency and
equal importance flaws of other measures. Similar with F-
measure, WF is calculated based on a weighted harmonic
mean of weighted precision P¥ and recall R":

_ (1+BHP” . R

F/;U - ﬁpr_I_Rw (26)

5.1.3 Parameter setting

The parameters of the proposed method are set as follows.
Same as previous MR-based works [17,31], the constant
parameter o2 in Sect. 4.1.3 is set to 0.1 and the balancing
parameter y in Sect. 4.2 is set to 0.99. The parameters o
and s in Sect. 3.2 are the weights of G! and G2, respec-
tively. For the reason that o1, a2 € [0, 1Jand g = 1 — oy,
the parameter o can be ensured based on «1. Now we con-
sider about the extreme cases. The MMR is converted to
GMR when the value of ! is either 0 or 1. The propagation
result of MMR depends on G! when ! is set to 1, whereas
G? when «; is set to 0. We test the influences on different
values of oy on ECSSD dataset using the average value of
F-measure curve (AF) as the evaluation metric. According
to the experimental result shown in Table 1, the performance
achieves best when oy = 0.8. Therefore, «; and o are set
to 0.8 and 0.2, respectively, for all experiments.

Table 1 Performance comparisons of parameter o'

5.2 Validation of the proposed method

To verify the effectiveness of different components in the
proposed method, three experiments are tested on ECSSD
dataset using PR curve as the evaluation metric. The three
experiments include the necessity of using multi-graph, the
effectiveness weight computation and the results of three
maps generated in our method. Firstly, the necessity of using
multi-graph is tested and the results are shown in Fig. 5a. The
blue curve and green curve provide the performance of only
using G! and G2, respectively, and their corresponding prop-
agation models can be viewed as MR. The red curve presents
the performance of using multi-graph structure, and its corre-
sponding propagation model is MMR. The results show that
using multi-graph structure can achieve better result than the
single graph. That also reflects the multi-graph structure can
acquire the supplementary information of G! and G2.

Then, the design of weight computation is examined in
Fig. 5b. The blue curve and green curve denote only using
color feature and spatial feature in Eqs. (12) and (13). The red
curve is the result of using both color and spatial features.
From the result shown in Fig. 5b, we can find out that the
situation of combining two features can achieve the better
performance with large margin than the other two situations.
So both of the two features are necessity in the weight com-
putation.

Finally, the result of temporary map, coarse map and
refined map computed by Egs. (15), (16) and (21) is com-
pared in Fig. 5c. For the reason that more foreground regions
can highlighted in the coarse map, the performance of the
coarse map is better than the temporary map. The refined
map can suppress background noises in the coarse map, so
the map refinement process favorably improves the accuracy
of the coarse map.

5.3 Comparison with the state-of-the-art

In this section, we evaluate our proposed method and com-
pare to 17 state-of-the-art methods, including IT [21], LC
[51], GB [11], SR [8], FT [23], HC [25], GS [43], LR, MR
[17], RC [25], PCA [9], RBD [52], TLLT [14], RRW [33],
WLR [53], DS [26] and DeepMC [54] . The 17 methods are
chosen based on two aspects. On the one hand, we select
some recent methods, such as TLLT, RRW, DSR, WLR,
DS and DeepMC. On the other hand, the proposed method
is compared with variety methods: IT is biologically moti-

ol 0 0.1 0.2 0.3 04

0.5 0.6 0.7 0.8 0.9 1

AF 0.6226 0.6354 0.6476 0.6604 0.6730

0.6843

0.6916 0.6975 0.6999 0.6967 0.6841

The best result is highlighted in bold

@ Springer



1692

Y.Luetal

0.8 0.8 0.8

0.7 0.7t 0.7
5 5 5
%} 3} 3}
© 05 © 057 © 05
[} Q [}

0.4 047 0.4

—_—C
0.3 | —— G, 0.3 colczlr | 0.3 temporary map
== spatia coarse ma
0.2 G1 and G 0.2 cglor and spatial 0.2 refined map
0 0.5 1 0 0.5 1 0 0.5 1
recall recall recall

(a)

(b) (c)

Fig.5 Validation of the proposed method on ECSSD dataset. a Necessity of using multi-graph. b Effectiveness weight computation. ¢ Results of

three maps generated in our method
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Fig.6 Quantitative comparisons on MSRA10K dataset in terms of PR curve and F-measure curve. a PR curve. b F-measure curve

vated, LC is a purely computational model, SR utilizes the
information in frequency domain, FT is based on frequency-
tuned technology, RC utilizes contrast information between
regions, PCA combines fixation techniques, HC is based on
color histogram, LR and WLR are based on low-rank matrix
recovery model, DS and DeepMC are deep learning meth-
ods , GB, GS, MR, TLLT, RRW and RBD are graph-based
method. Saliency maps of these methods are obtained by
running the source codes or executables provided by the
authors.

5.3.1 Quantitative comparisons with unsupervised
methods

Since the proposed method is unsupervised, the proposed

method is compared to the unsupervised methods firstly.
The PR curve, F-measure curve of four datasets are shown

@ Springer

in Figs. 6, 7, 8 and 9, respectively. The PR curves of pro-
posed method are higher than all of the other algorithms on
these four datasets. This results denote that our method can
achieve a relatively high accuracy than the state-of-the-art
algorithms. For the F-measure curves, our method outper-
forms on the most thresholds when segmenting saliency
maps, whereas it is lower than WLR in the range [150, 240].
However, WLR obtains relatively low F-measure value by
varying threshold in the range [0, 100]. Our method can pro-
vide more stable performance than WLR. The MAE, OR
and WF values are displayed in Tables 2, 3, 4, respectively. In
terms of MAE value, the proposed method gains the best per-
formance on MSRA10K dataset and ECSSD dataset, ranks
second on PASCALS and ranks third on THUR15K. WLR
and TLLT achieves best MAE on PASCALS and THUR15K,
respectively. For OR and WF value, our method outperforms
state-of-the-art methods on all of four dataset. It means that
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Table 4 Quantitative comparisons on four datasets in terms of WF value

PCA RRW GB FT MR RBD LR HC GS WLR RC TLLT SR LC IT

Ours

0.2302
0.1982
0.1843
0.1925

0.3449
0.2203
0.2357
0.2361

0.1545
0.1336
0.1303
0.1371

0.6560
04141
0.3988
0.5101

0.3839
0.2411

0.6650
0.3978
0.4655
0.5003

0.6062
0.3710
0.4224
0.4501

0.4728
0.2483
0.2981
0.3035

0.4247
0.2603
0.3125
0.3509

0.6855
0.4216
0.4564
0.5128

0.6406
0.3797
0.4235
0.4929

0.2772
0.1580
0.1910
0.1950

0.3937
0.2696
0.3254
0.3506

0.6464
0.3826
0.4236
0.5001

0.4731
0.2971
0.3338
0.3643

0.6920
0.4280
0.4665
0.5474

MSRA10K
THURI15K

0.3167
0.3142

PASCALS
ECSSD

The higher value achieved, the better performance is. The best three methods are highlighted in bold, italic and bold and italic

precision

coarse map
refinement method in [14]
refinement method in [17]
proposed refinement method

0.3

0.2

0 0.2 0.4 0.6 0.8 1
recall

Fig. 10 Controlled validation for the proposed refinement model on
ECSSD dataset

our method can obtain high accuracy and relatively low error
rate in the meantime. It is worth mention that our method
performs best on ECSSD dataset in terms of all evalua-
tion metrics. Thus, the proposed method is validated strong
potential when dealing with complex scenes. Moreover, the
controlled experiments are added to verify the effectiveness
of our proposed refinement model on ECSSD dataset. Two
existing refinement methods [14] and [17] are exploited to
refine the coarse saliency map, respectively. The experimen-
tal results are shown in Fig. 10. The refinement method in
[14] improves the result of coarse map in the range [0,0.7]
of recall, while reduces in the range [0.7,1] of recall. The
refinement method in [17] can improve the result of coarse
map slightly. The result of our proposed refinement model is
better than [14] and [17] which both exploit heuristic thresh-
olding method.

5.3.2 Quantitative comparisons with deep learning
methods

Deep learning-based saliency detection methods have
achieved good performance recently. We compare two of
them in this section in terms of PR curves. The experimen-
tal results of THUR15K and ECSSD are shown in Fig. 11,
respectively. For the THUR15K dataset with 6233 images,
both of two deep learning methods get much better perfor-
mance than the proposed method. For the ECSSD dataset, the
proposed method can get comparable results with the deep
learning methods. That proves our method has good per-
formance in the complex scenes. Although the deep learning
methods perform better than our method, it needs a long time
to train and fine-tuned. Our method is unsupervised without
training process and has lower requirement of computer hard-
ware than the deep learning method.
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Precision and Recall Curve of THUR15K Precision and Recall Curve of ECSSD
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Fig. 11 Quantitative comparisons with deep learning methods in terms of PR curve. a THUR15K dataset. b ECSSD dataset
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Table 5 Efficiency comparisons (seconds per image)

Method Ours PCA RRW GB FT MR RBD LR HC GS WLR RC TLLT SR LC IT

Time 0.676 2.354 0.906 0.659 0.072 0311 0.258 11.862 0.016 0.234 1.060 0.135 1.127 0.040 0.009 0.305
Code* M M M M C M M M C M M C M M C M

3‘M’ denotes the code which is written in MATLAB, while ‘C’ indicates the code which is written in C/C++
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5.3.3 Visual comparisons

Figure 12 shows some visual comparisons from four datasets.
In the case of simple background (see the third, sixth, seventh,
eighth and thirteenth exemplars), our model can detect salient
object successfully. The saliency values can be assigned uni-
formly for all regions in salient object. In the case of complex
scenes (see the second, fifth, ninth, tenth and twelfth exem-
plars), the other methods usually miss some parts of the
salient objects or mistake for the background regions, while
the proposed method can pop out the saliency objects suc-
cessfully. In the case of foreground and background having
similar appearance (see the first, fourth and eleventh exem-
plars), our model separates almost the entire salient object
from the background, while other methods often fail. All of
the visual comparison results demonstrate the effective and
robust of the proposed multi-graph framework and the refine-
ment process.

5.3.4 Efficiency comparisons

The average runtime on ECSSD database of the proposed
method and other methods is presented in Table 5. All of the
experiments run in MATLAB R2016a and a 64-bit PC with
Intel(R) Xeon(R) E3-1231 v3 CPU @ 3.40 GHz and 8GB
RAM. As shown in Table 5, the methods using C/C++ imple-
mentation run fast. IT using MATLAB implementation also
run fast for its simple formulation. Our method takes about
0.676 seconds per image. It is faster than most of the meth-
ods with MATLAB implementation. The graph construction
takes 0.421 seconds per image while solving MMR, and the
refinement process takes a short time. The reason is that the
closed-form solution of MMR just needs a small-scale matrix
inversion operation.

6 Conclusion

In this paper, we have presented a novel multi-graph-based
salient object detection method. An input image is repre-
sented as multiple graphs. Nodes of multiple graphs are
connected in different ways based on their peculiarity. Dif-
ferent from the traditional propagation frameworks which
only use a single graph, a novel propagation framework is
proposed by aggregating multiple graph information. More-
over, the propagation result is improved by using a refinement
model which is also based on multiple graph information.
Comprehensive experiments on four datasets have demon-
strated the effect of our method, especially the ability to detect
salient object in complex scenes. Since deep learning meth-
ods can perform satisfactorily in many complex scenes, the
depth cue will be considered to integrated into our model in
the future.
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