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Abstract

We present a framework for producing rough drawings from photographs. Depicting a scene using a series of lines is one of
the most effective methods of visual communication. Our framework for rough drawing is comprised of three steps: extracting
lines from images, estimating line importance, and producing strokes that express various styles. To extract lines, we employ
the widely used difference-of-Gaussian filter approach to devise a fault-correcting line shift scheme. Line importance is
estimated by combining gradient and saliency. To obtain an efficient saliency estimation, we propose a stochastic content-
based method. Various styles of rough drawings are produced by convoluting adaptive stroke texture segments, which are
prepared by sampling real stroke texture images. We test our framework on various images and compare our results with real

artwork and other schemes.

Keywords Rough drawing - Pencil - Charcoal - Convolution

1 Introduction

Throughout history, rough drawing has been recognized as an
important genre of fine art. Many artists express rough draw-
ing using monochrome strokes created using stick-shaped
media, such as a pencil or charcoal. They draw contours and
salient features of scene objects by applying various strokes;
they adjust tone using a series of hatching strokes. Owing to
its ability to achieve high abstraction of objects and scenes,
rough drawing is regarded as a very effective method of visual
communication. The upper row of Fig. 1 illustrates several
rough drawings produced by professional artists.

We present a scheme that produces rough drawings of
target images by applying various styled strokes according to
the importance estimated for the extracted feature curves. In
the lower row of Fig. 1, we illustrate various styles of rough
drawings created with our scheme, and then we compare
them with those from the upper row.

We follow the artists’ process of producing a rough draw-
ing. Artists draw lines by placing various stylistic strokes
along feature locations using the media they have chosen.
Among the feature locations, artists tend to draw thick and
salient strokes to emphasize the most important features.
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We begin by mimicking an artist’s decision of where to
draw lines by estimating the importance of the feature curves.
Importance is estimated by combining gradient and saliency,
which are already widely used to analyze images. Then, we
produce importance-guided strokes by simulating the artists
media. Per our survey results, pencil and charcoal imple-
ments are the most frequently used media for expressing the
necessary strokes.

To extract features from an image, difference-of-Gaussian
(DoG) filter algorithms [7,11,24,25] are used as an important
supporting technology. Among the features, we employ a
flow-based DoG algorithm [11] that applies a weighted aver-
aging filter for tangent vectors. However, the DoG scheme
is seriously limited: the features extracted do not match the
precise object borders. To achieve our goal of employing
gradient and saliency to estimate feature importance, this
mismatch becomes a serious obstacle. Therefore, we devise
an algorithm to shift the lines back to the correct borders.
With this strategy, we estimate the importance of the lines
and distinguish more important features, such as contours,
from less important features, such as interior lines.

To simulate the media used to produce strokes, we employ
a convolution-based framework, which is widely used for
simulating stick-shaped media such as pencil [9,17,26].
The convolution-based framework distributes black noise to
mimic the distribution of pigments. The density of the noise
distribution corresponds to the thickness of the produced
stroke patterns. In related works, pixel-scale noise is used to
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Fig. 1 Teaser: rough drawings with comparison. Upper row presents
target works of art drawn by professionals. The left image is drawn
with thin strokes using a B pencil. The middle image is drawn with
thick strokes using charcoal. The right image uses strokes of various
styles to depict a body. The contour is drawn using bold strokes, and the
details are drawn using thin strokes. Our algorithm mimics these styles
by estimating the importance of features and by controlling stroke styles

mimic pencil strokes [9,26,27] and rectangle-shaped noise is
used to mimic pastel strokes [28]. Both approaches are not
appropriate for our framework, since the stroke patterns in
rough drawings have a wide range of variations.

To control the density of noise for rough drawing, we
pioneer to sample real stroke textures and capture segments
of various sizes. We scatter these texture segments over the
line locations and then apply a convolution filter to integrate
them. The strategy of employing stroke textures for noise
distribution has the following benefits.

1. The density of noise distribution is controlled by employ-
ing stroke textures of various widths and lengths.

2. The stroke textures produced by various media such as H
pencils and B pencils are employed to express the rough-
ness of the strokes.

By controlling the widths and lengths of the segments,
we simulate various stick-shaped media, such as sharp-
tipped pencils and thick-tipped charcoal. We also control
the stroke styles by perturbing the texture segments size and
orientation. Because the existing convolution-based stroke-
producing schemes [9,17,26] generate only thin strokes from
pixel-scaled noise, we can produce thick and bold strokes
using densely deposited noise from texture segments.

Our rough drawing scheme is distinguished from existing
methods by two points.

1. Existing works concentrate on extracting prominent fea-
ture lines from scenes embedded in an image, whereas
we also estimate importance of the feature lines. The
importance values are incorporated to mimic an artists’
drawing strategy.
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2. Existing works employ convolution frameworks or
texture-overlapping to mimic rough drawing strokes,
whereas we devise a hybrid scheme that convolutes
sampled stroke textures to express various styles by mim-
icking diverse media, from high-H pencils to charcoal.

This paper is organized as follows. We first summarize
related works in Sect. 2, and we then present an outline of our
work in Sect. 3. In Sects. 4 and 5, we present a line extraction
scheme and a line stylization scheme, respectively. We illus-
trate and compare our results with others in Sect. 6. Finally,
we draw conclusions and suggest future work in Sect. 7.

2 Related works
2.1 Lines on images
2.1.1 Extracting lines

For image processing, detecting and extracting important
edges and lines is one of the most important research issues
[19]. According to Papari and Petkov [19], edge detec-
tion schemes exploit various background techniques, such
as local pattern analysis, global methods, contextual meth-
ods, and multiresolution approaches. In computer graphics,
many researchers present schemes that convey objects salient
shapes embedded in an image. In the early days, the Canny
edge detector [2] was used in many research examples. Sal-
isbury et al. [20] used the Canny edge detector to present a
system of interactive pen-and-ink illustrations. Litwinowicz
[16] also employed the Canny edge detector to clip paint-
brush strokes to present an impressionist style. DeCarlo and
Santella [4] combined the Canny edge detector and a mean
shift algorithm to develop an image abstraction algorithm.
Recently, the DoG filter has been widely used to extract
salient lines from images and videos. Gooch et al. [7] used the
DoG filter to extract edges from facial photographs to create
illustrations and caricatures. Winnemoeller et al. [25] used
the DoG filter to extract salient edges from a video, incorpo-
rating its stylization in real-time. Kang et al. [11] extended the
DoG filter by using a flow-based approach, applying a bilat-
eral filter to present a very convincing line-drawing algorithm
to create coherent lines. Recently, a deep convolutional net-
work is employed to extract lines from manga-style images
[15]. Their network has a conv-deconv structure where the
conv part is designed based on AlexNet. For training, they
collected hundreds of examples from various artists. They
aim to remove frequently used screen patterns from manga
image to extract salient structure lines. Even though they
successfully extracts the structure lines, it has a limitation to
be applied to ordinary photographs, since their network was
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trained to remove only frequently used screen patterns such
as stipples and hatching lines.

2.1.2 Stylizing lines

After extracting lines, several researchers presented schemes
for stylization. Son et al. [21] presented an abstract line-
drawing algorithm that extracts lines using a likelihood-
function estimation, rendering extracted lines by applying
stroke textures. Various illustration styles are provided by
controlling detail, focus, and style of the lines. AlMeraj et
al. [1] captured human pencil-drawing strokes to reproduce
hand-drawn pencil lines. For this purpose, they conducted
huge user studies and constructed a pencil-drawing stroke
database. They decorated their lines with various styles by
applying stroke textures captured from real strokes. Win-
nemoeller [24] extended the DoG algorithm to illustrate an
image with various styles, including line-drawing, rough
drawing, and black-and-white abstraction. Lu et al. [17] pro-
duced pencil-drawing lines by applying gradient filters to
an image to extract pixels from the line. To mimic hand-
drawn strokes, they quantized the lines by convoluting the
pixels with eight-directional line detectors. Resultant quan-
tized lines were decorated with stroke textures. Yang et al.
[26] captured salient lines from an image with a flow-based
DoG filter, generating noise close to the lines using a blue
noise generation algorithm, and by applying a convolution
filter to the noise to produce lines similar to pencil strokes.

2.2 Lines of 3D models

Dooley and Cohen [5] pioneered a 3D surface illustrator with
a series of lines, whose normal vectors were perpendicular
to viewing directions, denoted as silhouettes and contours.
Lake et al. [13] stylized silhouette edges by applying stroke
textures to produce a stylization rendering scheme for real-
time animation. Hata et al. [9] presented a suggestive contour
algorithm by extending the contour concept, estimating their
likelihood by perturbing the viewing direction and facilitat-
ing the contour with potential lines. This method conveyed
the shape of 3D models with improved details. Lee et al.
[14] applied pencil stroke textures to the exterior lines of 3D
meshes. A single pencil texture was randomly connected to
mimic various exterior human strokes drawn. Cole et al. [3]
studied how artists draw lines to convey specific 3D shapes.
According to this study, 75% of artists draw overlapping
lines. Other lines overlap large gradients of the image inten-
sity. Through this study, algorithms predicted where artist
will draw lines for new scenes. Recently, Kim et al. [12]
presented a stereoscopic rendering of 3D shapes using line-
drawings. Stereo-coherent lines extracted from 3D shapes
were rendered with stroke textures to present stereoscopic
views of the shapes.

2.3 Importance-based representation

DeCarlo and Santella [4] employed an eye-tracking system
to pinpoint the region where users pay the most atten-
tion. Then, they controlled the abstraction details per the
higher-magnitude areas of attention. For this purpose, they
constructed a hierarchical image structure and presented a
scheme that controls the representation of a scene accord-
ing to importance. However, because importance depends on
users’ eye-tracking, the scheme that estimates the importance
of an image by analyzing its information has not been stud-
ied. Guo et al. [8] presented a primal sketch graph that selects
important lines from the various lines extracted from an
image. Using the primal sketch graph, they conveyed salient
shape information of objects embedded within a scene. Zeng
et al. [30] improved the primal sketch graph to present an
image-parsing technique that organizes a hierarchical struc-
ture from an image, determining the size of stroke textures
for producing an oil-painting effect. Because the stroke size
adapts to the importance of an image, their method presented
visually pleasing oil-painting results. In their work, however,
importance information is used only to preserve details of the
input image. Unlike rough drawings, their scheme does not
emphasize key details and ignores unwanted details. Hata et
al. [9] estimated saliency to detect distinguished regions from
an image, using it to express the region using pencil strokes.
Their scheme mimics artistic techniques that ignore unim-
portant regions, leaving them blank. Their use of saliency
information is very similar to our technique. However, they
only aimed to remove unwanted regions, whereas we can
both emphasize important regions and ignore unimportant
regions. Recently, Spicker et al. [22] presented a scheme that
emphasizes close coherent lines using thick strokes, ignoring
far lines that use thin strokes. Line distance was estimated
based on depth computation for the 3D scene. Importance,
based on depth information, mimicked atmospheric perspec-
tive drawing techniques of fine art. Their scheme, however,
was limited: the importance of similar depth ranges is not
estimated.

3 Outline of the algorithm

The outline of our algorithm is presented in Fig. 2. We
separate our process for rough drawing into importance-
embedded feature line extraction and line stylization. For line
extraction, we extract feature lines using a flow-based DoG
filter [11]. Extracted lines are vectorized and corrected using
a line shift process. After correction, we estimate line impor-
tance using gradient and saliency. As a result, we produce a
series of importance-embedded feature lines. For stylization
of the extracted lines, we sample stroke texture segments
from real stroke textures and apply them along the lines.

@ Springer
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Fig.2 An overview of the algorithm

Then, we apply a convolution algorithm to produce long
stroke marks along the feature lines.

4 Line extraction

Lines depict the important features and contours of objects
in a scene. Many researchers present various line extrac-
tion schemes in computer graphics and image processing.
However, only several efforts evaluate line importance. For
example, Spicker et al. [22] computed a depth map from an
image and assigned depth information to the lines.

4.1 Extracting correct lines
4.1.1 Extracting lines

We apply the flow-based DoG scheme to extract lines from
an input image. Because the DoG filter produces a line rep-
resented as a set of pixels, we apply a vectorization scheme
[26], calculating a set of skeleton curves that pass through
the center of each extracted line. These curves are comprised
of sets of serial points.

Unfortunately, the extracted DoG-based feature lines
migrate toward the darker region of the exact contour. We
illustrate the background of this mismatch in Fig. 3a. The gra-
dient, |G|, which follows Gaussian smoothing, is estimated

by a formula, |G| = /G2 + G%. DoG, D, is computed as
D(x,0,k, 1) = G(x,0,1)—G(X, ko,1), where G(x, 0, I)
is a linear integral. Because the pixels whose D is below a
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threshold are extracted as feature lines, the center line (blue
line) passing through these feature lines does not match the
center of the gradient (red line). See Fig. 3a. This incorrect
extraction evokes a mismatch from the other estimates, such
as gradient and saliency, which are located exactly on the
contour of an object. See Fig. 3b.

4.1.2 Correcting lines

To remedy this problem, we correct the vectorized lines to
simultaneously preserve smoothness and correctness. There
are many optimization schemes to resolve this problem [29].
Because the extracted line is smooth, the vectorized line
that passes through the center of the line preserves smooth-
ness. Therefore, using the vectorized line as an initial model
enables us to concentrate on increasing the correctness. We
suggest a simple scheme that shifts the line along its orthog-
onal direction to increase the correctness.

At each point, p’ on a vectorized line, C, which is C =
@®°, ..., p"), we sample k candidate points along the orthog—
onal direction to the vectorized line, C = (po, ceey pk)
where p;, P isp'.

pj = p + sn,

where s = §(jk/2)/k, n is the normal direction to the line
at pi, and 0 < j < k. § is the lines width. See Fig. 4a,
b. We define the correctness of a point p’J as the sum of

gradient, G(p ), and saliency, S(p ). Then, the following
formula estlmates the correctness, E (C), of the line, C:
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Because we have (k + 1) candidate curves, we find a jth
line whose E(C;) is maximum for 0 < j < k. See Fig. 4c.
The result of line shifting is illustrated in Fig. 3c.

4.2 Measuring importance

We define line importance as the magnitude of attention it
attracts. People tend to pay attention to distinguished parts of
any scene. In image processing, saliency, which is estimated
from Luv color space, measures how distinguishable a pixel
is from others in an image. High saliency means that the
pixel is very distinguishable, whereas low saliency means
that the pixel is similar to the others. Among various saliency-

dart_throwing ()

sample_count = 0;
sample_list = EMPTY;
while ( n < max_sample ) {
reject_count = 0;
do {
generate a new sample at x;
if ( reject_count > reject_threshold ) {
rx = k * rx;
reject_count = 0;
}
reject_count++;
} while ( dist(x) < rx );
add x to a sample_list;
sample_count++;

}

return sample_list;

}

Fig.5 Pseudocode for sampling using dart-throwing

estimating schemes, we apply a content-based approach [6],
which is recognized as one of the most effective.

4.2.1 Stochastic saliency estimation
Goferman et al. [6] constructs uniformly sampled patches and

builds a metric to estimate the similarity among patches. Pixel
saliency is inversely proportional to the similarities among all
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Fig.8 Comparison of the approaches: Goferman et al.’s [6] and ours
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Fig.9 Importance measuring process. a Input image, b Coherent line,
¢ Saliency, d Gradient, and e Importance measure

Table 1 Comparison of performance between Gofermans et al. [6] and
ours (in second)

Top Middle Bottom
Goferman et al. [6] 80.6 81.5 71.2
Our scheme 16.5 16.6 154

patches. This scheme produces improved results compared to
existing schemes, but it suffers from the computational inef-
ficiency of comparing pairwise patches. Thus, this scheme is
limited in practically resolving target images.

‘We propose a stochastic approach to sample pixels accord-
ing to their importance. This approach produces both a
dense sample distribution in more distinguished regions of
an image, and a sparse distribution in less distinguished
regions. We employ the dart-throwing algorithm to preserve
the Poisson distribution of any prefix of the generated noise
sequences [18]. The dart-throwing algorithm works by gen-
erating a sample at a random position. If no other samples
exist in a given radius, the sample is accepted. Otherwise,
it is rejected. During the sample generation process, a sam-
ple can be rejected more often than a predefined threshold
(reject_threshold). In this case, radius is reduced by
multiplying k£ < 1.0 to minimize the probability of rejection.
We summarize this process in Fig. 5. In the code, dist (x)
denotes the minimum distance from x to all sampled posi-
tions, computing and maintaining them using a distance map.

The identical radius, (rx), produces evenly distributed
samples in the original dart-throwing algorithm [18]. To
control the density of samples per distinguished region, we
modify the algorithm by assigning a radius to the distin-
guished area. For this purpose, we employ the gradient as an
initial guess of the saliency. We control the radius inversely
proportional to the gradient of the candidate pixel. Our 7 (X)
is defined as follows:
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Fig. 11 Stroke variations by texture segments from various media. In
the small box, we present the texture segment used to produce the lines:
a black bold line segment, a 4B pencil, a 9B pencil, and a charcoal
pencil (from left to right)

where 0 denotes the initial radius, G (x) is the gradient at X,
and € is a small value, avoiding a divide-by-zero dilemma.
We compare the sample generation processes in Fig. 6.

We employ the gradient as an initial guess of the saliency.
The strategy assumes the density of the sampled pixels cor-
responds to their gradients, allowing both correctness and
efficiency in saliency estimation. Figure 7 compares the
saliency estimated from [6] and our stochastic scheme. We
compare the distributions from uniform sampling and adap-
tive sampling in Fig. 8. Although some samples are located in
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(b)

Fig. 12 Stylization with perturbation. a Non-perturbation on orienta-
tion and size, b perturbation on orientation, ¢ perturbation on size, and
d perturbation on orientation and size

non-salient regions of Fig. 8b, they are sparsely distributed,
whereas the samples in salient region are densely distributed.

To prove the correctness of our scheme, we employ the
ground truth data from Judds et al. work [10].

4.2.2 Importance estimation

However, because saliency is estimated based on color, the
salient information based on intensity may be ignored. There-
fore, we also employ gradient as an assistant measure of
importance. The following formula estimates importance
term:

k8x) + (1 —1)G(x),

Imp(x)

where S (x) and G(x) are the normalized saliency and gradi-
ent, respectively. Users can determine the weight of S(x) and
G (x). In our approach, we set k to 0.5. Fig. 9 illustrates our
process for measuring importance of a feature line. In Fig. 9a,
ablack circle is suggested, and the background shows a grad-
uation from black to white. Even though the circles boundary
is clearly extracted as a line in Fig. 9b, we see that the right
part of the line shows a clearer boundary, and the left part
shows an unclear boundary. This difference is not shown in
the line in Fig. 9b. By combining gradient and saliency in
Fig. 9c, e, we can visualize the importance factor in Fig. 9e,
which distinguishes the important part of the line from the
less important parts (Table 1).

5 Line stylization

To stylize lines, many researchers employ sampled stroke
textures [1,13,14] or execute convolution filtering [17,26].
Stroke texture approaches present visually pleasing line-
drawings, but they suffer from inconvenient shape control.
The convolution approach allows users to create various line
shapes, but they cannot mimic hand-drawn strokes. In our
approach, we express line strokes by convoluting stroke tex-
ture segments distributed on the pixels near target lines.

=7 A\
V€8 S A
= ; \\x -«
(d) (e) ®

Fig. 13 The milestones of our framework. The importance in d is estimated from the gradient in b and the saliency in c. Noise is generated with

length, (1-70), and width, (1-7)

@ Springer



Importance-based approach for rough drawings

617

Table 2 Parameters for the figures in our paper

Length Width Perturbation
Figure 1 Thin 1 1 0
Thick 50 5 0
Variable 1-100 1-7 0
Figure 14 Girl 1-60 1-4 0-50
‘Woman 1-70 1-7 0
Dancer 1-60 1-4 50
City 1-80 1-3 2
Boat 1-100 1-5 2
Figure 15 Thin 15 1 0
Thick 35 3 0
Variable 0-70 1-7 0
Figure 16 Thin 15 1 0
Thick 35 5 0
Variable 15-35 1-5 0
Figure 17 Thin 15 1 0
Thick 35 3 0
Variable 1-70 1-7 0

5.1 Building texture segments

We sample a series of strokes drawn by various stick-shaped
media such as H pencils, B pencils, and charcoal pencils.
Then, we classify stroke textures and segments by width and
length. The width varies in (5, 20) and the length in (5, 50),
with a resolution of 5. In Fig. 10, we illustrate widths and
lengths of texture segments, drawing lines by employing the
stroke texture segments in Fig. 11. These texture segments
are further processed to various widths and lengths for our
stylization.

5.2 Stylizing the strokes

The first step of stylization determines the target media and
mimics it by controlling the width and height of the texture
segment. To allow variation of stroke patterns for expression,
we assign the minimum and maximum parameters. The next
step stylizes strokes by perturbing the lengths and widths of
texture segments, including the directions along which they
are aligned. For low perturbations, our strokes mimic long
stroke marks drawn by a single stroke method. Using high
perturbations, our strokes mimic multiple short stroke marks
drawn by several stroke methods. Various results from the

Fig. 14 The results of our algorithm

@ Springer
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Fig. 15 Comparison to real artwork I: we compare rough dynamic human gesture-drawings of various styled strokes to real artwork. Our importance-

guided features are in the left corner

perturbations are illustrated in Fig. 12. Length and width are
proportional to importance, and perturbation is determined
inversely proportional to importance. The formula for length,
(1), width, (w), and perturbation, (p), are shown as follows:

I = Imin + Imp(x) (Imax — Imin)
W = Wmin + Imp(x)(Wmax — Wmin)

P = Pmin + (I = Imp(x))(Pmax — Pmin)

Pixels underlying the texture segments embed the inten-
sity of the corresponding segment position. These intensities
portray noise using a convolution-based approach. Note that
the noise deposition becomes very dense as texture segments
increase. The dense deposition of noise allows mimicking
thick strokes from high-B pencils or charcoal. We apply a
line interval convolution-based filter to determine the value
of a pixel in the stroke by integrating the noise embedded in
the filter kernel.

@ Springer

6 Implementation and results

We implemented the rough drawing framework using a PC
with a Pentium i7 processor with 16 GB main memory.
We tested our framework on images under various situa-
tions to prove that our framework produces visually pleasing
rough drawings that mimic real artwork. We also com-
pared our works with existing famous works to show the
excellence of our framework. Figure 13 illustrates the mile-
stones of our framework. Table 2 present the parameters we
used.

6.1 Experiments

We apply our scheme to images of portrait, gesture, and
landscape formats, as shown in Fig. 14. We produce rough
drawings using different stroke styles, shown in Figs. 15,
16 and 17. In those figures, we produce B pencil strokes:
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Fig. 16 Comparison with real artwork II: we compare rough dynamic human gesture-drawings of various styled strokes to real artwork

thin, with long and narrow stroke segments; and charcoal
strokes: with thicker, longer, and bolder lines and segments.
The left and center columns of Figs. 15, 16 and 17 correspond
to thin and thick strokes, respectively. To produce variable
strokes, we use a mapping to determine the size of the seg-
ments from their estimated importance. In Figs. 15 and 16,
our importance estimation scheme assigns higher importance
to the contours of the body and lower importance to the
body details. In Fig. 17, our scheme assigns higher impor-
tance to the lines of the house in the center. Therefore, the
lines depicting contours are expressed with thicker strokes,
and the lines depicting details are expressed with thinner
strokes.

6.2 Comparisons
6.2.1 Comparisons with real artworks

As we provide comparisons to real artwork in Fig. 1, we
also present comparisons in Figs. 15, 16 and 17, where
two-gesture and single-landscape drawings are created and
compared. Gesture drawing is a good example of rough draw-
ing, because the body contours are drawn with thick strokes
and the body details are drawn with thin strokes. Landscape
drawing is another good example of rough drawing, because
many artists omit the fine details, but emphasize salient lines
to roughly convey the scene.
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Thin strokes

Target artworks

Thick strokes

Variable strokes

Our results

(b)

Fig. 18 We compare our results with those from related works

To compare results, we hire professional artists to draw
rough drawings with three different strokes: thin, thick,
and variable. For each real artwork, we tune the param-
eters of our system to produce similar rough drawings.
As seen in the right column of Figs. 15, 16 and 17,
our work resembles the real rough drawings that con-
vey the salient shape of the scene. One limitation of our
work is the hatching marks that convey the scenes abstract
tone.

6.2.2 Comparisons with existing works

Our target artwork, shown in Fig. 18d, is drawn with adap-
tive strokes. Body contours are drawn with thick and bold
strokes, but the body details are drawn with thin strokes.
Existing works, [11,17,26], presenting line-based depictions

@ Springer

(c) (d)

do not present lines of adaptive styles per the targets impor-
tance. The coherent line, [11], in Fig. 18a, does not adapt
lines according to their importance. Pencil-mimicking art-
work, [17,26], presents styles that differ from Kang et al.
[11]. Both employ convolution strategies to produce lines.
Because Lu et al. [17] applied the convolution in eight quan-
tized directions, the lines are more linear than those from
Yang et al. [26]. The limitation of these works derive from
point-sized noise, which is convoluted to produce stroke
marks. In our work, we generate noise from stroke tex-
ture segments, from which densely deposited noise can
be generated. This is required to mimic graphite media
using thick and bold strokes, such as with charcoal pen-
cils. By combining this strategy with importance, we can
mimic the artwork in Fig. 18e with importance-adaptive
strokes.
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(b)

Fig. 19 Avoiding blurry artifacts by user-guided segmentation: The convolution is not executed in the background (cyan pixels). a and b are from

the result of the thick strokes in Figs. 15 and 16, respectively

6.3 Discussion

We produce rough drawings using different stroke styles.
We analyze the importance using gradient and saliency to
mimic artists drawing styles. Thickness and boldness of the
strokes are simulated by controlling the stroke texture seg-
ments. Even though we present an improved framework for
rough drawings, our framework still possesses the following
limitations.

1. The DoG-based approach sometimes loses important
details. For example, the DoG approach ignores detail
extraction from the ballerinas face in Fig. 17. Other fea-
ture extraction schemes, such as convolutional neural
network, present interesting alternatives.

2. We focus on line-drawing approach for rough drawing,
but we cannot present a scheme to convey the tone. In
the target artworks, the darker regions are expressed by a
series of hatching patterns with various widths and spac-
ing. Since our rough drawing approach is based on the
salient features, we cannot produce rough drawings on
the regions where salient features are not detected. In our
future work, we analyze the schemes that produce hatch-
ing on tonal region [23] and build a scheme that produce
the tonal expression of the target artworks.

3. The blurry artifacts in Figs. 15 and 16 are another limita-
tion of our framework. This blurry marks come from the
convolution that produces thick and bold stroke patterns
from the stroke textures deposited along the feature lines.
Since our convolution integrates the values deposited in
the pixels that belong to its convolution boundary, the
convolution on the pixels outside an object integrates the
value stored on the pixels in the features. Therefore, the
blurry patterns outside a figure are produced. We sug-

gest a simple scheme to avoid this blurry artifacts by
employing a user-controlled segmentation that separates
the object from its background. The convolution is not
executed outside the object, which reduces most of blurry
artifacts (See Fig. 19).

7 Conclusion and future work

We have presented a framework that produces rough draw-
ings by extracting lines with importance estimation and by
applying stroke texture segments. Lines were extracted using
aDoG scheme, and importance was estimated using gradient
and saliency. To express lines of various styles, we applied
a convolution algorithm for the stroke texture segments
attached to the lines of an image. To extend and improve our
work, we plan to apply advanced feature-extraction schemes
based on deep learning. We will also employ machine-
learning algorithms to analyze line-drawing information.
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