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Abstract

- Changyan Xiao' - Xiao Lu?

Saliency detection is a popular topic for image processing recently. In this paper, we propose a simple, robust and fast salient
object segmentation framework. Firstly, we develop a novel saliency map segmentation strategy, named SSG which consists
of superpixel region growing, superpixel Density-Based Spatial Clustering of Applications with Noise (DBSCAN) clustering
and iterated graph cuts (GrabCut), where DBSCAN makes similar background regions cluster as a whole, region growing
groups similar regions together as much as possible, GrabCut segments salient objects accurately. Then, the proposed SSG is
combined with saliency detection to abstract salient objects. Experimental results on three benchmark datasets demonstrate
that the proposed method achieves the favorable performance than many recent state-of-the-art methods in terms of precision,

recall, F-measure and execution time.

Keywords Salient object segmentation - Superpixel segmentation - GrabCut - Region growing - DBSCAN clustering

1 Introduction

The most visually noticeable foreground in the scene, known
as salient objects, could be quickly, accurately identified by
a human being. However, computationally identifying such
salient regions is a challenging problem [9,25]. Applications
to vision and graphics are numerous, especially in solving
problems that require object-level [16]. Up to now, a great
many of saliency detection methods have been proposed and
achieved considerable progress. Borji et al. [7,8] introduced
more than 65 visual attention modeling methods and 22 pop-
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ular salient object datasets which could be used to evaluate
the performance of saliency detection algorithms covering
256 publications from 1998 to 2014. Usually, from the per-
spective of information processing mechanisms, all saliency
detection algorithms are divided into two classes: Bottom-
up methods which are data-driven and top-down methods
which are task-driven. Depending on the application of
saliency detection, existing saliency estimation methods are
categorized into fixation prediction and salient object detec-
tion approaches. Bottom-up and fixation prediction visual
attention models are researched earlier than top-down and
salient object detection methods. The development history
of saliency models could be divided into two stages [7]. The
first wave (1998-2007) mainly addressed fixation prediction
while the second wave (2008-now) mainly solved the seg-
mentation of the most salient objects.

Fixation prediction methods are created originally to pre-
dict visual points that observers look at free-view of static
nature scenes and eye movement in dynamic scenes [19]. Itti
et al. [20] firstly proposed a general computational frame-
work and psychological theories of bottom-up and fixation
prediction attention based on center-surround mechanisms.
This saliency visual attention model abstracts colors, inten-
sity and orientations of many scales images and obtains many
scales saliency maps and adds these maps together to form a
final enhanced saliency map. Later on, many models, which
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are based on bottom-up features such as image entropy [23],
color contrast [26], self-information [10], spectral residual
[18] and so on, have been proposed to predict eye move-
ment or to abstract regions of interesting. However, these
fixation prediction models usually could not extract entire
salient objects which limits their applications in computer
vision-related tasks such as object detection, image segmen-
tation and so on.

In contrast, salient object detection methods are usually
able to segment the salient object as a whole. Therefore, in
the last ten years, more and more researchers focus on salient
object detection methods. Inspired by some earlier bottom-
up for fixation prediction, a large number of computational
models are developed for detecting saliency regions. These
salient region detection methods are based on low-level fea-
tures like color, texture and orientation. Among them, color
contrast-based saliency detection is one of the most popu-
lar methods. Liu et al. [24] and Achanta et al. [1,2] firstly
defined salient object detection as a segmentation problem.
Since then, most methods of the salient object detection are
usually compose of two steps: calculate saliency map and
segment saliency map to extract salient objects. Cannon et
al. [26] denoted a region contrast-based visual attention anal-
ysis method. Inspired by the work presented in [26], Zhai et
al. [37] proposed an efficient algorithm, named Luminance-
based Contrast (LC), for computing the pixel-level saliency
maps by using the global color contrast between image pix-
els. To speed up, Zhai et al. reduced the number of colors by
only using luminance. However, there is a disadvantage that
the distinctiveness of color information is ignored. Chen et
al. [11] proposed a Histogram-based Contrast (HC) saliency
detection method. There are two differences between HC
and LC. Firstly, HC uses full-color space instead of lumi-
nance only. Secondly, HC applies two methods to speed up,
on the one hand, quantizes each color channel to have 12
different values. On the other hand, it ignores less frequently
occurring colors. Meanwhile, Region-based Contrast (RC)
saliency detection method is proposed by Chen et al. Firstly,
RC segments the input image into regions by a graph-based
image segmentation, then calculates color contrast at region-
level and defines the saliency for each region as the weighted
sum of the regions contrast to all other regions in the image.
To gain binary salient mask, Chen et al. [11] proposed a
segmentation approach, named saliencyCut which is an iter-
atively run GrabCut [30]. RC which combines superpixels
with color contrast and saliencyCut could achieve high pre-
cision and recall, i.e., its precision and recall are 90% and
90% on the MSRA-1000 dataset, respectively. But it is not
fast because that GrabCut algorithm usually needs to execute
many times. Jiang et al. [21] presented an automatic salient
object segmentation algorithm which integrates bottom-up
salient stimuli and object-level shape prior that a salient
object has a well-defined closed boundary. Recent years, the
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saliency methods combining bottom-up saliency map with
high-level priors are very popular. Zhang et al. [38] com-
bined an initial prior map based on the contrast and center
bias with the boundary contrast and the smoothness prior. In
[40], a simple and effective salient object detection explor-
ing both patch-level and object-level cues is described. This
method merges SLIC superpixel segmentation with affinity
propagation clustering to obtain the compactness map. Wang
and Jiang et al. [22,32] developed a principled extension,
supervised feature integration, which learns a random forest
regressor to discriminatively integrate the saliency features
for saliency computation. This method consists of three parts
including multi-level segmentation, saliency computation in
each level and multi-level saliency fusion by using a linear
combinatory.

We make two discoveries by analyzing the previous
research: (1) Salient object segmentation mainly consists
of two parts: saliency map computation and saliency object
segmentation, and most researchers paid close attention to
saliency detection. However, few researchers focus on how
to segment the salient objects followed saliency detection
process. (2) Foreground regions often locate in the center
region of the image. Their sizes are smaller than those of
the background regions. Their saliency values are usually
large. Background regions are homogeneous and easily con-
nect to each other and usually close to the boundary of the
image. Their sizes are usually large. Their saliency values
are usually low. Motivated by these discoveries, we propose
anovel saliency map segmentation strategy called SSG which
mainly consists of Simple Linear Iterative Clustering super-
pixel segmentation (SLIC) [3], feature extraction, superpixel
Region Growing (RG) , superpixel DBSCAN clustering and
GrabCut [30]. The proposed method is a new fusion method
which is used to get salient objects in an image. We simul-
taneously applied four segmentation methods, i.e., SLIC,
RG, DBSCAN and GrabCut. Because many segmentation
techniques such as SLIC superpixels [3], mean-shift [12],
graph-based [15] segmentation and so on could be useful
for eliminating background noise and reducing computation
by treating each segment as a processing unit. And a bet-
ter grouping to cluster an object as a whole could be useful
for salient object detection. In this paper, SLIC makes simi-
lar and adjacent pixels be classified as the same superpixel.
DBSCAN makes similar background regions cluster as a
whole. RG groups the similar regions together as much as
possible. GrabCut abstracts salient objects accurately. The
main contribution of the paper is that we propose SSG which
could dramatically improve the recall and maintain high
accuracy.

The rest of the paper is structured as follows. The proposed
approach is presented in Sect. 2. Section 3 gives the exper-
imental results and the comparison with other approaches.
Finally, the conclusion is drawn in Sect. 4.
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Fig.1 The framework of our proposed salient object segmentation

2 Proposed method

GrabCut is a popular object segmentation method, but it
needs to set trimap by manually. Fu et al. firstly developed
an automatic implement object segmentation method which
combines GrabCut with saliency region detection [17]. How-
ever, the accuracy of the method is not particularly high.
To get higher accuracy, Chen et al. iteratively run Grab-
Cut less than 4 iterations for segmenting histogram contrast
and region contrast saliency map. Nonetheless, the execution
time of Chen’s method is longer than that of Fu’s method
since GrabCut implements many times. To overcome the
problem, we propose a salient object segmentation called
SSG consisting of two parts: superpixel segmentation and
feature extraction, saliency map fusion and segmentation.
The proposed SSG can be combined with any saliency detec-
tion for detecting salient objects. The block diagram of our
complete scheme of salient object segmentation is briefly
shown in Fig. 1. The procedures of the proposed framework
are given as follows.

Step 1. Use the combination of the minimum barrier dis-
tance transform and the image boundary contrast
saliency detection method to obtain the saliency map
of the input image.

Step 2. Obtain superpixel regions and extract features of
each superpixel. To abstract object-level information
more effectively, we employ SLIC to generate a few

category-independent superpixels. Taking superpix-
els as the minimum units, we calculate the center
coordinates of x, y, the mean value of saliency map,
the average value of Local Binary Pattern (LBP) [27]
and the mean value of every color space channel.

Step 3. We propose superpixel region growing, superpixel
DBSCAN clustering and combine both of them with
GrabCut in order to segment saliency map. Firstly,
we propose superpixel region growing to segment
the output image of SLIC by using 3-Dimensional
(3-D) color features. Secondly, we propose super-
pixel DBSCAN clustering to segment the output
image of SLIC by employing 7-Dimensional (7-
D). Then, The fusion of superpixel region growing,
superpixel DBSCAN clustering and saliency map
are classified into four classes. Finally, the segmen-
tation result is fed into GrabCut to detect salient
objects.

In the following, we present the three steps of our method
including saliency detection, superpixel segmentation and
feature extraction, and saliency map fusion and segmenta-
tion.

2.1 Saliency detection

To obtain saliency map, we apply Zhang’s saliency detection
algorithm [39] which combines the Minimum Barrier dis-
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(a) Input image (b) SLIC super-pixel

(¢) LBP image (d) Saliency map

(i) Red channel of F;

Fig.2 Seven-dimensional features

tance transform Saliency map (MBS) with Image Boundary
Contrast-based saliency map (IBC) in our proposed frame.
Because Zhang’s method [39] is simple and could achieve at
80 FPS even for the CPU-sequential implementation. Mean-
while, it could achieve high accuracy and recall. Note that
the proposed SSG can be combined with any other saliency
detection methods too.

2.2 Superpixel segmentation and feature extraction

To make similar regions cluster as a whole, we segment the
input image by region growing and DBSCAN. However, the
computational cost is high and the speed is slow, especially
for DBSCAN, if image pixels are taken as the basic units
of the input of region growing and DBSCAN clustering. To
speed up, we firstly segment an input image into superpixels
which are perceptually uniform regions, and use superpixels
as the minimum units of the subsequent image processing.
We choose SLIC superpixel segmentation algorithm [3,4]
to segment input image. Because SLIC is simple, efficient
and could achieve superior accuracy and boundary recall for
object detection. And the GPU parallel implementation of the
SLIC algorithm even achieves 250FPS [29]. Yang et al. [35]
denoted that the number of superpixels is set equal to 200 that
are suitable for detecting salient objects. Followed SLIC, tak-
ing superpixels as minimum units, we calculate the features
of each superpixel as
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where Ré is the j-th superpixel and |Rj | denotes the number
of the j-th superpixel. /. and I, denote the width and height
of the input image, respectively. Fy, Fy JFIF Z and F}
are the center coordinates of x,y, the mean value of saliency
map, the average value of Local Binary Pattern(LBP) [27]
and the mean value of every color space channel of the j-th
superpixel, respectively. x;, y;, S;, L; and I; are the corre-
sponding x, y coordinates, saliency map, LBP and the gray
scales of color space, respectively. i, which denotes the i-
th pixel, belongs to the j-th superpixel. If the input image
is a color image, F Ij has three dimensions since there are 3
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Fig. 3 Results of superpixel region growing when set different values
of Tx. a Input images, b ground truth, ¢ SLIC superpixels, d region
growing segmentation results when 7 = 500. e Region growing seg-
mentation results when Tp = 1000. f Region growing segmentation

color channels. Hence, each superpixel has seven features.
For a color image, these 7-D features of superpixels could be
exhibited as images, as shown in Fig. 2.

Any two superpixels belonging to the same salient object
region or the same background region usually satisfy the
following conditions: these superpixels are usually close to
each other in space. And their saliency values, color and
texture are similar. Motivated by these observations, we apply
DBSCAN to segment superpixels by using 7-D features and
employ region growing to segment superpixels by using 3-D
color features.

2.3 Saliency map fusion and segmentation

To segment background regions accurately and to cluster
similar superpixels, we propose superpixel DBSCAN and
superpixel Region Growing (RG), respectively. Followed,
we merge the results of RG and DBSCAN with saliency
map in order to suppress the noise effectively and classify
the fusion image into four states. Then, the result with four
classes is fed into GrabCut, and salient objects could be
got after that GrabCut is executed only one time, where we
detailedly describe how to get the input of GrabCut, i.e., how
to divide the input image into four states containing Obvi-
ous Background Pixel (OBP), Obvious Foreground (salient
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results when Tx = 1500. Where the red curves in b denote the ground
truth segments’ boundary. In Figure ¢, d, e and f, the white and red
curves, respectively, denote SLIC superpixels’ and region growing seg-
ments’ boundary

object) Pixel (OFP), Possible Background Pixel (PBP) and
Possible Foreground Pixel (PFP). The third step of the
proposed framework, i.e., saliency map fusion and segmenta-
tion, which contains three procedures, i.e., superpixel region
growing, superpixel DBSCAN clustering and fusion and seg-
mentation, is described in the following.

2.3.1 Superpixel region growing

Region growing [14] is a simple and fast image segmentation
method based on pixel-level. It mainly involves two parts
containing both the selection of an initial seed point and seed
growing. Three key problems must be solved: (1) How to
select initial seed point? (2) How to evaluate the similarity
between the current class and the corresponding neighbors?
(3) What are the stopping rules? In this paper, we develop a
superpixel region growing method. Superpixel is taken as the
minimal unit of region growing. The initial seed superpixel of
anew class is picked orderly from the un-labeled superpixels.
The distance measure of two adjacent superpixels R; and R;
is computed as Eq. (6), where || x || denotes the L2 norm.
The growing process would stop if every superpixel has been
assigned a category label.

d(R;,Rj) = || F" —FY | (6)
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Fig. 4 Results of superpixel DBSCAN clustering when set different
values of parameters and the sorted k-th distance graph (set k = 4). For
the 1-th row figures: the 1-th and 4-th columns’ figures are input images.
The 2-th and 5-th columns’ figures are SLIC superpixels images. The
3-th and 6-th are the sorted 4-distance graph. The 2-th and 3-th rows’
figures are DBSCAN clustering results when set different values of Eps
and minPts, and those superpixels classified as noise points are marked

Superpixel region growing has only one threshold denoted
by Tg for color similarity measurement. Larger Tx could
make region growing achieve much better segmentation
result, but if Tx is too larger, it may lead to over segmen-
tation.

To further reveal the effects of Tk on the result of region
growing, we take two images selected from BSD500 [6] as
the testing example. The segmentation results when we set
different values of Tx are shown in Fig. 3.

2.3.2 Superpixel DBSCAN clustering

To make the similar background regions group as a whole,
we apply DBSCAN clustering [13] to group superpixels. The
distance measure of any two superpixels p and g is calculated
by

d(p.q) =|l F* — F1 | )

where F is the 7-D feature of each superpixel.

DBSCAN requires two parameters: the maximum radius
of the neighborhood from a core point called
Eps-neighborhood radius and at least points within Eps-
neighborhood radius. These two parameters are denoted by
Eps and minPts, respectively. minPts is usually chosen at
least 3, with minPts < 2, the result is the same as of hier-
archical clustering with the single link metric. Larger values
are usually better for data sets with noise and will yield more
significant clusters. Usually, the larger the data set, the larger
the value of minPts should be selected. Eps is chosen by the
sorted k-distance graph [13], and the desired parameter value
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by x: for 1-th column, minPts = 3 and Eps = 0.05; for 2-th col-
umn, minPts = 3 and Eps = 0.15; for 3-th column, minPts = 3 and
Eps = 0.25; for 4-th column, Eps = 0.13 and minPts = 3; for 5-th
column, Eps = 0.13 and minPts = 4; for 6-th column, Eps = 0.13 and
minPts = 5. Where the boundaries of SLIC superpixels and DBSCAN
segments are denoted by white curves and red curves, respectively

is just the first point in the first valley of the sorted k-distance
graph. In other words, good value of Eps is where this k-
distance plot shows a strong bend. If Eps is much too small,
a large part of the data will not be clustered. Whereas Eps is
too large, the majority of objects will be clustered into the
same cluster. More details of DBSCAN clustering algorithm
could refer to [13].

To exhibit the impacts of parameters on the result of
DBSCAN clustering, we set different values of Eps and
minPts, DBSCAN clustering algorithm is tested on two
images, the results and the corresponding sorted k-th dis-
tance graph are shown in Fig. 4.

By observing Fig. 4, we find that DBSCAN cluster-
ing algorithm can group a majority of background regions.
And a great many of superpixels in the foreground are
marked as noise. Because the density of these superpixels
in background regions has higher consistency than that of
foreground regions.

2.3.3 Fusion and segmentation
Assume that R{e denotes the j-th segments of region grow-

ing, the fusion of the saliency map and the results of region
growing can be calculated by

S;;:L.Zs,- 8)

IRyl
R lERé

where | R{e | is the number of pixels of the j-th region growing
segment, S is saliency map.
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Fig.5 Distributions of background regions’ area, a MSRA-1000 dataset, b SEG1 dataset, ¢ ECSSD dataset

To conveniently describe the process of salient object
detection, we define a new state called Undetermined Pixel
(UP) and all pixels of the input image are initialized as UP
at the beginning. Salient objects usually have great saliency
values. Contrary to salient objects, background regions often
have low saliency values. Meanwhile, the sizes of salient
objects are usually smaller than those of their surround-
ing background regions [36]. Therefore, the salient regions
(foreground) and background regions of R{e could be distin-
guished depending to their saliency values as

‘ OBP, S} <Ts
RgpG = 1 OFP, S > Tsn )
UP, Tsi, < Sk < Tsu

where Tsp, and 7sy are two segmentation thresholds which
are calculated by

T .
2255 Si -

i=0"A
1 — Tsu N

2 iZ0Sh

where T7, Ty are the ratio of salient objects’ area to the total
number of pixels of the image, the ratio background area to
the total number of pixels of the image, respectively, i is the
saliency level of saliency map, Sf4 denotes the area of the
region whose saliency value is equal to i, and note that the
saliency map is normalized to [0, 255] before implement-
ing Egs. (10) and (11). Ty and Ty are determined by the
priors knowledge of background regions’ sizes measured by
Yildirim’s method [36]. We use the MSRA-1000 [2], SEG1
[5] and (Extended Complex Scene Saliency Dataset) ECSSD
[31] datasets to estimate the distribution of the sizes of the
salient objects. Figure 5 shows the probability distributions
of three datasets in terms of the background regions’ areas.

We can see in Fig. 5 that all probability distributions
resemble Gaussian distribution. And more than 90.80%
images in these datasets, the ratio of the size of total back-
ground regions to the size of the total image ranges from 0.5
to 0.95. In other words, it is reasonable that 77 is set lower
than 0.5 and Ty is set larger than 0.95.

After segmenting the input image according to Eq. (9),
the input image is divided into three states including OBP,
OFP and UP, each pixel belongs to only one of these states.
And each region of the result of DBSCAN clustering consists
of 3 segments marked OBG, OFG and UP. Assume that Ri)
denotes the i-th segments of DBSCAN. RiD consists of three
regions denoted by Fipp, Fipp and Fip. |Figpls [Figpl
and | F{;p| denote the corresponding sizes. Each region of
DBSCAN is segmented as Eq. (12).

OBP, max(| Figpl, | Figpl. | Fipl) = |[Figpl and ¢ >50%

Rf)R = { OFP, max(|FéBP|, |Foppls |1 Fpl) = [ Foppl  and - 1 > 50%
UP, otherwise
(12)

Where ¢ is computed by

- _ max(1Fogpl. | Foppl. | Fip)) a3
|FOBP|i + |F(l)FP| + |F[le|

For the result segmented by Eq. (12), all those regions
marked as UP are segmented again. Assume that RBR =UP,
and it consists of M SLIC superpixels, the m-th label of SLIC
superpixel is SP™. Superpixel is taken as the minimal unit,
Rf)R marked by UP could be segmented as

l<m<M
(14)
M

. |PBPFS™ <Tg and
1<m<

R\ prp, FSP" > 75 and

Where To is the Otsu threshold [28] and Fyp, is the average
saliency map obtained by Eq. (3).
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Finally, the input image is divided into four states includ-
ing OBP, OFP, PGP and PFP. Then, the segmentation result
is fed into the GrabCut algorithm which executes only once.

GrabCut is an iterative image segmentation method based
on graph cut [30]. The basic idea of GrabCut is given as
follows: Firstly, GrabCut uses the labeled foreground and
background pixels to build GMM model, and then employs
the learned GMM to segment those un-labeled pixels. There-
fore, it is necessary to label foreground and background
regions to learn GMM parameters at the beginning. In this
paper, we segment an image automatically by GrabCut con-
sisting of both steps which are initialization and iterative
minimization. During initialization, we use threshold seg-
mentation method, as shown in Egs. (8)—(14), instead of
manually marking foreground and background regions in
order to obtain the initial foreground and background regions
automatically. The proposed method classifies the input
image into four categories including OBP, OFP, PBP and PFP.
Actually, only the OBP and OFP regions have impacts on the
segmentation result. While PBP and PFP regions would be
redefined by GrabCut algorithm. The final result of GrabCut
consists of four parts containing the remained OBP, OFP and
the redefined PBP, PFP. Where the remained OFP and the
refined PFP regions constitute the detected object.

3 Experiments and results

In this section, we do various testing experiments to compare
SSG with state-of-the-art saliency map segmentation meth-
ods and evaluate computational efficiency. The executable
program of SSG used in these tests could be available.!
Zhang’s saliency detection method [39] employed in our
salient object detection strategy could be available on their
project website.?

3.1 Parameters, datasets and measures

Parameters: SSG algorithm has six parameters including the
number of SLIC superpixel denoted by Ng, Eps, minPts,
Tr, Tr, Ty, where Eps is determined by using the sorted
k-distance graph [13] and it changes only in a small scope.
So we only check the influence of the other five parameters
on the final result of the salient object segmentation.
Datasets: Three benchmark datasets including MSRA-
1000 [2], ECSSD [31] and SEG1 [5] are used for evaluation.
The MSRA-1000 dataset includes 1000 images sampled
from the first large image database for quantitative evalu-
ation of visual attention algorithm [25], where the accurate

! http://pan.baidu.com/s/ 1518 YrXN, download code: 28uq.
2 http://www.cs.bu.edu/groups/ive/fastMBD/.
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Table 1 The results when Ng Ns P(%) R(%) Fy(%)
changes from 100 to 400,
minPts = 3, Tg = 714, 100 89.45 91.03 89.81
71 =0.30, Ty = 0.95 and 150 9033 9132  90.56
Eps =0.13
200 9044 9095 90.56
250 90.62 91.04 90.72
300 9071 90.56  90.74
350 90.65 90.85 90.67
400 90.90 90.63 90.84

object-contours are created by manual based on the corre-
sponding bounding box-based ground truth database. The
ECSSD dataset includes 1000 images, which are acquired
from the internet and the corresponding ground truth masks
are segmented by five people, with more complex scenes
than many other saliency detection benchmark datasets [31].
The SEG1 dataset contains 100 images, and each image has
only one saliency object [5]. And it contains a variety of
images with objects that are different from their surround-
ings by either intensity, texture features or other low-level
cues. To obtain ground truth segmentation, about 50 subjects
manually segment images into two classes, foreground and
background.

Measures: we apply three criteria including precision,
recall and F-measure which are defined as

1SN G|
— 15
5] (15)
1SN G|
— 16
Gl (16)
_(1+BHxPxR
Fp= BZx P+ R a7

In the above three equations, P, R and Fg denote preci-
sion, recall and F-measure, respectively, S is salient object
detection result which is a binary mask, G is the ground truth
map, |*|in Egs. (15) and (16) denotes the sum area of masks,
B2 is set as 0.3 as suggested in previous work [2,11]. A good
salient object segmentation algorithm can achieve large val-
ues of P, R and Fjg.

3.2 Validation of individual modules

To show the impacts of parameters on performance, we pro-
vide the qualitative comparison with different values of 5
key parameters including Ng, minPts, Tr, T; and Ty on the
MSRA-1000 dataset, as reported in Tables 1, 2, 3, 4 and 5,
respectively.

Results shown in Tables 1, 2, 3, 4 and 5 indicate that Ng,
minPts, 77 and T give only few effects to precision, recall
and F-measure. Ty is proportional to precision and recall,
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Table 2 The results when minPts changes from 3 to 9, Ng = 400,
Tr =714, T;, = 0.30, Ty = 0.95 and Eps = 0.13

Table6 Theresults of combining different segmentation strategies with
MB saliency detection

methods’ combinations Precision (%) Recall (%) F-measure (%)

minPts P (%) R(%) Fg(%)
3 90.90 90.63 90.84
4 90.75 90.67 90.73
5 90.74 90.76 90.75
6 90.70 90.88 90.75
7 90.74 91.00 90.80
8 90.65 91.04 90.74
9 90.89 90.89 90.89
Table 3 The results when Tk Tx P(%) R(%) Fg(%)
changes from 150 to 1050,
Ns = 400, minPts = 3, 150  91.05 9120 91.08
g; 005 T =070 and 300 9097 9106 9099
450  91.06 91.16 91.09
600  91.03 9091 91.00
750 9093 90.54 90.84
900  90.96 9025 90.80
1050 90.55 89.54 90.31
Table4 The results when T, T, P(%) R(%) Fy(%)
changes from 0.05 to 0.40,
Ns = 400, minPts = 3, 0.05 89.94 91.61 9032
125;701.4;,3& = 095and 0.15 9041 9128 9061
020 9058 91.05 90.69
025 90.68 90.87 90.72
030 9090 90.63 90.84
035 90.94 9050 90.84
040 91.03 9040 90.88
Table5 The results when Ty Ty P (%) R(%) Fp(%)
changes from 0.70 to 1.00,
Ns =400, minPts = 3, 0.70 6245 77.97 6545
3;701.41,;10“} =03and 0.75 6836 82.00 71.09
0.80 74.58 85.83 7691
0.85 81.10 88.69 82.73
0.90 8723 90.73 88.01
0.95 90.90 90.63 90.84
1.00 4798 63.50 50.85

but bigger is not always better, for instance, when it is equal
to 1, the precision is 47.98% and the recall is 63.50%.
Besides, we empirically analyze the effects of each com-
ponent of our proposed method and their combinations, i.e.,
we test the performances of different segmentation strategies
which are similar to the proposed method on MSRA-1000
dataset, and the results are demonstrated as Table 6.

MB + GrabCut 91.46 84.18 89.67

MB + DBSCAN 92.29 87.07 91.03
+ GrabCut

MB + RG + 89.95 88.01 89.49
GrabCut

MB + SSG 90.90 90.63 90.84

Where MB + SSG equates with MB + RG + DBSCAN
+ GrabCut. Observing in Table 6, we can discover that the
precision, recall and F-measure of MB + DBSCAN + Grab-
Cut have distinct improvement over those of MB + GrabCut.
Comparing the result of MB + RG + GrabCut with that of
MB+GrabCut, we can find that the recall raises to 88.01%
from 84.18%. On the whole, MB + RG + DBSCAN + Grab-
Cut can achieve higher recall which is 90.63% than any
other combinations. Table 6 reveals that DBSCAN can help
improve precision and recall. RG can help improve recall
dramatically. When both of DBSCAN and RG are applied
simultaneously, the recall is strongly promoted; meanwhile,
the accuracy is maintained in a high level. The main reasons
are given as follows: (1) DBSCAN clustering could make the
background better separated from the total image. Because
the background regions are homogeneous and easily connect
to each other, the sizes of the background regions are usu-
ally large. (2) RG makes the similar regions cluster together.
Hence, salient objects can be segmented much more accu-
rately.

3.3 Qualitative comparison

We combine SSG with 7 state-of-the-art saliency detec-
tion methods including HC (Histogram Contrast) [11], RC
(Region Contrast) [11], GS (Geodesic distance Superpixel)
[33], MB (Minimum Barrier) [39], FASA (Fast Accuracy
Size-Aware) [36], NCS (Normalized Cut-based Saliency)
[16], HS (Hierarchical Saliency) [34]. We measure the perfor-
mances of SSG and other saliency map segmentation meth-
ods, which are Achanta’s method [2] that we named Adap-
tive Thresholding Segmentation (ATS), Achanta’s method
directly segments saliency map that we called Adaptive
Thresholding Segmentation Direct (ATSD) and saliencyCut
[11], on three commonly used datasets including MSRA-
1000 [2], ECSSD [31] and SEGI [5]. Each saliency detection
approach is combined with four saliency map segmentation
methods containing SSG, saliencyCut, ATS and ATSD. The
MSRA-1000, ECSSD and SED1 datasets are fed into these
methods. The corresponding results are, respectively, shown
in Figs. 6, 7 and 8.
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comparisons of saliency object
detection on MSRA-1000. For
SSG, set Ng = 400, minPts = 3,
Tr =714, T = 0.30,

Ty = 0.95 and Eps = 0.13

Fig.6 Quantitative

comparisons on ECSSD. For
SSG, set Ng = 400, minPts = 8,

Fig.7 Quantitative

Tr =500, Ty, = 0.20,
Ty = 0.97 and Eps = 0.10

comparisons of saliency object

Fig. 8 Quantitative

714, Tr, = 0.30,
Ty =0.95 and Eps = 0.13

detection on SED1. For SSG, set

Ng = 400, minPts = 3,
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I:STEZO fplf;g‘ietsesrgzgé“gs and | othods’ combinations Ty, Ty Eps  minPts Tx  P(%) R(%)  Fs(%)
MB+saliencyCut on MB + GrabCut 040 097 010 9 400 9156 9130  91.50
MSRA-1000
0.30 0.97 0.10 9 400 91.29 91.60 91.36
0.30 0.97 0.10 9 200 91.27 91.91 91.42
0.40 0.95 0.13 9 450 91.06 91.16 91.06
MB + saliencyCut - - - - - 92.80 91.27 92.44
The bolded values denote the best results
I:s'fllletsso fpggﬂegeésc}szgénﬁsid methods’ combinations T Ty Eps  minPts  Tg  P(%) R%)  Fs(%)
saliencyCut on ECSSD MB + GrabCut 040 097 010 9 400 7862 7477 7177
0.40 0.97 0.13 9 400 78.73 74.45 77.70
0.40 0.97 0.10 3 200 78.92 74.78 77.92
0.40 0.97 0.10 9 200 79.19 75.19 78.23
MB + saliencyCut - - - - - 80.48 73.61 78.79
The bolded values denote the best results
-rr:s'?]lﬁ sgo fP;l/Ir]a;nletSeSrsGsz::(iinf/[sBa Ijrd methods’ combinations T Ty Eps minPts Tr P (%) R (%) Fg (%)
saliencyCut on SED1 MB + GrabCut 040 097 013 8 400 9055 7689  86.98
0.40 0.97 0.10 9 300 90.86 76.76 87.16
0.40 0.97 0.10 12 200 91.41 77.23 87.69
0.40 0.99 0.10 9 100 91.79 75.96 87.58
MB + saliencyCut - - - - - 91.53 75.09 87.13

The bolded values denote the best results

The results shown in Figs. 6, 7 and 8 reveal that:
on the MSRA-1000 dataset, for the same saliency detec-
tion method, no matter which segmentation algorithm is
applied, the differences of precision, recall and F-measure
between different segmentation strategies are small, the phe-
nomenon contraries to that of the ECSSD and SED1 datasets,
because the background regions of images of the MSRA-
1000 dataset are much simpler than those of images of the
ECSSD and SED1 datasets. For MSRA-1000, ECSSD and
SEDI1 datasets, the highest recall methods are GS+SSG,
MB+SSG, HS+SSG, respectively, and the corresponding val-
ues of recall are 91.27%, 77.21% and 80.70%; meanwhile,
the corresponding values of precision and F-measure are
greater than the vast majority of other methods. In other
words, the proposed SSG can improve the recall dramat-
ically. Meanwhile, it can maintain the high precision and
F-measure.

Besides, observing Figs. 6, 7 and 8, we also find that the
precision, recall and F-measure of MB + SSG are close to
those of MB + saliencyCut. To further verify that whether
the precision, recall and F-measure of the proposed method
could exceed those of saliencyCut, we further fine-tune the
parameters of the proposed method, and do experiments on
MSRA-1000, ECSSD and SEDI1 datasets. For fair compari-
son, the input parameter Ng = 400, other input parameters

settings of the proposed method and the corresponding results
of MB + SSG and MB + saliencyCut are shown in Tables 7, 8
and 9, in which the bolded values indicate the best results.

The results shown in Tables 7, 8 and 9 give the facts that:
the proposed method could achieve higher recall than that
of saliencyCut. Especially, on the SED1 dataset, the pre-
cision, recall and F-measure of the proposed method are
higher than those of saliencyCut. On the MSRA-1000 and
ECSSD datasets, the recall of the proposed method is obvi-
ously higher than that of saliencyCut. And the corresponding
precision and F-measure decrease only a little.

3.4 Computational efficiency

To compare the performance of our proposed method in terms
of the average running time with the current most competi-
tive methods, two group testing experiments are done. The
average computation time, which does not include the time
consumed by computing saliency map and is measured in
milliseconds (ms), is acquired on an Intel Core i5-4210U,
1.7-2.4 GHz and 6 GB RAM.

On the one hand, MB saliency detection is combined with
SSG, saliencyCut, ATS and ATSD segmentation methods and
these combinations are tested on the MSRA-1000, ECSSD
and SED1 datasets. The execution time is shown in Table 10.
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Table 10 Comparison of the average running time using different seg-
mentation methods on MSRA-1000, ECSSD and SED1 datasets

methods’ combinations MSRA-1000 (ms) ECSSD (ms) SEDI1 (ms)

MB + SSG 539.87 641.42 428.13
M B + saliencyCut 749.16 1010.80 669.08
MB + ATS 3476.28 4061.62 2408.74
MB + ATSD 4.44 4.82 7.85

Table 11 Comparison of the average running time using different
saliency detection methods on MSRA-1000 dataset

methods’ combinations MSRA-1000 (ms)

SSG+MB 539.87
SSG+Ncuts 515.57
SSG+HC 510.32
SSG+RC 511.40
SSG+GS 508.23
SSG+FASA 472.38
SSG+HS 509.90
saliencyCut+MB 747.16
saliencyCut+Ncuts 579.13
saliencyCut+HC 823.28
saliencyCut+RC 705.60
saliencyCut+GS 668.40
saliencyCut+FASA 805.39
saliencyCut+HS 710.28

As can be seen, the execution time of SSG is much
smaller than that of saliencyCut. Because GrabCut in SSG
executes only one time. Meanwhile, SLIC, DBSCAN and
RG algorithms have high efficacy. However, the GrabCut
in saliencyCut is usually implemented 4 times. ATS is the
slowest segmentation method since the speed of mean-shift
segmentation is very slow.

On the other hand, SSG and saliencyCut segmentation
approaches are combined with seven saliency detection
methods, respectively. These combinations are tested on
MSRA-1000 dataset. The execution time is reported in
Table 11.

Table 11 shows that SSG is much faster than saliencyCut,
no matter which saliency detection algorithm is employed to
combine with SSG.

4 Conclusion
In this paper, we have proposed a new rapid and effi-
cient salient object segmentation framework which mainly

consists of the proposed SSG segmentation and saliency
detection. To speed up the proposed method, SLIC super-

@ Springer

pixel segmentation is firstly used for the input image. To
improve precision and recall, we combine region growing,
DBSCAN clustering with GrabCut. The proposed approach
has been validated on three public datasets. The experimen-
tal results revealed that our proposed method achieves good
performance in terms of precision, recall and F-measure.
Especially, SSG can improve recall dramatically. Meanwhile,
it can maintain precision and F-measure in a high level, and
it has high efficacy.
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