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Abstract
Collecting samples is one of the main difficulties for face recognition, for example, in most of the real-world applications
such as law enhancement, e-passport, and ID card identification, it is customary to collect a single sample per person (SSPP).
Unfortunately, in such SSPP scenario, many presented face recognition methods suffer serious performance drop or fail due
to their inability to learn the discriminative information of a person from a single sample. To address the SSPP problem, in this
paper, we propose a multiple feature subspaces analysis (MFSA) approach, which takes advantage of facial symmetry. First,
we divide each enrolled face into two halves about the bilateral symmetry axis and further partition every half into several
local face patches. Second, we cluster all the patches into multiple groups according to their locations at the half face and
formulate SSPP as a MFSA problem by learning a feature subspace for each group, so that the confusion between inter-class
and intra-class variations of face patches is removed and more discriminative features can be extracted from each subspace.
To recognize a target person, a k-NN classifier is employed in each subspace to predict the label of a face patch and majority
voting strategy is used to identify the unlabeled subject. Compared with the state-of-the-art methods, MFSA is effortless and
efficient in implementing, but achieves either better or competitive performance when recognizing face images taken in both
constrained and unconstrained environment.

Keywords Single sample per person · Facial symmetry · Multiple feature subspaces analysis · Patch-based method

1 Introduction

Face recognition has proven to be a significant component
in the field of biometrics recognition systems. Compared to
other biometric techniques, e.g., fingerprints, iris scans, and
speech recognition, two key advantages of face recognition
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are its non-intrusiveness and mass identification ability. That
is, it does not require the cooperation of the test subjects and
can identify individuals among crowd. Due to these mer-
its, face recognition techniques have been widely adapted in
surveillance, access control, law enforcement etc., to name
a few. Numerous methods have been proposed in the past
two decades to robustly identify faces under controlled con-
dition [1–5], and a great deal of progress has been made in
recent years to rise to the challenge of large appearance vari-
ations of a face caused by illuminations [6–10], expressions
[8,9,11–13], poses [6–9,12,13], and occlusions [8,13–16]
in the unconstrained environment. These methods usually
assume that multiple samples per person (MSPP) are avail-
able for training a face recognition system.However, inmany
real-world scenarios such as law enforcement, e-passport and
IDcard identification, only a single sample per person (SSPP)
is enrolled or recorded. Though the unsupervised techniques
like principal component analysis (PCA) [1], local binary
pattern (LBP) [4], and Gabor features [5] can still be applied
to deal with SSPP; such popular unsupervised methods suf-
fer from serious performance drop as they are designed for
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Fig. 1 Partition of a face image

addressing MSPP face recognition. The conventional super-
vised methods like linear discriminant analysis (LDA) [17]
and marginal fisher analysis (MFA) [18] fail to cope with
SSPP problem due to unavailability of enough face images
in the training set for good estimation of intrapersonal vari-
ations.

Lots ofwork have been done to dealwith SSPP face recog-
nition, which can be roughly categorized as global appear-
ance methods such as projection-combined PCA ((PC)2A)
[19], Stringface [20], and uniform pursuit (UP) approach
[21], and patch-based (local appearance) methods as Block
LDA [22], discriminative multi-manifold analysis (DMMA)
[23], sparse variation dictionary learning (SVDL) [24], etc.
Because patch-based methods can easily avoid the effect
of severely corrupted non-informative regions, they can
generally achieve better performance than global appear-
ance approaches and draw more attention from researchers.
Most of the patch-based methods [22,25,26] are proposed
to use all patches together to explore intra-class and inter-
class information and then to construct a single subspace to
extract features. Note that when a face image is partitioned
into several patches, these patches represent different parts
(semantics) of a face, such as eyebrows, eyes, cheeks, nose,
and mouse. Though the patches from the same face share the
same label or identity, local face patches at the same location
(e.g., nose) of different persons are more similar than those
at different locations (e.g., nose and mouth) of the same per-
son. As a result, it is prone to confuse the inter-class and
intra-class variations if only one subspace is constructed for
feature extraction; this goes against extracting discriminative
features for recognition.

Given a frontal face image, it is inherently symmetric
about a bilateral symmetry axis, though not perfectly. Facial
symmetry has previously been exploited to assist face detec-
tion [27] and pose estimation [28]. Recent research in the
area of automatic face recognition has shown that there may
be an advantage in utilizing facial symmetry to improve
recognition accuracy. To handle the pose variations in face
recognition, both [29] and [30] take advantage of facial sym-
metry. Further, [31] and [32] conduct extensive experiments
on 2D and 3D databases to compare the face recognition

results using the average half face and full face; they draw
the similar conclusion that the average half face tends to per-
form better than the full face. In [33], the facial symmetry is
used to split a face sample into two to augment the number
of samples in the training set, so that more variation infor-
mation can be exploited. On the one hand, by utilizing the
facial symmetry the dimensionality of data can be reduced,
while the symmetry presented in the data can be preserved,
whereas on the other hand, the training set can be augmented
when there is limited number of training samples.

To benefit from advantages of patch-based methods and
to overcome their disadvantages, in this paper, we propose
a multiple feature subspaces analysis (MFSA) method for
SSPP face recognition problem, where we try to exploit most
of facial symmetry. In our method, specifically, each face
image is divided into two halves about the bilateral symmetry
axis, then the right half is mirrored to left across the symme-
try axis, and then each half face is further partitioned into
non-overlapping patches. Figure 1 displays an illustration of
the partition of a frontal face image. Next, all these local
face patches are clustered into different groups according to
their locations (or semantics) at a half face level. The pro-
posedMFSA is designed to learn a feature subspace for each
group of patches, which enlarges the interpersonal margins
and reduces the intrapersonal variations, so that the confu-
sion between the inter-class and intra-class variations of face
patches is removed and more discriminative features can be
extracted in each subspace. In the recognition phase, each
local patch of a probe face is projected into the correspond-
ing feature subspace to perform feature extraction, and then
its label is predicted by a k-nearest neighbor (k-NN) classi-
fier; finally, we concatenate the predicted labels of all face
patches and employ majority voting strategy to identify the
unlabeled subject. Figure 2 illustrates the basic idea of the
proposed approach.

Though the motivation of MFSA is to use the symmetry
of frontal faces, we declare that it also works for non-frontal
gallery faces, as we show in the experiments. The reasons
is as follows. When the gallery faces are not frontal, MFSA
still partitions these faces along the symmetry axis of images
(not faces) and then learns feature subspaces for each group
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Fig. 2 Illustration of the proposed method

of patches. Note that in the testing phase, there are also many
non-frontal faces in probe set. So there is some correspon-
dence between gallery and probe faces about the non-frontal
nature, and this makes MFSA work.

The main contributions of this paper can be summarized
as follows: (i) facial symmetry and patch-based trick are
unified to address SSPP problem, which not only enlarges
the number of samples per subject, but also enables to
explore sophisticated intra-class variations. To the best of
our knowledge, it is the first attempt where facial symme-
try and patch-based trick are integrated to deal with SSPP.
(ii) A multiple feature subspaces analysis approach for SSPP
face recognition is proposed. By using the facial symmetry
and patch-based trick, the proposed MFSA transforms SSPP
recognition into multiple discriminative subspaces learning
problem, which avoids the disadvantage of the conventional
patch-based methods that they tend to confuse the inter-class
and intra-class variations. (iii) We conduct extensive experi-
ments to evaluate the robustness ofMFSA to pose, expression
and occlusion variations. Experimental results show that in
each case, MFSA is either competitive or superior to the
state-of-the-art approaches for SSPP face recognition.

The rest of the paper is organized as follows. In Sect. 2,
work related to SSPP face recognition is reviewed. In Sect. 3,
we introduce the details of the proposed approach. Section 4
provides the experimental results and some discussions.
Finally, we conclude the paper in Sect. 5.

2 Related work

Many exclusive approaches have been proposed to address
the SSPP face recognition problem in the last few years.

Thesemethods can bemainly classified into three categories:
the unsupervised methods, supervised methods, and semi-
supervised methods.

To boost the performance of traditional unsupervised
methods, projection-combined PCA ((PC)2A) [19],
enhanced projection-combined PCA (E(PC)2A) [34], and
two-directional two-dimensional PCA ((2D)2PCA) [35]
have successively been proposed. The idea behind these is to
mine more global information. For instance, the first-order
projection information in [19], the second-order projection
information in [34], as well as the row and column informa-
tion in [35] are collected by performing PCA on the limited
gallery images. However, such improved methods extract
only global information from the training images, which
limits their effectiveness on SSPP. To further enhance the
PCA-based unsupervised techniques, a uniform pursuit (UP)
[21] approach and two-stage block-based whitened PCA
(TS-BWPCA) [36] are designed. The UP [21] incorporates
the neighborhood information into PCA to reduce the local
confusion between the similar faces, while TS-BWPCA [36]
is a coarse-to-fine scheme that extracts both global and local
information of images by embedding local binary pattern
(LBP) descriptor. To make more use of the local information
in unsupervised scenario, [25] proposes to divide a face into
smaller sub-images; PCA is then applied to each of these
sub-images. The mentioned three approaches [21,25,36] can
demonstrate good performance on some simple datasets, but
fail to display promising results when significant variances
are involved in the probe images, as they fail to exploit the
intra-class information.

To utilize the supervised information and cover the intra-
class variations in the training process, many supervised
methods have been developed for SSPP problem, which can
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be further categorized into three subclasses: virtual samples-
based methods, generic set-based methods, and patch-based
methods. These methods obtain multiple training samples
per person so that within-class information can be extracted
and discriminative features can be extracted. In the virtual
samples-based methods, multiple virtual training images per
subject are generated from the gallery images,which have the
same size as that of gallery images.Generating virtual images
can be accomplished by a small SVD perturbation [37],
some transformations [38], or some decompositions [39].
However, such virtual images are generated highly based on
the limited gallery images, resulting in substantial correla-
tion and making the extracted features redundant. Generic
set-based methods [24,40–47] introduce a separate image
dataset for training, i.e., a generic set. The generic set which
includes label information and possible variations of faces
is used to estimate the interpersonal and intrapersonal vari-
ations of the gallery set. Occasionally, some learning tricks
are further employed to enhance such approaches [40,41].
Most recently, sparse representation [8] has shown very
effective face recognition performance and has been intro-
duced to mine variations from generic set to address SSPP
[24,43,45–47]. These sparse representation-based methods
share a common idea, i.e., learning a variation dictionary
from the generic set to approximate variations of probe faces.
Since the generic and gallery sets do not necessarily share the
similar inter-class and intra-class variations, the estimation of
these variations using generic sets will be unfaithful, which
results in degraded effectiveness of such methods. The last
subclass is the patch-basedmethods [22,23,26,42,44,48–52].
As the name suggests, in patch-basedmethods, each image in
the gallery set is divided into small blocks or patches; thus,
there are multiple patches for each subject and intra-class
variations canbemeasured.After obtaining the block images,
[22] and [26] employ linear discriminant analysis (LDA) and
self-organizing map (SOM), respectively, for feature extrac-
tion. Gao et al. [42] is a sparse representation-based method,
which imposes some sparsity constraints when learning the
reconstruction coefficients and the intra-class variance dic-
tionaries. Lu et al. [23] proposes to formulate SSPP face
recognition as a manifold–manifold matching problem and
to extract features from multiple feature spaces to maximize
the manifold margins of different persons. Yan et al. [49]
improves [23] by employing multiple feature descriptors to
learn manifolds. Zhang et al. [51] is also a manifold embed-
ding method; it constructs two sparse graphs instead of using
k-nearest neighbors tomeasure the similarity among samples
during the manifold learning. Based on collaborative rep-
resentation [53], a patch-based collaborative representation
method is proposed in [50] by operating collaborative repre-
sentation on patches and combining the recognition outputs
of all patches. Tomake collaborative representation robust for
SSPP problem, [52] proposes to further divide local patches

into overlapped blocks to capture the local structure rela-
tionship in the faces. A distinctive method is proposed in
[48] by simulating themechanism of fixation and saccades in
human visual perception. This method uses dynamic image-
to-class warping [54] technique for matching; it requires
no training phase, but displays satisfactory performance for
SSPP face recognition problem. The patch-based methods
are more likely to be robust to local changes since the varia-
tion presented in a face is divided into small ones along with
the partition, whereas such methods sometimes suffer from
confusing the inter-class and intra-class information as we
demonstrated previously.

Apart from the above stated methods, semi-supervised
approaches are also applied to address the SSPP prob-
lem. For example, [55] proposes to utilize side information
(weak label information) to calculate the within-class and
between-class scatter matrices when there is no full-class
label information. Yin et al. [56] presents a semi-supervised
method named double linear regressions (DLR). DLR seeks
the best discriminating subspace and preserves the sparse
representation structure by first propagating the label infor-
mation to the unlabeled data and then extracting featureswith
the help of the propagated labeled dataset.

3 Proposed approach

3.1 Image partition and patches cluster

Let M = [I1, I2, . . . , Ic] be the training set, Ii is the training
image of the i th person with a size of m × n, 1 ≤ i ≤ c, c
is the number of persons in the training set. Given a frontal
face image, to utilize its symmetry, we first divide it into two
halves about the bilateral symmetry axis and mirror the right
half of a face to the left across the symmetry axis, and thus
we get two highly similar half face images for the frontal
training face image. Then, for each half face image, it is
further partitioned into N non-overlapping local patches, and
all patches are with the same size of a × b, where N =
(m × n)/(2(a × b)). We arrange these patches from one
half face in the raster scan order (i.e., from left to right and
top to bottom) and get a sequence containing N local image
patches. Hence, two patch sequences are acquired for each
face image. An illustration of face partitioning is shown in
Fig. 1. For all the face images in the training set, we repeat the
above process of face partition and get 2c patch sequences
in total for the entire training set, i.e., two for each training
sample. All the face patches inherit the label information of
the original face image.

Given a patch sequence, the N local patches in it are
sheared from N different locations of a half face. In dif-
ferent patch sequences, those local patches sheared from the
same location generally have the same semantic, and thus
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share more similarity. For example, the two patches shown
in the rectangle drawn in Fig. 1 are intuitively more similar to
each other than to any other patches, because they both are at
the 6th location of a sequence and roughly represent the nose
and upper lip. Based on this observation, we cluster local face
patches sheared from the same location of all half face images
into one group and obtain N such groups of local patches;
each group consists of 2c patches with 2 for each subject. In
Fig. 2, the red rectangle encloses one group of face patches.

3.2 Formulation of MFSA

3.2.1 Whitening processing

A group of local face patches includes 2c patches of c per-
sons with 2 from each subject. As mentioned earlier, local
patches in the same group have nearly the same semantic and
represent almost the same part of different faces, so there
lays significant similarity and correlation among them. It is
well known that thewhitening transformation can remove the
correlations among the input data and reduce the redundancy
[21]. Also, in the application of face recognition, whitening
transformation is able to address the shortcoming of tradi-
tional PCA by lowering the weights of leading eigenvectors
[57],which encodemostly illumination and expression rather
than discriminative information. To de-correlate the training
data in the same group, whitening is performed by scaling
each principle direction of PCA to uniform the spread of the
data.

Let Gp = {xpκi } denote the pth group of local face
patches, in which p = 1, 2, . . . , N , κ = 1, 2, i =
1, 2, . . . , c; xpκi is the κth patch of the i th person in the pth
group, which is a d-dimensional column vector. The covari-
ance matrix of face patches in groupGp can be computed by

Sp =
c∑

i=1

2∑

κ=1

(
xpκi − x p

) (
xpκi − x p

)T
, (1)

where x p = 1
2c

∑c
i=1

∑2
κ=1 xpκi is the average face patch

of Gp. The principle component directions are exactly the
eigenvectors of the covariance matrix and can be acquired
by matrix decomposition as

Sp = U�UT, (2)

whereU is an orthogonal matrix and � is a diagonal matrix.
The whitening transformation matrix is expressed as

ϕp = U�−1/2 . (3)

With the help of whitening transformation, the whitened face
patches are obtained by

X pκi = ϕT
p (xpκi − x p). (4)

3.2.2 Discriminative subspaces learning

After acquiring the whitened data of N groups of face
patches, our aim is to seek N discriminative subspaces{
wp |p = 1, 2, . . . , N

}
,wp ∈ Rd�×dp , where d� is the

dimension of thewhitened data vector, dp is the dimension of
the pth discriminative subspace, which can simultaneously
maximize the inter-class separability and minimize the intra-
class variance of all groups in the low-dimensional feature
subspaces. To achieve this goal,we can empirically formulate
the following optimization problem:

maxw1,w2,...,wN J1(w1, w2, . . . , wN )

=
∑N

p=1

(∑c
i=1

∑2
κ=1

∑k1
s=1 Apκis

∥∥∥wT
p X pκi − wT

p Ypκis

∥∥∥
2
)

∑N
p=1

(∑c
i=1

∑2
κ=1

∑k2
t=1 Bpκi t

∥∥∥wT
p X pκi − wT

p Z pκi t

∥∥∥
2
)

(5)

The numerator and denominator of Eq. (5) respectively for-
mulate the total between-class and within-class scatters of all
face patches. In Eq. (5), Ypκis represents the sth sample in
the k1-nearest inter-class neighbors of X pκi ; Z pκi t denotes
the t th sample in the k2-nearest intra-class neighbors of X pκi

in the group Gp; Apκis and Bpκi t are two affinity matrices to
characterize the similarity between X pκi and Ypκis as well
as that between X pκi and Z pκi t , respectively. The affinity
matrix A and B can be computed by some graph construction
techniques, as [23,49] do, and we apply k-nearest neighbor
method to calculate A and B as follows:

Apκis =
{
exp

(
−∥∥X pκi − Ypκis

∥∥2
/

σ 2
)

, if Ypκis ∈ Nek1inter
(
X pκi

)

0, otherwise,

(6)

Bpκi t =
{
exp

(
−∥∥X pκi − Z pκi t

∥∥2
/

σ 2
)

, if Z pκi t ∈ Nek2intra
(
X pκi

)

0, otherwise,

(7)

where Nek1inter(X pκi ) and Nek2intra(X pκi ) represent the k1-
nearest inter-class neighbors and k2-nearest intra-class neigh-
bors of X pκi , respectively; k1, k2, and σ are three empirically
pre-specified parameters. Obviously, k2 equals to 1 because
there are only two samples from the same class in each patch
group. According to the similarity measure, for two samples
from different classes, if the distance between them in the
original space is small, i.e., these two samples share more
similarity than difference, Apκis will load a relatively large
weight on the inter-class separability, so that the projections
of these two samples in the feature subspace are more sepa-
rable.

As the optimization inEq. (5) involves N projectionmatri-
ces that need to be simultaneously optimized, there is no
closed-form solution to this optimization problem. Noting
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that face patches in the same group have nearly the same
semantic, for example, they all represent the eye, so there
is high correlation among them; while those from differ-
ent groups have the quite different semantics, for example,
patches in one group represent the nose and those in the
other group denote the mouth, and hence there is little corre-
lation between different groups. Based on this observation,
we make an assumption that the N groups of face patches
are nearly independent to each other, such that each group
can be treated separately. In view of this, we can degenerate
the optimization problem defined in Eq. (5) to the following
new formulation:

max
w1,w2,...,wN

J2(w1, w2, . . . , wN )

=
N∑

p=1

⎛

⎜⎝

∑c
i=1

∑2
κ=1

∑k1
s=1 Apκis

∥∥∥wT
p X pκi − wT

p Ypκis

∥∥∥
2

∑c
i=1

∑2
κ=1

∑k2
t=1 Bpκi t

∥∥∥wT
p X pκi − wT

p Z pκi t

∥∥∥
2

⎞

⎟⎠.

(8)

The optimization problem formulated inEq. (8) can be solved
by a parallel way. Given wp, p = 1, 2, . . . , N , Eq. (8) can
be rewritten as

max
wp

J2(wp) =
∑c

i=1
∑2

κ=1
∑k1

s=1 Apκis

∥∥∥wT
p X pκi − wT

p Ypκis

∥∥∥
2

∑c
i=1

∑2
κ=1

∑k2
t=1 Bpκi t

∥∥∥wT
p X pκi − wT

p Z pκi t

∥∥∥
2

=
tr

(
wT

p

(∑c
i=1

∑2
κ=1

∑k1
s=1 Apκis

(
X pκi − Ypκis

) (
X pκi − Ypκis

)T )
wp

)

tr
(
wT

p

(∑c
i=1

∑2
κ=1

∑k2
t=1 Bpκi t

(
X pκi − Z pκi t

) (
X pκi − Z pκi t

)T )
wp

)

=
tr

(
wT

p S
p
b wp

)

tr
(
wT

p S
p
wwp

) , (9)

where

S p
b =

c∑

i=1

2∑

κ=1

k1∑

s=1

Apκis
(
X pκi − Ypκis

) (
X pκi − Ypκis

)T
,

(10)

S p
w =

c∑

i=1

2∑

κ=1

k2∑

t=1

Bpκi t
(
X pκi − Z pκi t

) (
X pκi − Z pκi t

)T

(11)

are the inter-class and intra-class scatter matrix for Gp,
respectively. Consequently, the above subproblem is turned
into solving an LDA subspace, and the projection matrix
wp can be acquired by solving the well-known eigen-
decomposition problem:

(S p
w+γ Io)

−1S p
b wp = wp�, (12)

where Io is an identitymatrix and γ is a regularization param-
eter, γ Io is added to S p

w to avoid singularity problem, the
value of γ is empirically set as 10−5 in this paper; � is a
diagonal matrix and its diagonal values are the first dp largest
eigenvalues of (S p

w)−1S p
b ,wp is a matrix whose column vec-

tors are the eigenvectors corresponding to the eigenvalues
in �. Reminding that the input data are firstly processed
by the whitening transformation, we thus obtain the ulti-
mate projectionmatrix of the feature subspace corresponding
to the pth group of face patches, which can be formulated
as:

Wp = ϕpwp. (13)

By solving the subproblem as (9) for each group in a
parallel way, we get N feature subspaces for the N inde-
pendent groups. The feature of a face patch can be trivially
extracted by projecting the patch into its corresponding fea-
ture subspace. The N feature subspaces can be with various
dimensions as they are independent. There is one point that
needs to be noted. Since the dimension of face patches is
quite small and further reduced by whitening processing,
we use Eq. (11) to capture the intra-class variations in a
very low-dimensional subspace. In such a low-dimensional
subspace, Eq. (11) is able to well smooth the intra-class
variations even if there are only two samples for each
person in the training set. This is an important factor mak-
ing the proposed approach effective for SSPP. Algorithm 1
summarizes the detailed procedure of the proposed MFSA
method.
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Algorithm1: The proposed MFSA 

Input: Group of face patches { }1,2, ,pG p N= L , where 11 21 2{ , , , , , }p p p p i p cG x x x xκ= L L , R d
p ix κ ∈ , 

1, 2, ,i c= L , and 1,2κ = ; the value of the parameter 1 2,k k and σ .

Output: Projection matrices of multiple feature subspaces: { }R 1,2, ,pd d
p pW W p N×∈ = L .

For 1,2, ,p N= L , repeat
Step1 (Whitening processing)
1.1 Computer the covariance matrix pS of pG according to Eq. (1), and do matrix decomposition on pS

by T
pS U U= Λ .

1.2 Select the first dl largest eigenvalues from Λ to construct a diagonal matrix oΛ , and select dl

eigenvectors corresponding to the first dl largest eigenvalues from U to form a eigenvector matrix oU .

1.3 Compute the transformation matrix by 1/2
p o oUϕ −= Λ and the whitened data by ( )T

pp i p p iX x xκ κϕ= − , in 

which 
2

1 1

1
2

c

p p i
i

x x
c κ

κ= =

= ∑∑ .

Step2 (Discriminative subspaces learning)
2.1 For the obtained whitened data, calculate two affinity matrices A and B as shown in Eq. (6) and Eq. 
(7), respectively.
2.2 Calculate inter-class scatter matrix p

bS and intra-class scatter matrix p
wS according to Eq. (10) and Eq. 

(11), respectively.
2.3 Solve the Eigen decomposition problem defined in Eq. (12).
2.4 Sort and select pd eigenvectors 1 2[ , , , ]

pp p pdν ν νL according to the first largest pd eigenvalues.

2.5 Obtain the discriminative projection matrix 1 2[ , , , ]
pp p p pdw ν ν ν= L .

Step3: (Output the feature subspaces)
Output the projection matrix of the thp feature subspace: p p pW wϕ= .
End

3.2.3 Recognition

In the recognition phase, given a probe sample T , we first
partition it into 2N non-overlapping face patches and group
them into N independent groups; each group consists of
two patches (as described in Sect. 3.1 and demonstrated
in Fig. 1). We name the face patches of a probe face as
probe face patches. Let GTp = {̂xp1, x̂ p2} denote the probe
face patches in the pth group, where p = 1, 2, . . . , N .
Having obtained the learned projection matrices of fea-
ture subspaces

{
Wp |= 1, 2, . . . , N

}
, we project the probe

patches in the pth group into the pth feature subspace to
extract features. Different from other patch-based methods
which concatenate the features extracted from different face
regions to form a long vector and then classify it, we make
classification of probe face patches in different subspaces
independently. For a probe face patch x̂ pe in GTp, e = 1, 2,
one way to assign a label g to it is to apply the well-known
Euclidean distance-based 1 − NN (nearest neighbors) clas-
sifier:

g = argmin
i

dis(WT
p x̂ pe,W

T
p xpκi ), (14)

where i = 1, 2, . . . , c, κ = 1, 2, and dis(WT
p x̂ pe,W

T
p xpiκ )

is the Euclidean distance between the projections of the probe
face patch and training face patches in the pth subspace.

Note that face patches at the same location of different
faces are quite similar to each other and so are the extracted

feature from them. Moreover, as the input face patches are
processed by whitening transformation, the dimension of the
whitened data d� is much less than d, making the dimensions
of the feature subspaces quite low. In such a situation, the 1−
NN classifier is difficult to find out the right label for a probe
face patch in a low-dimensional feature subspace. To over-
come this issue, a k − NN classifier (the value of k is larger
than 1) in this study is used in each subspace and themajority
voting strategy is employed to predict the identity of a probe
face. Specifically, with the k−NNclassifier, each probe face
patchwill be assigned k labels corresponding to the first near-
est k neighbors in the relevant subspace, and the k labels
form a label set, denoted byLs. As a probe image is divided
into 2N local patches, there will be 2N label sets Lsτ , τ =
1, 2, . . . , 2N , for oneprobe image.Weconcatenate all the 2N
label sets to construct a long set L = {Ls1, Ls2, . . . , Ls2N }
and employ the majority voting strategy to output the most
frequent label in L as the identity of the probe face. The
recognition procedure is intuitively shown in Fig. 2.

3.2.4 Boosting MFSA by ccLDA

AsMFSA treats each feature subspace independently and the
final classification is based on the results of all subspaces,
MFSA can be enhanced by improving the discriminative
ability of each feature subspace. In this work, we replace
LDA with class-cluster LDA (ccLDA) [58] to boost MFSA.
ccLDA is proposed to overcome overfitting effect for small
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training sample size problem. It is motivated by the fact that
a cluster consisting of similar samples of different classes
contains some information of intra-class variations and the
mean vectors of different clusters contribute to distinguishing
different classes. Therefore, ccLDA regularizes the between-
class and within-class scatter matrices by between-cluster
and within-cluster scatter matrices, respectively.

For a training dataset X , ccLDA first groups the training
data into K non-overlapping clusters, i.e.,

X = X1 ∪ X2∪, . . . , XK , (15)

Xi ∩ X j = ∅ for ∀i �= j (16)

where Xi is the i th cluster. Based on the above clustering
results and following the same way to calculate within-class
scattermatrix S(class)

w andbetween-class scattermatrix S(class)
b

of LDA, the within-cluster matrix S(cluster)
w and between-

cluster scatter matrix S(cluster)
b can be calculated. Then, the

total within-class scatter matrix SccLDA
W

and total between-
class scatter matrix SccLDA

B
of ccLDA can be computed by

SccLDA
W

= αS(class)
w + (1 − α)

1

T

T∑

r=1

S(cluster)
wr , (17)

SccLDA
B

= βS(class)
b + (1 − β)

1

T

T∑

r=1

S(cluster)
br , (18)

in which T is the number of clustering results by running K -
means algorithm T times, 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1 are the
regularization parameters that balance the weight between
class-based scatter matrices and cluster-based scatter matri-
ces. The objective function of ccLDA is formulated by

Ropt = argmax
Tr

(
RT SccLDA

B
R
)

Tr
(
RT SccLDA

W
R
) . (19)

Similar to the solution of LDA, it can be solved by eigen-
decomposition. The parameters involved in ccLDA, i.e., K ,
T , α, and β are usually determined empirically, and we set
them to be 20, 40, 0.6, and 0.3, respectively, in our experi-
ments. Note that there are only two samples per class in each
group of face patches; thus, ccLDA is helpful to produce
more discriminative feature subspaces, which further boost
the recognition accuracy of MFSA.

3.3 Analysis of MFSA

The most similar work to our MFSA is discriminative multi-
manifold analysis (DMMA) proposed in [23]. The two
methods utilize local information of face patches to learn
multiple feature spaces. OurMFSA is different fromDMMA
in at least three aspects.

(1) MFSA employs the symmetry of faces to explore intra-
class and inter-class variations according to face patch
locations at a half face. We select four sample faces
from FERET subset and partition them into 16 patches
of the same size. Figure 3 displays the intra-class and
inter-class neighbors of four face patches (in the second
column) of the first subject; these intra-class and inter-
class neighbors are used by two methods to explore the
intra-class and inter-class variations, respectively. As
can be seen from Fig. 3, all of the inter-class neigh-
bors used by MFSA have the same semantics as the
reference samples, and most of the inter-class neighbors
used by DMMA have the same semantic as the refer-
ence samples, so there is not much difference between
the inter-class neighbors used by these twomethods (the
right part of Fig. 3).However, there is a significant differ-
ence between the intra-class neighbors usedby these two
methods (the left part of Fig. 3). Specifically, because
DMMA looks for intra-class neighbors of a reference
patch from all other face patches of the same person
and it does not utilize the symmetry of faces, the intra-
class neighbors used by DMMAare quite different from
the reference samples and involvemore differences than
similarities (lower left of Fig. 3); MFSA uses the sym-
metry of faces and mirrors one half face; the intra-class
neighbor of a reference face patch is just the counterpart
from the other half face (upper left of Fig. 3), so the ref-
erence patches and their corresponding neighbors have
the same semantics and more similarities among them
can be explored. Consequently, by using the symmetry
of faces and learningmultiple feature subspaces accord-
ing to face patch locations, MFSA is able to estimate
more accurate intra-class variations in each subspace
and extract more discriminative features, though there
is only one intra-class neighbor for each reference face
patch. Please note that accurately estimating the under-
lying intra-class variations is the key to address SSPP
face recognition. Therefore, MFSA has its superiority
over DMMA in this aspect.

(2) The way MFSA employed to recognize unlabeled faces
is different from that of DMMA. Though both MFSA
and DMMA aim to learn multiple feature subspaces,
they are in different ways. MFSA learns a discrimi-
native subspace for those face patches with the same
semantics, while DMMA treats patches from one per-
son as amanifold and learns a projectionmatrix for each
subject. When recognizing an unlabeled face, MFSA
independently predicts the labels of each face patch and
then employs majority voting strategy to determinate
the ultimate label of the probe face according to the
united prediction labels of all patches. By using major-
ity voting in our MFSA framework, those face patches
which are difficult to be correctly classified are auto-
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Fig. 3 Intra-class and
inter-class neighbors used by
MFSA and DMMA. The triple
numbers below each face patch
denote their original locations
on the face, (i, j, k) denotes the
face patch at the i th row and j th
column of kth person. Patches
with red numbers are mirrored
across the symmetry axis (only
for MFSA)

matically ignored. Thus, the effect of these challenging
patches on the recognition can be reduced. Differently,
DMMA employs the average construction error of all
face patches to be the classification metric, and hence
those challenging patches which score large construc-
tion errors will affect the ultimate score of a probe face.
Therefore, MFSA concentrates those easily classified
patches to output reliable results. Furthermore, owing
to the fact that MFSA treats each feature subspace inde-
pendently, techniques able to improve the discriminative
ability of any feature subspaces of MFSA can be used
to promote the performance of MFSA. For example,
we adopt class-cluster LDA (ccLDA) [58] to boost the
recognition accuracy of MFSA in the experiments.

(3) MFSA obtains the multiple feature subspaces in a paral-
lel way, while DMMA obtains its feature subspaces by
an iterative algorithm, and hence MFSA is more readily
and efficient to implement than DMMA.

4 Experimental analysis

We evaluate our proposed MFSA by conducting a number
of experiments on three widely used databases, namely AR
[59], FERET [60], and Labeled Faces in the Wild (LFW)
[61] dataset. The following describes the details of the exper-
iments and results.

4.1 Datasets

We conduct experiments mainly on single sample per per-
son recognition problem on the subsets of AR face database
and FERET face database. The AR face database contains
over 4000 face images of 126 subjects (70 men and 56
women), including frontal view faces with various facial
expression, lighting conditions, and occlusions (sun glass
and scarves). There are 26 images per person, taken in two
different sessions (two weeks apart). Similar to the works
in [8,23,49,62,63], two subsets of AR database are used in
our work. One subset consists of 800 gray-level images of
100 persons (50 men and 50 women, 8 images per person),
and images in this subset are with various expressions (e.g.,
neural, smile, anger, and scream). The other subset is used
as probe set only, which includes 1200 gray-level images of
100 persons (50 men and 50 women, 12 images per person),
and face images in this subset are occluded by sunglasses
and scarves. In our experiments, the images in both sub-
sets were taken from two different sessions. Face images in
this database are aligned, cropped, and resized to 80 × 80
pixels. Experiments on the first and second subset are to
show the impact of expression and occlusion variations on
the recognition performance, respectively. Figure 4 shows
20 sample images of one subject from the subsets of AR
database, in which the first and second rows are from Ses-
sion 1 and Session 2, respectively; the first 4 columns with
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Fig. 4 Sample face images from AR dataset

Fig. 5 Sample face images from FERET database

various expressions construct the first subset, and the remain-
ing columns with occlusions form the second subset.

The FERETdatabase consists of 13,539 facial images cor-
responding to 1565 subjects,who are diverse across ethnicity,
gender, and age. To investigate the performance of the pro-
posed MFSA method on pose variations in our experiments,
similar to [23,49], we apply a subset of the FERET database,
which consists of 1,000 gray-level images from 200 sub-
jects, each has 5 images labeled as ba, bd, be, bf, and bg, i.e.,
with pose angle of 0,+ 25,+ 15,− 15, and − 25, respec-
tively. Face images in this database are aligned, cropped, and
resized to 80 × 80 pixels. Figure 5 shows 10 sample images
of two subjects from the subset of FERET database.

The LFW contains images of 5749 individuals taken
under an unconstrained setting. The complex surroundings
of image capturing and inaccurate alignment of faces make
the LFW data extremely challenging for face recognition in
the SSPP setting. LFW-a is a subset of the LFW dataset, and
the images in LFW-a have been aligned with a commercial
software tool. Following the work of [42,50], we gather the
subjects containing no less than ten samples and then get a
dataset with 158 subjects from LFW-a database and further
choose the first 10 images of 158 individuals to construct
the face subset for evaluation. All images in this subset are
resized to 32 × 32pixels. Figure 6 displays some sample
images of 3 subjects in LFW subset. It can be observed that
images in this dataset are more complicated as they were
captured in the unconstrained environment.

The basic parameters of MFSA are set as follows in our
experiments. The values of parameters k1, k2, and δ in the for-
mulation ofMFSA are empirically tuned to be 1, 50, and 100,
respectively. In the whitening process, we let PCA preserve

99.85% energy, which keeps about 25–40% of the maxi-
mum dimensions. The size of the face patches is varied for
different face subsets, and the impact of the patch sizes is
discussed in the following. As we will see, the dimension
of input face patches is quite small compared with that of
the whole face, and it is further reduced by whitening pro-
cessing, and hence the dimensions of final feature subspaces
are smaller. We can alternatively find the optimal dimension
for each feature subspace to extract features, but for the sim-
plicity of the experiments, we make all the feature subspaces
have the same dimension in our experiments. Let dim be the
dimension of the whitening subspace for one group, in our
experiments, we experimentally set dim-2 to be the dimen-
sion of the feature subspaces to extract features. Finally, we
set k = 1 : 10 of k-NN classifier and run MFSA on various
values of k to report the best recognition accuracy. The values
of k is also discussed in the following subsection. Moreover,
to promote the performance of MFSA, we also adopt class-
cluster LDA (ccLDA) [58] to extract features in each feature
subspace and use “MFSA+” to denote ccLDA-based MFSA
framework. Unless otherwise specified, we use pixel values
as the input features in the following experiments.

4.2 Results and analysis

4.2.1 Face recognition with various expressions

We first evaluate the effectiveness of our method in the sit-
uation where various expressions are presented in the probe
images. Similar to [23,49], a subset of AR database including
face images with various expressions is used. For each sub-
ject, the neutral expression face from Session 1 is selected
into the gallery set and other faces with different expres-
sions from both sessions are used as probe sets. In these
experiments, the size of each face patch is set to be 2 × 10
pixels.We compare our proposedMFSAwith two categories
of methods: non-generic learningmethods and generic learn-
ing methods.

Non-generic learningmethods do not require a generic set,
so all 100 subjects are used in testing phase. Table 1 shows
the comparison of the state-of-the-art nongeneric learning
methods, the bold numbers denote the highest recognition
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Fig. 6 Sample images in LFW
database

Table 1 Performance (%)
comparison with non-generic
learning methods on the AR
database (expression)

Method Session 1 Session 2

Smi. Ang. Scr. Avg. Neu. Smi. Ang. Scr. Avg.

(PC)2A [19] 97 87 62 82.0 77 74 67 40 64.5

E(PC)2A [34] 97 87 63 82.3 77 75 68 41 65.3

2DPCA [3] 97 87 60 81.3 76 76 67 37 64.0

(2D)2PCA [35] 98 89 60 82.3 71 76 66 41 63.5

SOM [26] 98 88 64 83.3 73 77 70 42 65.5

LPP [9] 94 87 36 72.3 86 74 78 20 64.5

SVD-LDA [37] 73 75 29 59.0 75 56 58 19 52.0

Block PCA [25] 97 87 60 81.3 77 76 67 38 64.5

Block LDA [22] 85 79 29 64.3 73 59 59 18 52.3

UP [21] 98 88 59 81.7 77 74 66 41 64.5

DMMA [23] 99 93 69 87.0 88 85 79 45 74.3

M3L [49] 99 94 72 88.3 90 89 79 49 76.8

LS-CRC [52] 97 92 67 85.3 89 82 77 45 73.3

SDMME [51] 100 99 69 89.3 94 84 82 49 77.3

MFSA 99 98 68 88.3 91 83 81 44 74.8

MFSA+ 100 100 74 91.3 93 85 86 52 79.0

We run LS_CRC and SDMME algorithms by ourselves and other recognition rates are cited from [23]
Bold denotes the highest recognition rates among compared method

rates among all methods. We can obviously observe that
DMMA,M3L, LS-CRC, SDMME,MFSA, andMFSA+ per-
form much better than other methods. This is because all
of the six methods consider the local structure information
by using face patches. Compared with those well-performed
approaches, MFSA achieves competitive recognition accu-
racy on Session 1, while achieves 2.5% lower average
accuracy than the best one (SDMME) on Session 2. After
employing ccLDA to promote MFSA, MFSA+ gains the
highest recognition rates nearly in all cases, and the aver-
aged recognition rates on Session 1 and Session 2 are 2 and
1.7% higher than the second best one.

Generic learning methods select the first 80 subjects to
construct the gallery and query set, while the other 20
subjects are used as the generic training set. So generic learn-
ing methods are evaluated with 80 subjects’ face images.
Table 2 exhibits the comparison of the recognition results
with state-of-the-art non-generic learning methods. Though
MFSA andMFSA+ are evaluated with 100 subjects’ images,
they achieve higher recognition accuracy than AGL, ESRC,
and SVDL. Compared with CSR-MN, which adopts mixed

Table 2 Performance (%) comparison with generic learning methods
on AR database (expression)

Method Session 1 Session 2 Avg.

AGL [40] 77.9 55.8 66.9

ESRC [43] 85.4 70.4 77.9

SVDL [24] 86.3 74.2 80.3

CSR-MN [47] 91.7 80.1 85.9

MFSA 88.3 74.8 81.6

MFSA+ 91.3 79.0 85.2

We run CSR-MN algorithm by ourselves and other recognition rates
are cited from [44]
Bold denotes the highest recognition rates among compared method

norms to learn variation dictionary from the generic set and
achieves best performance in this experiment, our MFSA+
can gain competitive recognition rates. According to Tables 1
and 2, the comparisons with these state-of-the-art methods
not only demonstrate that MFSA is effective for coping with
expression variations, but also verify that ccLDA is very help-
ful for boosting the performance of MFSA.
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Table 3 Recognition accuracy (%) of different methods on the FERET
database (pose)

Method bd be bf bg Avg.

(PC)2A 15.5 36.0 66.5 24.0 35.5

E(PC)2A 16.5 37.0 67.5 24.5 36.4

2DPCA 17.5 37.5 68.5 25.5 37.3

(2D)2PCA 18.0 38.0 69.0 26.5 37.9

SOM 18.5 38.5 69.5 27.0 38.4

LPP 19.5 39.5 70.0 28.0 39.3

SVD-LDA 17.5 38.5 68.5 27.0 37.9

Block PCA 19.5 40.5 71.5 28.5 40.0

Block LDA 21.0 42.0 73.0 30.0 41.5

UP 21.0 41.0 73.0 32.0 41.8

DMMA 25.0 45.0 75.0 35.5 45.1

LS-CRC 32.5 45.0 77.5 35.0 47.5

SDMME 39.0 54.5 82.5 40.5 54.1

MFSA 59.5 75.5 85.0 50.5 67.6

MFSA+ 61.0 76.5 85.0 52.0 68.6

We run LS-CRC and SDMME by ourselves and other recognition rates
are cited from [23]
Bold denotes the highest recognition rates among compared method

4.2.2 Face recognition with various poses

In the previous subsection, we have validated effectiveness of
MFSAwhen different expressions are presented in the probe
faces while all the faces in gallery and probe sets are frontal.
However, in many real applications, a face recognition sys-
tem has to recognize a target person whose face is not frontal.
To investigate the performanceof the proposedMFSA in such
scenarios, a subset of FERET database including face images
with different poses is utilized. For each subject, the frontal
face labeled as ba is selected as gallery image, and other
faces with various poses are used as probe images. In these
experiments, the size of each face patch is set as 8 × 2 pixels.
On this dataset, we only compare our approaches with non-
generic learning methods. Table 3 tabulates the recognition
results of different methods.

As shown in Table 3, compared with recognition results
on frontal faces, the recognition rates for all the methods
drop largely, which implies that it is more challenging to
recognize the non-frontal faces. Despite this, our MFSA and
MFSA+ consistently outperform the 14 compared methods
by a large margin on this tough subset. Compared to the
best performance of other methods, which is generated by
SDMME, MFSA is superior in accuracy by 20.5, 21, 2.5,
10% on the bd-bg subsets, respectively, and a gain of 13.5%
on the average recognition rate. And as expected, MFSA+
further increases the recognition accuracy. Additionally, all
techniques perform much better on be and bf than on bd and

bg; it is due to the fact that be and bf are with smaller pose
angle (15

◦
) than bd and bg (25

◦
).

Though the proposedMFSA is designed by using the sym-
metry of frontal faces, it achieves the best performance on this
subset in SSPP scenario, which demonstrates the effective-
ness of the novel approachwhen dealingwith pose variations.
We conclude two reasons for it. First, MFSA is a patch-based
method, and it runs on the partitioned face patches rather
than the global images, which ease the significant variations
caused by poses to some extent. This is the advantage over the
holistic appearance-based methods. Second, despite a non-
frontal face is not symmetric, the difference between the face
patches at the same location of a half face is still smaller than
that between patches at different locations. Thus, by clus-
tering the face patches into various groups and extracting
features from each group independently, MFSA eliminates
the confusions between inter-class and intra-class variance
when generating the projection matrices. This is the superi-
ority of MFSA over other patch-based methods. As a result,
the proposedMFSA ismuchmore robust to the various poses
presented in the global face images.

4.2.3 Face recognition with occlusions

Next, we investigate the robustness of the proposed approach
to occlusions. In the following experiments, we choose a
subset of AR database which consists of partially occluded
faces. We use the same gallery set as in Sect. 4.2.1, the faces
with sunglasses and scarves from both sessions as the probe
sets. The size of each face patch is set as 4 × 4 pixels.

Different from the previous experiments, in this subsec-
tion, we employ difference face patches [54] instead of
original face patches to extract features. After partitioning
a half face and acquiring the patch sequence, a difference
patch  f j (x, y) is computed by subtracting f j (x, y) from
its immediate neighboring patch f j+1(x, y) as:

 f j (x, y) = f j+1(x, y) − f j (x, y),

where f j (x, y) is the intensity of the pixel at coordinates
(x, y) of the j th patch, j ∈ {1, 2, . . . , N }. Note that here
the length of the difference patch sequence of a half face is
N − 1. Figure 7 shows an intuitive illustration of the genera-
tion of difference patches. After obtaining the difference face
patches of all half faces, we cluster them into N − 1 groups
as what we have done before on the original face patches.
As mentioned in [54], a difference patch can be viewed as
the approximation of the first-order derivative of adjacent
patches, which is helpful for enhancing the salient facial fea-
tures representing textured regions such as eyes, nose, and
mouth. As an occlusion part in the face is usually smooth,
difference patches are not sensitive to it. This merit of differ-
ence patches will benefit feature extraction in our work.
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Fig. 7 Generation of difference
face patches

Table 4 Performance (%) comparison with non-generic learningmeth-
ods on the AR database (occlusions)

Method Session 1 Session 2

Sung. Scarf Avg. Sung. Scarf Avg.

SRC [8] 40.8 25.3 33.1 22.9 13.3 18.1

RSC [13] 71.7 59.6 65.6 52.9 35.8 44.4

PCRC 88.8 90.4 89.6 69.6 75.4 72.5

LS-CRC 85.3 88.7 87.0 65.6 70.0 67.8

SDMME 87.7 89.3 88.5 70.0 72.4 71.2

MFSA 91.7 89.3 90.5 74.0 74.0 74.0

MFSA+ 93.0 90.0 91.5 75.3 74.6 75.0

We run LS-CRC and SDMME by ourselves and other recognition rates
are cited from [46]
Bold denotes the highest recognition rates among compared method

Table 5 Performance (%) comparison with generic learning methods
on the AR database (occlusions)

Method Session 1 Session 2

Sung. Scarf Avg. Sung. Scarf Avg.

ESRC 86.2 83.8 85.0 65.4 57.5 61.5

SVDL 78.8 67.1 72.9 55.0 41.3 48.1

OPDL [45] 90.0 84.2 87.1 76.7 59.2 67.9

DMSC [46] 95.8 90.0 92.9 78.3 77.9 78.1

CSR-MN 93.8 91.5 92.7 77.6 75.9 76.8

MFSA 91.7 89.3 90.5 74.0 74.0 74.0

MFSA+ 93.0 90.0 91.5 75.3 74.7 75.0

We runCSR-MNby ourselves and other recognition rates are cited from
[46]
Bold denotes the highest recognition rates among compared method

Except for the difference patches, all other basic set-
tings are the same as the previous experiments. Similar to
Sect. 4.2.1, we compare our proposed MFSA with non-
generic learning methods and generic learning methods.
Table 4 displays the recognition results of various non-
generic learning methods, while Table 5 shows the recog-
nition accuracy comparison between MFSA and generic
learning methods.

As observed from Table 4, the patch-based methods (the
last five ones in Table 4) apparently gain higher recogni-
tion accuracy than global appearance-based methods (i.e.,
SRC and RSC), which implies that dividing faces into local
patches is effective in handling the occlusions imposed on
faces. Compared with all other non-generic learning meth-
ods, both MFSA and MFSA+ gain the best recognition
performance in almost all cases, but only lag behind PCRC
at 1.1 and 0.4% in Scarf case of Session 1. Specifically, the
recognition accuracy of MFSA+ reaches more than 90% in
each case of Session 1 and more than 74.5% in each case
of Session 2; meanwhile, the average recognition rates in
two sessions are the highest. Table 5 tabulates recognition
results of our method and some generic learning methods. It
can be seen from this table that the first four best methods
are DMSC, CSR-MN, MFSA+, and MFSA. Neither MFSA
norMFSA+ achieves the highest recognition rates compared
with these generic learning methods, but MFSA+ is quite
competitive with the second best one CSR-MN. Note that
our MFSA and MFSA are evaluated on all face images,
while DMSC and CSR-MN use the 80 subjects for testing
and remaining 20 subjects as external data for learning vari-
ations. We then try to evaluate MFSA+ by using only 80
subjects’ images just as DMSC and CSR-MN do. The recog-
nition rates obtained by MFSA+ on the four cases are 95.8,
91.7, 79.6, and 77.7%, respectively. It is quite competitive
with DMSC, while MFSA+ does not depend on any generic
training data.

According to the above comparisons,we can conclude that
our proposed method outperforms all compared non-generic
learning methods and achieves either better or competitive
recognition performancewithmost of generic learningmeth-
ods. This demonstrates the robustness of MFSA to occlusion
variations in single sample per person face recognition.

4.2.4 Face recognition on unconstrained faces

Previous experiments have shown the robustness of the pro-
posed MFSA on expression, pose, and occlusion variations
under constrained circumstances. Then, we further evaluate
it on faces taken in unconstrained environment. Following
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the work of [42,50], for those methods using generic set, 78
subjects are used as the generic dataset to learn the intra-class
variance dictionaries and 80 subjects are used for evaluation.
We then randomly choose one image as the gallery image
for each subject and use nine images as the probe images
for evaluation. The size of face patch is 4 × 4 pixels, and
we employ difference face patches to extract features on this
extensive database, as we have done in Sect. 4.2.3. As AGL,
ESRC, and CSR-MN are generic set-based methods, we also
evaluate the proposedMFSA using only 80 subjects’ images.
The performance of different methods based on 10 indepen-
dent experiments on this dataset is listed in Table 6; we also
conduct some extra experiments and list these recognition
results in the same table.

Because faces in LFW dataset involve complicated varia-
tions in illumination, pose, expression, and occlusion, SSPP
face recognition on this dataset is extremely challenging
and exhibits poor performance. The results show that our
approach achieves the third best performance only to ESRC
and CSR-MN, that is to say, MFSA outperforms all com-
pared non-generic learningmethods and one generic learning
method AGL. Compared with ESRC and CSR-MN, MFSA
falls behind them obviously, and the differences are 6.33 and
8.88%, respectively. We want to declare that our approach is
able to work without any generic datasets; however, ESRC
and CSR-MN have to utilize knowledge learned from a
generic set which has the same sample distribution as the
probe set; more importantly, such a generic set is not always
available in real-world applications.

Note that the gallery images used for evaluation are ran-
domly selected, so they are usually non-frontal faces. We
propose MFSA by taking advantage of facial symmetry, but
it still works well when the face images in the gallery set are
not frontal, which indicates thatMFSA is practicable for both
situations. Further,we choose onemost frontal face image for
each subject to construct a gallery set, and the rest 9 images
are used for testing. In this situation, the recognition accuracy
of MFSA is 18.57 and 24.58% when it is tested on 158 sub-
jects’ images and 80 subjects’ images, which is about 4 and
6% higher than prior experimental results. MFSA+ still can
obtain better performance than MFSA, thought with small
margin. Therefore, a good gallery image set is very helpful
for boosting the performance of the proposed approach.

4.3 Discussion of parameters

To give more insight into the proposed approach, we here
investigate the influence of two parameters on the recog-
nition performance. For the sake of simplicity, we conduct
the following experimental analysis only on AR and FERET
subsets, but it is pertinent to explain the effect of parameters. Ta
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Fig. 8 Recognition rates (%) of the proposed method with respect to the patch size on a AR database (expression), b FERET database (pose) and
c AR database (occlusion)

4.3.1 The effect of patch size

We let the values of parameters k1, k2, and δ still keep 1, 50,
and 100, respectively, and then runMFSA on different values
of k (from 1 to 10) to report the highest accuracy. TheMFSA
is tested on three face subsets with ten different patch sizes.
The best recognition rates with respect to the patch size are
shown in Fig. 8. We have the following observations from it:

(1) Figure 8a shows the experimental results in the first AR
subset. As can be seen, there is no sharp fluctuation in
the rate curve of Smi-S1, Ang-S1, and Neu-S2, as these
three probe sets show limited variations compared with
the gallery set (Neu-S1). Nevertheless, obvious fluctu-
ations are found on the other rate curves, especially in
that of Scr-S1 and Scr-S2, which reveals that when the
large expression variations are presented in the probe
faces, the patch sizes do affect the recognition accuracy
of the proposed MFSA. Furthermore, it is interesting to
find that compared with the patch sizes of long length
and short width, those patch sizes of narrow length and
wide width perform better. The reason for this finding
is that the variations of expressions mainly change the
vertical structure of a face, so that more partitions are
needed in this direction to extract more information. In
this face subset, the patch size of 2×10 performs better
than all other patch sizes.

(2) Figure 8b exhibits the experimental results in FERET
subset. The waved rate curves indicate that different

patch sizes affect the accuracy of MFSA in recogniz-
ing the non-frontal faces. The interesting finding is
that patch sizes of long length and short width achieve
higher rates than those of narrow length and wide width,
which is just contrast with experiments on expressions.
The reason is that the variations of poses mainly bring
changes to the horizontal structure of a face; thus, more
segmentations in horizontal direction are helpful to
explore more information. Moreover, it is evident in the
figure that the patch size of 8 × 2 achieves the highest
recognition rates in all tests.

(3) Figure 8c displays the experimental results in the second
subset ofAR,where the faces are occludedby sunglasses
and scarves. We can also observe that the patch sizes
have an impact on the recognition performance.Because
the sizes and locations of the occlusions on the face are
uncertain, according to this figure, smaller patch sizes
are more likely to achieve higher recognition accuracy.
We can see that the patch size of 4× 4 displays the best
performance in all cases in this subset.

4.3.2 The effect of k

In the testing phase, we use k-NN classifier and majority
voting strategy to identify an unlabeled face. To examine the
effect of the values of k on the recognition accuracy, some
more experiments are conducted on the three subsets. We let
the values of parameters k1, k2, and δ keep the same values
as before and select the best patch size to do experiments.
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Fig. 9 Recognition rates (%) of the proposed method with respect to the parameter k on a AR database (expression), b FERET database (pose)
and c AR database (occlusion)

We run MFSA on the value of k from 1 to 20. Figure 9 plots
the recognition rates with respect to the parameter k.

On the whole, the recognition accuracy rises first and then
drops along with the increasing value of k. It is validated in
the figure that 1-NN classifier fails to help MFSA achieve
promising results, as the recognition rates at k = 1 are worse
than those at other values in all of the experiments; mean-
while, a larger value of k does not ensure higher recognition
rate. In all the three subsets, the satisfying recognition rates
can be achieved when the value of k is less than 10, which is a
quite small number when comparing it to the number of face
patches in each group. Therefore, a modestly small value of
k is able to output good performance in the framework of
MFSA, which enhances the efficiency of our approach.

5 Conclusions

We have proposed a novel multiple feature subspaces analy-
sis to address the SSPP problem in face recognition, which
is inspired by the symmetry of frontal faces. We partition
each enrolled face image into non-overlapping face patches
and cluster all patches into groups according to their loca-
tions at the half face, and then learn multiple discriminative
feature subspaces for these groups to extract features. The
new approach harvests the advantages of patch-based meth-
ods, while overcomes their disadvantages. Promising results
on two widely used face databases demonstrate the robust-
ness of the proposed method to variations in expression,
pose, and occlusion. Furthermore, we evaluate the proposed

approach on an unconstrained face database, and the exper-
imental results show its effectiveness in recognizing faces
captured in the complicated environment.

The performance of MFSA framework can be further
enhanced by considering the following factors. First, MFSA
utilizes the symmetry of faces, but the symmetry axis is not
fixed for various faces, especially for the non-frontal faces.
Thus, finding the correct symmetry axis of faces automat-
ically will be beneficial for MFSA. Second, different face
patches may have various discriminative abilities. So it will
be a good alternative to treat face patches differently and
endow them with various weights. Third, in the procedure of
computing the multiple discriminative subspaces, we have
assumed face patch groups independent. As a result, the
global information, i.e., the relationship among those face
patches from the same face, is ignored. To integrate the holis-
tic information of face images in the framework will also do
good to the performance of MFSA. In the future, we will
attempt to improve MFSA from these interesting research
directions.
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