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Abstract Digital images play an essential role in analy-
sis tasks that can be applied in various knowledge domains,
includingmedicine,meteorology, geology, andbiology. Such
images can be degraded by noise during the process of acqui-
sition, transmission, storage, or compression. The use of
local filters in image restoration may generate artifacts when
these filters are not well adapted to the image content as a
result of the heuristic optimization of local filters. Denoising
methods based on learning procedure are more capable than
parametric filters for addressing the conflicts between noise
suppression and artifact reduction. In this study, we present
a nonlinear filtering method based on a two-step switching
scheme to remove both salt-and-pepper and additive white
Gaussian noises. In the switching scheme, two cascaded
detectors are used to detect noise, and two corresponding esti-
mators are employed to effectively and efficiently filter the
noise in an image. In the process of training, amethod accord-
ing to patch clustering is utilized, and genetic programming
(GP) is subsequently applied to determine the optimum fil-
ter (wavelet-domain filter) for each individual cluster, while
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in testing part, the optimum filter trained beforehand by GP
is recovered and used on the inputted corrupted patch. This
adaptive structure is employed to cope with several noise
types. Experimental and comparative analysis results show
that the denoising performance of the proposed method is
superior to that of existing denoising methods as per both
quantitative and qualitative assessments.

Keywords Gaussian noise · Genetic programming · Image
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1 Introduction

Noise is introduced into images during acquisition, signal
amplification, and transmission. Image-denoising techniques
are mainly used to recover a clean version of a digital image
that has been contaminated by additive or multiplicative
noise. Noises in images are primarily caused by malfunc-
tioning optical sensors or by electromagnetic interferences
during acquisition, transmission, and storage. Noise always
corrupts images; as a result, some pixels are affected and
altered, whereas others remain unchanged. Nonetheless, dis-
tinguishing between noise-free and corrupted pixels is often
a tedious task. Thus, image restoration techniques are a com-
mon research topic in the field of image processing [1,2].

Existing image-denoising methods are categorized into
heuristically optimized and nonparametric techniques. In the
former type, linear and nonlinear filters are utilized in the
restoration processes. Linear filters are commonly used due
to the cost merit; however, these applications are limited
by the poor performance of such filters, as reflected in the
blurred edges, ridges, and fine textural details [3,4]. Further-
more, these filters cannot address multiplicative and mixed
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noises effectively. By contrast, nonlinear filters can be used
to remedy the shortcomings of linear filters [5]. They effec-
tively preserve edges and sharp ridges. However, both local
and nonlocal filtering methods known as the bilateral filter
which is further modified and improved by [6,7]. Several
local filters are introduced to increase the performance of the
Gaussian noise model given that Gaussian noise is the most
common type of noise in the image-denoising field. Noisy
images can also be smoothed in different directions with the
anisotropic filter proposed in [8]; with this filter, only the
directions that are orthogonal to the gradient are applied to
decrease the blur effect via aGaussian filter. Rudin andOsher
[9] employed regularization method based on the total vari-
ation to handle the homogeneous and soft areas of an image
which do not include the sharp-edged and high-frequency
components. The bilateral filter presented in [10] also aver-
ages the pixels located in the sameneighborhood; these pixels
share features with and take values close to that of the cen-
tral pixel. This filter was also utilized to improve the edges,
ridges, and sharp components of a noisy image; nonetheless,
the denoising visual quality of this bilateral filter is mainly
dependent on parameter optimization, as are all local filters.
In [11], a method was proposed that uses tetrolet transforms
with a locally adaptive thresholding scheme to improve the
edge-preserving image-denoising technique.

Local filters are typically considered nonparametric fil-
ters that can induce a desirable visual quality. Weighted
averaging-based filters adhere to the same principle as early
local filters do [12,13]. Such filters are trained to restore
images [14]. The sole difference of weighted averaging-
based filters from local filters is that the weights are derived
from an offline training set; they are not trained online on a
great patches number or images. Liu et al. [15] analyzed
and exploited the properties of a dictionary for a sparse-
coding technique to robustly estimate the sparse codes in a
natural image noise removal process. Bayesian least squares–
Gaussian scale mixture model (BLS–GSM); that is worked
according to multiscale wavelet analysis was introduced
in [16] for local image statistics thus, the dependencies
among coefficients in the local neighborhood can be utilized.
Nonlocal filtering-based methods, such as block matching
3-dimension (BM3D) [17], BM3D-SAPCA where SAPCA
stands for shape adaptive principle component analysis [18],
and singular value decomposition (SVD) [19,20], effec-
tively maintained the visual quality of denoised images.
K-clustering with K-SVDwas introduced in [21] to incorpo-
rate a dynamic basis in local representations; this approach
achieves good restoration results by training a dictionary
from a corrupted image. In K-SVD, each patch in a noisy
image can be labeled with the elements from the entire dic-
tionary.

Given that noise models can take various forms, such as
mixed, impulse, uniform, and Gaussian [22], methods must

be developed that can easily adapt to different noises. In
this regard, learning-based methods are employed because
of their adaptive capability [23,24]. Nonetheless, such tech-
niques can offer only a linear solution, whereas real noise
models are mainly nonlinear [25]. Accordingly, the current
study addresses this problem by introducing a local adaptive
learning-based denoising method that can estimate two types
of noises (Gaussian and salt-and-pepper noises).Genetic pro-
gramming (GP) has recently gained attention in solvingmany
image processing problems. GP approaches have also been
used for the removal of impulse noise. However, the results
generated with GP cannot always be guaranteed given the
random behavior of this process; thus, unpredicted results
beyond the consideration of human experts may be gener-
ated. GP has been used extensively and performs well in the
image restoration field, as reported in [26,27]. In [28], an
adaptive algorithm that was based on SURE risk and consid-
ered a universal threshold for noise removal was presented;
the mean square error was estimated via an adaptive genetic
algorithm (GA).

In [29], a distributedGAwas introduced to denoise frames
corrupted by vertical line scratches; the scratches in the
noisy image were restored in parallel patches, where sub-
populations simultaneously evolved with the use of the GA.
This technique is advantageous given that it saves signifi-
cantly more CPU running time than the sequential version of
the GA does. In addition, a GA was employed by Korurek et
al. [30] to determine the values of the parameters in a mixed
noise model to induce the near-field effect of MRI images.
Petrovic et al. [31] proposed a successful GP-based denois-
ing approach that involves the detection and suppression of
impulse noise; however, this technique was designed exclu-
sively for multiplicative noise models and not for other noise
types, such as mixed and additive noise.

A switching median filter was presented in [32] that
performedwell in both lowandmediumnoise densities; how-
ever, this filter was inadequate in conditions with high noise
levels. Chan et al. [33] developed a two-phase scheme to
eliminate salt-and-pepper noise; these researchers employed
an adaptive median filter to detect and remove noise with the
use of a specialized regularization approach. Another GA-
based image restoration approach was established in [34]
to optimize a back-propagation neural network. In [35], a
Bayesian framework was minimized with GA to create an
energy function for image reconstruction.

In the present work, image-patch denoising technique is
established based on the training data obtainedwithGP. In the
first step of the training process, we conduct patch clustering
before the GP process to classify significant patches of the
tested image. The filter derived fromGP is generally adaptive
to local image details in filter models. The proposed core of
the function set is composed of a wavelet thresholding filter
and of basic arithmetic operators, such as addition, subtrac-
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tion, and multiplication. These components are adaptive to
several image details. The adaptive capability of the proposed
algorithm is attributed to the capability of random combina-
tions within the wavelet thresholding filter candidates in the
arithmetic operators. Furthermore, although offline training
procedure is inefficient, the testing-based online procedure
canbe fast andgenerates the best results among the top of spa-
tial filters. Denoised images produced with the application of
the proposed algorithm to the suppression of additive white
noise can be efficiently compared with those generated by
best of denoising methods. Additionally, the suggested algo-
rithm is extended to conquer multiplicative noise models,
such as salt-and-pepper noise; thus, the proposed algorithm is
moremultilateral thanother denoising techniques are, includ-
ing the GP-based denoising approach in [31].

The remainder of this paper is organized as follows. Sec-
tion 2 presents a brief review of second-generation wavelet
transform approaches and an introduction to GP. Section 3
describes the proposed methodology. Section 4 discusses the
experimental results, including a comparison of the proposed
methodwith other denoising techniques. Finally, Sect. 5 sum-
marizes the study conclusions.

2 Related work

In this section, GP and second-generation wavelet threshold-
ing techniques are briefly described.

2.1 Second-generation wavelet transform

The second-generation wavelets are designed based on the
lifting scheme and are relatively new versions of discrete
wavelets. The application of these wavelets in the natural
image-denoising field is seminal; in the 2D discrete wavelet
domain (Fig. 1), each square-shaped set of wavelet coeffi-
cients is called a sub-band (each separate packet in Fig. 1
is also a sub-band); the lifting scheme filter is employed to
determine the value that has been filtered for all pixels recog-
nized as noise. In a 2D image, each decomposition level
consists of four filtered sub-bands: LL, LH, HL, and HH.
The sub-bands labeled as LH1, HL1, and HH1 are sets of
wavelet coefficients in the finest level. The following coarser
level of sub-bands, namely, LH2, HL2, and HH2, are derived
from the scaling coefficients in the finer level LL1 [36]. The
subsequent decomposition levels are applied until a certain
level of decomposition is achieved.

2.2 Brief introduction to genetic programming

Genetic programming can be classified as an evolutionary
technique that is primarily used to evolve programs, sub-
programs, or the structures of procedures [37,38]. The main

Fig. 1 Three levels of the parent–child relationship among the three
levels of 2D orthogonal wavelet transformation for the benchmark
image “Baboon”

steps in aGP algorithm are depicted in the flowchart in Fig. 2.
GP is also used to run a program or a sequence of programs as
well as to evaluate the related fitness function for determin-
ing the effectiveness of such programs. In addition, Genetic
programming is used to choose which program of population
has the superiority from the existing one by matching differ-
ent fitness functions of singular population sets. As a result,
Genetic programming can generate new computer programs
through crossover andmutation processes. The recursive pro-
cedure of crossover, selection, and mutation is reiterated for
a specific number of times or until a certain objective is
achieved.

3 Methodology

This study mainly aims to utilize GP to create a novel
adaptive-based local filter in order to deal with several image
details. Framework of the proposed technique is depicted in
Fig. 3.

The supervised learning process of the proposed algorithm
consists of twomain parts: the classification process,which is
performed based on training in offline mode, and the online
restoration technique, which is the core of this algorithm.
A noise-free image is first corrupted by adding noise. Sub-
sequently, clustering in every patch is applied to the noisy
image in order to gather all patches that carry the same fea-
tures and textures. For every individual class, an optimum
filter design is developed through GP. Model structure of the
filter used in GP is unique. Filtering is achieved by apply-
ing second-generation wavelet thresholding to the clustered
patches to suppress the noise as well as to smooth the edges
and sharp ridges of the corrupted image.
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Fig. 2 Basic genetic
programming framework Initial Random 
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In GP analysis, xi is assumed to be a patch of the noise-
free image, whose center is pixel i ; yi is thematching patch in
the noisy image for a specific class k. The filtered patch x̂i is
then obtained based on the chosen optimal filter parameters
for class k as follows:

x̂i = Fk(yi ), (1)

where Fk is the desired function of the filter generated with
GP for an individual class k. Furthermore, filter estimation
is intended to reduce the structural model errors that may
occur because of the high noise level. Figure 3 depicts the
main frame structure of the proposed filter according to GP
training and testing procedures. In the process of testing a
corrupted image, local patches are retrieved from the cor-
rupted image to calculate the distances among the features
of SVD of each individual patch. Cluster centers, which are
determined offline, are also calculated along with the asso-
ciated coefficients to simplify the filtering process.

3.1 Patch clustering

The proposed algorithm clusters into groups individual
patches that share image details and textures, such as sharp
edges, ridges, and fine image elements. Existing cluster-
ing techniques exploited several features in tested images,
such as intensity, brightness, and gradient [39]. In the image
restoration field, however, the disturbance from noise neces-
sitates the extraction of robust and strong structural features
from the tested images. In this regard, the wavelet filter ele-
ments used in the function set of the proposed algorithm
are robust in the high-frequency orientation of the image
details, including sharp edges and fine textures. SVD [39]
is implemented for features extracted from noisy images;
subsequently, the clustering based on K-means approach is
proposed for patch clustering based on these features. The
clustering approach in this algorithm considers the magni-
tude of the individual value in the dominant path of every
sub-imagegiven the nondirectional behavior of noisemodels.
In addition, themagnitude of SVD reflects whether the inves-
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Fig. 3 Framework of the
proposed filter
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tigated patch ends in the smooth region or in the edge/texture
region of the local neighborhood.

In every patch whose center is i and whose size is N =
n×n, the gradient patch values can be expressed by a matrix
Gi . The corresponding SVD can be derived as follows:

Gi = [∇ yi (1)
T∇ yi (2)

T . . . ∇ yi (N )T ]T ,Gi = Ui Si V
T
i ,

(2)

where

∇ yi ( j) =
[
ϕyi ( j)

ϕα

ϕyi ( j)

ϕβ

]T

. (3)

∇ yi ( j), represents the patch gradient yi at point j, j = 1,
2,…,N . The gradient of image y at point i that is represented
by Gi is analyzed to three different parts:Ui represents N ×
N orthogonal matrix, Vi is a 2 × 2orthogonal matrix that
indicates the leading direction of the gradient area in the
individual patch, and Si is an N×2matrix that holds singular
values. Thus, the sub-images inside every dataset are grouped
by nonlocal means as in [40]:

argminc =
K∑

k=1w(yki )∈W

∑
mki=1,2,...,Nk

|w(yki ) − μk |2 , (4)

where yki is a corrupted patch that is located at pixel i and
ends at cluster k;w(yki ) represents the scale value of the dom-
inant orientation of the local gradient; and μk represents the
mean vector of the kth cluster ofWmk , which indicates the set

of magnitude values of the dominant orientation of the local
gradient. Accordingly, K clustersWm1,Wm2,Wmk, ...,WmK

can be obtained. Each cluster in the sequence Wmk is com-
posed of Nk vectorsWmkq (k = 1, . . ., K ; q = 1, 2, . . ., Nk).

3.2 Wavelet thresholding filter

Theoretically, the coefficients of the wavelet are practically
correlated in a small neighborhood. Thus, large coefficients
generally have neighbors with large coefficients as well.
Thus, the proposed thresholding function can be derived from
the neighborhood coefficients of the corrupted image. Sup-
posing that Ri, j represents the discrete wavelet coefficients
under investigation in the corrupted image, the following is
set:

U 2
i, j = R2

i, j−1 + Ri, j + R2
i, j+1, (5)

whereU 2
i, j is the result of themathematical summation of the

coefficients after taking the squared value. The coefficients
are positioned in the same row as the coefficient to be sub-
ject to a threshold, and (i, j) represents the location of the
coefficient in the contaminated image. Given the following
conditional inequality,

If U 2
i, j < λ2, (6)

then thewavelet coefficient Ri, j is set to zero. Otherwise, this
coefficient decreases according to the following equation:
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Ri, j (New) = R2
i, j − R2

i, j ∗ λ2

U 2
i, j

, (7)

where λ = √
2lnMjσw and σw is the noise variance. Mj

represents the size of the coefficients of the sub-band under
investigation.

3.3 Training of genetic programming local filters-based
image restoration

The main objective of this training stage is to develop a filter
that can be adaptive in order to denoise the singular classes of
corrupted image patches with different textural forms. Shao
et al. [14] adopted a least squares optimization procedure
to estimate different parameters of linear model. Addition-
ally, in real-world demands, the use of only a linear filter is
insufficient for image restoration. For instance, such filters
effectively remove additive Gaussian noise, but also show
edges with blurred patterns. Moreover, these filters fail to
successfully suppress auto unique-feature noise. By contrast,
nonlinear filters can handle nonuniform smoothing and can
also be adapted locally to image textures; thus, these filters
are suitable for the removal of impulse and heavy noises.
In the current study, a second-generation wavelet threshold-
ing filter is adopted to address heavy and high-level noises.
The main intuition in the proposed algorithm is that when
the input image is categorized by individual features, GP is
exploited to promote the wavelet thresholding filter for noisy
patches that contain certain fine details. Specifically, whole
patches fitting to an individual class Wmk are trained using
GP processes. Each patch generation is processed by wavelet
thresholding and then compared with noise-free patches by
applying fitness functions described in Eqs. (8) and (9).

3.3.1 Genetic programming function-set

In a problem domain, the function-set of the GP procedure is
naturally emphasized to a certain extent. Practically, the func-
tions of GP and their efficiency should be considered given
the time consumed by and the complexity of the evolving
process as well as of the individual tree. In the experimental
test, the function-set of the system contains a wavelet thresh-
olding filter with basic arithmetic operations that may affect
the time consumption of the entire system. In this regard,
the arithmetic operations are applied mostly on two images;
however, the filtering process is used on a single patch (sub-
image).

The parameters for the wavelet thresholding filter are pre-
sented in Eqs. (5)–(7). The wavelet thresholding filter is
selected because of its capability to preserve edges. More-
over, its function is not highly complex; therefore, this filter
can easily be trained by GP evolution [10,41]. The arith-

metic functions in a GP filter are used to improve individuals
[42]. The structural individuals of the arithmetic functions
positively affect the time complexity of the entire system, as
shown in the experimental results.

3.3.2 Denoising-based fitness function

Taking the peak signal-to-noise ratio (PSNR) of the resulted
image and averaging it are used to calculate the fitness func-
tion, which is necessary for evaluating the filter performance
of all the clusters:

fitness = Nk∑Nk
l=1 PSNRl

. (8)

The PSNR for each individual patch can be calculated as
follows:

PSNRK = 10log10

(
NL2∑N

j=1[xi ( j) − Fk(yi ( j))]2
)

, (9)

MSE =
∑N

j=1
[xi ( j) − Fk(yi ( j))]2 (10)

where L represents the image pixel values; j is the pixel posi-
tion; N represents the pixels size in the same neighborhood;
and yi ( j) and xi ( j) represent the pixel values at location j .
The minimal fitness value reflects the best choice for each
individual value.

4 Experimental results and discussion

The GP toolbox GPLAB 4.02 in Matlab 2014a1 is used to
implement the GP process sample code. The specifications
of our system are as follows: a seven-core processor with
128 GB RAM running on Windows 8.1. The storage chip
(Ram) is needed to be in 128 GB Ram and above in order
to accomplish the coding processes. However, RAM with
32GB could run the code, but the execution time burden will
be expensive.

4.1 Experimental dataset

In this study, the Berkeley segmentation dataset composed of
250 images is employed [43]. The images in our experiments
are down-sampled into 256×256 and are converted into gray-
scale images to improve image quality. This method has been
proven effective by many sources, such as [44]. In addition,
all the candidate functions in the function set have already
been tested and confirmed to have the best parameter range
for images, with a patch size of 9 × 9. The test data in the

1 http://gp-lab.sourceforrge.net/download.html
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experiments are obtained from seven standard test images,
namely, “Boat”, “Barbara”, “F-16”, “Monarch”, “Baboon”,
“Couple”, and “Lena”. These images comprise the standard
grayscale image dataset [11] for most state-of-the-art denois-
ing algorithms.Then, 150 images are selected from thePascal
VOC 2007dataset [45].

4.2 Determination of parameters

In this section, the parameters for the patch clustering and
GP processes are introduced and explained in detail.

4.2.1 Patch clustering parameters

The size of the patches extracted from the dataset is set to
9 × 9. As per our experiments, the image restoration results
are almost similar when the patch offset is set to either 1
or 3. Accordingly, the latter is selected for efficiency of the
computational processes. Regarding cluster numbers, K is
adjusted to meet the desired value in the clustering process.
Practically, the experimental results indicated that perfor-
mance can be optimized by selecting 7–28 clusters for the 7
selected images. In each individual experiment, the images
are selected randomly from the training set. To implement
the experimental clustering procedure, the K value is set to
18 for high performance and efficiency.

4.2.2 Main genetic programming processes

• Initially, 50 generations and 500 populations are adopted
and implemented in training process. The choice of gen-
erations and populations contributes to the choice of GP
in order to generate adequate adaptive filtering design.
In addition, the ramped half-and-half technique [46] is
used to generate the initial population. Theoretically, the
mutation rates reported in existing literature and in other
studies that involve image processing are low. Thus, high
mutation rates are ineffective, as per our experiments.
The mutation rate is therefore set to 0.05.

• “Tournament” selection is conducted in the experiments.
Owing to the significant population burden, we have
selected thismethod to enhance the flexibility of the over-
fitting tree during implementation. The best individual
from both the parent and child generations is retained in
the new population [34]. Therefore, the “keep best” prin-
ciple is applied as the survival method in this experiment.

• Training is terminated when the fitness value is less than
1×10−6 or when the value of generations is maximized.

4.3 Results

The experimental results are presented and discussed in detail
in this section.

4.3.1 Objective performance comparison

In this study, quantitative assessments include both peak
signal-to-noise ratio (PSNR) and mean structural similarity
(MSSIM) are adopted to assess performance objectively. As
defined in Eq. (9), PSNR is calculated for the entire image,
whereas MSSIM [47] can be derived as follows:

MSSIM(Z , A) =
∑B

k=1 SSIM(zk, ak)

B
(11)

SSIM(ok, ek) = (2μzkμak + C1)(2σzkak + C2)

(μ2
zk + μ2

ak + C1)(σ 2
zk + σ 2

ak + C2)
,

(12)

where Z and A represent the original image (noise-free
image) and the reconstructed image, respectively; zk and
ak represent the kth patches from the original and denoised
images, respectively; B is the total number of local windows
in the image; μzk and μak are the mean intensities of zk and
ak , respectively; σzkak is the covariance between zk and ak ;
and C1 and C2 represent the constants required to stabilize
the SSIM stable.

The proposed filter for the Gaussian noise model is well
trained on sub-images (patches) that are corrupted byAWGN
model “Additive White Gaussian Noise”. The related noise
standard deviations σ are 10, 15, 20, 30, 45, 60, and 70.
All the parameters of state-of-the-art denoising algorithms
are set to the suggested values, that is, the optimal values
presented in previous studies. The qualitative performance of
the proposed algorithm is comparedwith that of the top state-
of-the-art local learning-based techniques.As shown inTable
1, the proposed algorithm improves significantly on K-SVD
and BM3D-SAPCA at low noise levels or even at average
levels. This outcome can be attributed to the characteristics
of the second-generationwavelet filter, which can prevent the
blurring of sharp edges at these noise levels while smoothing
the homogeneous textures and fine details.

In the proposed algorithm, the main outline facilitates
adaptive GP factors through every single patch, thereby
enhancing the efficiency of the main filter parameters. By
contrast, existing filters, such as K-SVD, use an overall dic-
tionary to produce different forms for the individual patches,
thereby generating outliers and bubbles in the edges and
ridges of the reconstructed images as a result of inaccurate
representations of the sparse structure.

In low noise levels, the performance of the proposed algo-
rithm is comparable to that of BM3D-SAPCA and K-SVD
in terms of PSNR, according to an objective assessment.
The proposed algorithm also reports a higher MSSIM than
K-SVD does. In high noise levels, however, our algorithm
encounters difficulties in performing well because of the
clustering model. As a result, K-SVD generates inadequate
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Table 1 PSNR and MSSIM results of images denoised through different algorithms at σ = 25

Image HOSVD MBF BM3D-SAPCA BLS–GSM K-SVD Suggested algorithm

PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM PSNR MSSIM

Boat 30.69 0.8873 26.03 0.855 31.00 0.8941 27.80 0.899 29.58 0.8502 31.54 0.944

Barbara 30.37 0.8438 27.72 0.845 30.78 0.8663 29.26 0.890 29.98 0.8346 30.88 0.916

F-16 28.42 0.7663 27.24 0.845 28.77 0.7820 28.55 0.884 28.18 0.7460 29.25 0.902

Baboon 26.86 0.847 27.06 0.830 28.11 0.8571 28.92 0.889 28.83 0.877 29.48 0.937

Couple 27.69 0.845 28.07 0.822 26.44 0.7545 29.23 0.869 29.16 0.855 29.97 0.911

Monarch 26.16 0.7423 30.07 0.813 29.88 0.743 31.56 0.835 32.22 0.847 32.83 0.898

Lena 31.66 0.8420 30.01 0.898 32.22 0.8650 31.26 0.918 31.34 0.8431 32.42 0.966

Results are highlighted in bold

Fig. 4 Results obtained with
different denoising methods for
the “Monarch” image with noise
density 35% salt and pepper: a
noise-free image, b corrupted
image (PSNR 9.95), c SMF
(PSNR 17.51), d UINFGP
(PSNR 16.78), e ROR–NLM
(PSNR 27.83), f AMF (PSNR
28.63), and g the proposed
algorithm (PSNR 29.17)

Fig. 5 Results obtained with
different denoising methods for
the “F-16” image with noise
density 35% salt and pepper: a
noise-free image, b corrupted
image (PSNR 10.01), c SMF
(PSNR 22.86), d UINFGP
(PSNR 30.48), e ROR–NLM
(PSNR 28.04), f AMF (PSNR
32.43), and g the proposed
algorithm (PSNR 32.58)

results given the complications in clustering the structure.
Therefore, sparse representation is lacking. Several local
denoising techniques have also been selected for compar-
ison with the proposed algorithm, including higher-order
singular value decomposition (HOSVD) [48], multireso-
lution bilateral filtering (MBF) [49], the BM3D-SAPCA
filter that is considered to be a best of local filters [17],
and an over-complete BLS–GSM filter which exploits the
wavelet domain locality in image models in [16]. The pro-
posed algorithm performs considerably better than most of
the aforementioned filters; however, our algorithm generates
worse results than BM3D-SAPCA does in high noise levels.

This result can be justified by the fact that the candidate
filters in the function set all experience difficulties in high
noise levels. In such a case, the GP process also encoun-
ters challenges in “creating” a breakthrough according to the
evolution of many generations. All the parameters of the fil-
ters compared with the proposed filter are optimized based
on the settings of the authors in the original works. All the
implementation codes have been done in Matlab platform.
The usage of second-generation wavelet thresholding filter
in the proposed algorithm contributes significantly to reduc-
ing time consumption and complexity.
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Fig. 6 Denoising performance
given salt-and-pepper noise in
the F-16 standard image

Fig. 7 Denoising performance
given salt-and-pepper noise in
the Monarch standard image

The proposed algorithm is also compared with state-
of-the-art techniques in terms of removing multiplicative
noise, especially salt-and-pepper noise. Several state-of-the-
art denoising filters are contrasted, such as the standard
median filter (SMF) [1], adaptive median filter (AMF) [50],
universal impulse noise filtering using GP (UINFGP) [31],
and Robust Outlyingness Ratio–Nonlocal Means (ROR–
NLM) [51]. As illustrated in Figs. 4 and 5, the proposed
algorithm outperforms state-of-the-art denoising algorithms
when the noise level is medium (50% and lower). In high-
density noise levels, however, the performance of AMF is
close to that of the proposed algorithm for the same reasons
highlighted in the case of the Gaussian noise model. ROR–
NLM generates better results than SMF and UINFGP do for
two test images (F-16 and Monarch). Owing to the complex
textures of both test images, the latter two filters performed
the most poorly among the state-of-the-art denoising meth-

ods. By contrast, the performance of our algorithm is superior
to that of the investigated algorithms given both images and
under different noise models.

4.3.2 Comparison of visual performance levels

In terms of the visual quality of the Gaussian noise model,
the proposed algorithm exhibits better performance than the
other techniques do under medium noise levels, as displayed
in Figs. 6 and 7. In high level of noise, the proposed algo-
rithm generates results that are close to those of AMF and
ROR–NLM. The outcome is ascribed to the natural of the
fitness function set, where it is mainly composed of wavelet
thresholding filters that preserve edges and sharp ridges well,
especially at medium noise levels. Therefore, the proposed
filter evidently exhibits the superior qualitative performance

123



1150 A. Khmag et al.

and shows high visual appearance among the examined tech-
niques.

Given the salt-and-pepper noise model, Figs. 8 and 9
depict the sharp edges and soft textures that are well pre-
served by our algorithm, AMF, and ROR–NLM. By contrast,
both SMF andUINFGP fail to preserve themain features and

fine edges of the reconstructed image. In the resultant image
denoised byNAFSM, somenoise and blurred textures remain
visible. Our algorithm clearly outperforms the other filters in
termsof preserving the edges and ridges at the samenoise lev-
els. Nonetheless, considerable noise is detected in themedian
filter images. UINFGPgenerates severe artifacts, and the cor-

Fig. 8 Results obtained with
various denoising methods for
the Baboon image (256 × 256):
a original image, b noisy image
with σ = 25, c K-SVD, d
BM3D-SAPCA, e BLS–GSM, f
MBF, g HOSVD, and h the
proposed algorithm
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Fig. 9 Results obtained with
various denoising methods for
the Couple image (256 × 256):
a original image, b noisy image
with σ = 25, c K-SVD, d
BM3D-SAPCA, e BLS–GSM, f
MBF, g HOSVD, and h the
proposed algorithm

responding reconstructed images are the worst among those
attributed to the other filters. These results agree with those
of the objective analysis.

4.3.3 Computational efficiency

The offline training process of the proposed GP algorithm
is computationally expensive. Accordingly, this study con-
siders 80 generations and 800 populations in every class

within the same individual generation. In addition, tradi-
tional time of training process for each individual cluster
that has 1900 features is 7.5h. As a result, the online testing
principle reduces time complexity. The proposed algorithm
performs more efficiently than state-of-the-art techniques
do in the same environment and platform; only 0.24 s is
required to process images that measure 256 × 256. The
different techniques generated various computational time
results; MBF, BM3D-SAPCA, BLS–GSM, and K-SVD take
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approximately 6.21, 4.18, 54.72, and 782.32 s (with 15 iter-
ations), respectively, for processing.

5 Conclusion

In this paper, we have presented an image-denoising algo-
rithm that uses GP. Exploiting the randomness of GP enables
us to generate an optimal filter for each single class; this filter
is highly efficient and can be adapted to different noise mod-
els. The experiments demonstrate that the performance of the
proposed algorithm is comparable with that of state-of-the-
art restoration techniques;moreover, this algorithmgenerates
better results in termsof removing additive noise (represented
by Gaussian noise) and multiplicative noise (represented by
salt-and-pepper noise).

In the future plans, the proposedGP algorithmmay be fur-
ther extended to include other kinds of image enhancement
applications, such as image registration artifacts removal and
noise suppression in image coding-based learning dictio-
nary, by changing the filter parameters. These parameters
include the patch clustering procedure, varying filter designs
(i.e., the bilateral filter), and the fitness function of GP. An
approach that divides the images into several small frames
can be investigated as well. The population cluster to be used
is determined and developed from each small frame.
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