
Vis Comput (2016) 32:307–320
DOI 10.1007/s00371-015-1067-1

ORIGINAL ARTICLE

Visual tracking with semi-supervised online weighted multiple
instance learning

Zhihui Wang · Sook Yoon · Shan Juan Xie ·
Yu Lu · Dong Sun Park

Published online: 24 February 2015
© Springer-Verlag Berlin Heidelberg 2015

Abstract Adaptive discriminative tracking is a new
research topic that has attracted broad attention due to its
extensive application value. To take full advantage of the
information about targets and their surrounding background,
we propose a novel single object tracking-by-detection
tracker in this paper, combining semi-supervised learning,
multiple instance learning and the Bayesian theorem. The
tracker uses a block-based inconsistency function of the
labeled and unlabeled training samples in the selection of
optimal weak classifiers during the parameter updating phase
of each frame. Experimental results showed that the proposed
tracker has excellent performance over other eight state-of-
the-art trackers for thirteen open-access video sequences.
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1 Introduction

Object tracking is a fundamental yet immature research topic
in computer vision. During the past decades, a large vari-
ety of tracking algorithms have been proposed [1–9]. These
tracking algorithms show excellent performances for some
special scenarios, but not for general scenarios. Object track-
ing technology still faces challenges, such as shape and scale
variations of targets and external factors, background and
illumination changes, heavy occlusions and similar objects
interference.

These discriminative tracking methods can track various
kinds of objects effectively under some assumptions of sce-
narios [10–17]. These trackers update their parameters frame
by frame with online methods. For each frame, a certain
amount of positive and negative samples are collected sur-
rounding the tracked object. These samples are utilized to
update the parameters of these trackers. However, no tracker
can effectively deal with all these internal and external fac-
tors during the tracking process. Moreover, a great deal of
useful information is ignored during the parameter updat-
ing phase due to these training samples selection strategies.
These trackers can enhance their adaptive capacities if they
can take full advantage of the useful information given in
each frame.

The online multiple instance learning (MIL) tracker based
on the training of positive and negative instance bags and
the NOR model shows high performance [18]. The online
weighted multiple instance learning (WMIL) tracker com-
bines multiple instance learning and instance weighting, and
simplifies the weak classifiers selection [19]. The Semi-
Boost tracker [14] combines the AdaBoost algorithm [20]
and semi-supervised learning [21–23], but has drifting prob-
lems. Based on the theory of semi-supervised learning theory
and the three aforementioned trackers, a novel single object
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tracker, called the semi-supervised online weighted multi-
ple instance learning (Semi-WMIL) tracker, is proposed in
this paper. While collecting positive and negative training
samples, it also collects the unlabeled samples between the
regions of the positive and negative samples. These labeled
and unlabeled training samples are used to select the weak
classifiers of the proposed Semi-WMIL tracker. Therefore,
the proposed tracker fully uses the information of each frame.
The efficiency and robustness of the proposed Semi-WMIL
tracker, compared with those of other state-of-the-art track-
ers, has been verified in simulation experiments.

The remainder of the paper is organized as follows. We
start by introducing the semi-supervisedMIL and onlineMIL
algorithm in Sect. 2. System overview, training samples col-
lection strategy, and the principle of strong classifier con-
struction of the proposed Semi-WMIL tracker are demon-
strated in Sect. 3. The experimental comparison of the pro-
posed system with other state-of-the-art trackers is demon-
strated in Sect. 4. Finally, we summarize the characteristics
of the proposed system and discuss its superiority over other
trackers in Sect. 5.

2 Related works

To expound the proposed tracking method clearly, the prin-
ciples of semi-supervised MIL and online WMIL tracker are
reviewed in this section.

2.1 Semi-supervised multiple instance learning

For the semi-supervised MIL [23], these training samples
are mainly divided into positive samples ℵ+ ={(x+

i , 1)}n1i=1,
unlabeled samples ℵu ={xui }n2i=1 and negative samples ℵ− =
{(x−

i , 0)}n3i=1, where n1, n2, n3 are numbers of instances on
each class. The most commonly used criterion for semi-
supervised multiple instance learning with manifold regu-
larization terms is a combined objective functional:

F = argmin
F

{
1

n1 + n3
V

(ℵ+,ℵ−, F
) + λ1

n2(n1 + n3)

·ILU
(ℵ+,ℵ−,ℵu, F

)+ λ2

(n1+n3)2
IUU

(ℵu,ℵu, F
)}

,

(1)

where V
(ℵ+,ℵ−, F

)
is the loss function of labeled training

samples, ILU
(ℵ+,ℵ−,ℵu, F

)
is the inconsistency function

between labeled and unlabeled samples, IUU (ℵu,ℵu, F) is
the inconsistency function among unlabeled samples, and
λ1, λ2 is given weights for the latter two terms. The latter
two terms in Eq. (1) can be combined if the inconsistency
functions of these two terms are same.

2.2 Online weighted multiple instance learning (WMIL)
tracker

Similar to [18,24], a random Haar-like feature vector func-
tion, f(x) = [ f1(x), . . . , fK (x)]� is utilized to represent
each image patch x for the WMIL tracker [19]. Each feature
value is a weighted sum of the pixels from 2 to 4 rectangles
which are generated within the image patch randomly. The
procedure of weak classifiers selection of WMIL tracker is
based on Bayesian theorem, the posterior probability of sam-
ple x is estimated as follows:

p(y = 1 | x) = σ (HK (x)) , (2)

where HK (x) = ln
(
p(f(x)|y=1)p(y=1)
p(f(x)|y=0)p(y=0)

)
and σ(·) is the sig-

moid function. With the assumption that the elements in f(x)
are independently distributed and uniform prior p(y = 0) =
p(y = 1) [18,19], the classifier HK (·) is described with the
feature f(·) as:

HK (x) = ln

(
p(f(x) | y = 1)

p(f(x) | y = 0)

)
=

K∑
k=1

hk(x), (3)

where the weak classifier hk(x) = ln
(
p( fk (x)|y=1)
p( fk (x)|y=0)

)
with

the Gaussian distribution assumption p( fk(x) | y = 1)
∼ N (μ1, σ1) and p( fk(x) | y = 0) ∼ N (μ0, σ0). The
parameters μ1, σ1 are updated by the following scheme:

⎧⎨
⎩

μ1←ημ1 + (1 − η)μ;
σ1←

√
η(σ1)2+ 1−η

N

∑N
i=1

(
fk(x

+
i,t )−μ

)2+η(1−η)(μ1−μ)2;
(4)

whereη is a learning rate parameter andμ is the average value
of the kth feature from the positive samples at the current
frame. μ0 and σ0 can be updated similarly.

Suppose that ℵ+
t = {(x+

i,t , y
+)}n1

i=1
are positive sample

bags and ℵ−
t = {(x−

i,t , y
−)}n3

i=1
are negative sample bags for

frame t , where y+ = 1 and y− = 0. For the WMIL tracker,
the positive and negative bag probabilities are defined as
follows:{

p(y = 1 | ℵ+
t ) = ∑n1

i=1 ω+
i p(y = 1 | x+

i,t );
p(y = 0 | ℵ−

t ) = ∑n3
i=1 ω−(1 − p(y = 1 | x−

i,t ));
(5)

where the weight function ω+
i is defined as:

ω+
i = 1

c
exp(− | l(x+

i,t ) − l(xt ) |), (6)

where c is the normalization constant and l(·) is the location
function. And xt is a block including an object estimated at
frame t and l(xt ) is its center location.As all negative samples
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Fig. 1 Basic flow of the proposed Semi-WMIL tracker

are far from xt , the weight ω− for the negative samples is a
positive constant.

During the weak classifiers selection process, K optimal
weak classifiers are chosen from the weak classifier pool
φ = {h1, . . . , hM }. For the WMIL tracker, a log-likelihood
function is utilized to select these optimal weak classifiers
by using the following criterion:

hk = argmax
h∈φ

〈h,∇�(H)〉 |H=Hk−1, (7)

where Hk−1 = ∑k−1
m=1 hm is a strong classifier with k − 1

selected weak classifiers. And 〈·〉 is the inner product and
∇�(H) is the derivative of the log-likelihood function and
this equation has been deduced in [19]. ∀x j,t ∈ {ℵ+

t ,ℵ−
t },

∇�(H)(x j,t ) = y j,t
ω̃ j,tσ(H(x j,t ))(1 − σ(H(x j,t ))))∑n1

m=1 ω̃m,tσ(H(x+
m,t ))

+(1 − y j,t )
σ (H(x j,t ))(1 − σ(H(x j,t ))))∑n3

m=1(1 − σ(H(x−
m,t )))

,

(8)

where ω̃ j,t = exp(− | l(x j,t ) − l(xt ) |), y j,t ∈ {0, 1} is cor-
responding output of x j,t .

3 Proposed semi-supervised online weighted multiple
instance learning tracker (Semi-WMIL tracker)

In this section, the principle and the tracking procedure of
the proposed Semi-WMIL tracker are presented in details. In
Sect. 3.1, the system overview of the proposed Semi-WMIL
tracker is presented. Then, the training samples collection
strategy and the principle of strong classifier construction of
the proposedSemi-WMIL tracker are introduced inSects. 3.2
and 3.3. Estimation of object location is explained in 3.4.

3.1 System overview

The basic flow of the proposed Semi-WMIL tracker is
demonstrated in Fig. 1. At each frame, the proposed method
performs the following three main procedures: collection of
training samples, construction of a strong classifier, and esti-
mation of an object location. An object location at t th frame
is estimated by a strong classifier constructed at (t − 1) th
frame. And, based on the object location estimated at t th
frame, training samples are collected to construct a strong
classifier at t th frame. Collected training samples are clas-
sified into three sets (bags): (labeled) positive sample set,
(labeled) negative sample set, and unlabeled sample set. The
proposed Semi-WMIL constructs a strong classifier at t th
frame, using these three training sets. A strong classifier con-
structed at t th frame is used to estimate an object location at
(t + 1)th frame. For the procedure, initial object information
at t = 0 (the first frame) is given manually.

3.2 Collection of training samples

The existing tracking methods based on discriminative
approaches classify the training samples for algorithm para-
meter updating mainly into positive and negative samples
based on the distances of training samples and a given target
center. Samples adjacent to the target center are regarded as
positives and those far from the target center are regarded as
negatives. On the other hand, as shown in Fig. 2, the proposed
method collects three sets of training samples, such as pos-
itive sample set, negative sample set and unlabeled sample
set from their corresponding regions surrounding the center
location as follows:⎧⎪⎨

⎪⎩
Positive region: Xα

t ={x | ‖ l(x) − l(xt ) ‖< α};
Unlabeled region: Xα,ζ

t ={x | α ≤‖ l(x) − l(xt ) ‖< ζ };
Negative region: X ζ,β

t ={x | ζ ≤‖ l(x) − l(xt ) ‖< β}.
(9)
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Fig. 2 Training sample regions
comparison of supervised and
semi-supervised learning

Fig. 3 Training samples
collection of the proposed
Semi-WMIL tracker. a Object
location, b sample collection,
c collected samples

where α < ζ < β. These positive, unlabeled, and nega-
tive samples are randomly collected in corresponding regions
with given numbers n1, n2, n3.

A specific example of sample collection by the proposed
Semi-WMIL tracker is demonstrated in Fig. 3. First, the cen-
ter and scale of target object are determined in Fig. 3a. Then,
several training samples are collected from three regions
defined in Eq. (9), as shown in Fig. 3b. The training sam-
ples are divided into positive, unlabeled and negative sam-
ples based on their corresponding regions which are deter-
mined by the distance between each training sample and the
target center (The samples with yellow and red rectangles

are positives, samples with blue rectangles are unlabeled
samples, and samples with green rectangles are negatives).
The collected samples are demonstrated in Fig. 3c.

3.3 Construction of strong classifier

A strong classifier consists of a series of weak classifiers, and
the method used to select weak classifiers in the proposed
method is similar to that of the WMIL tracker in [19], but it
uses the unlabeled samples for the semi-supervised learning
aswell as labeled samples (positive and negative samples) for
the supervised learning. Suppose that ℵ+

t = {(x+
i,t , y

+)}n1
i=1

,
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ℵu
t = {(xui,t )}n2i=1

and ℵ−
t = {(x−

i,t , y
−)}n3

i=1
are positive,

unlabeled and negative sample bags for frame t , where
y+ = 1 and y− = 0.

During the process of visual tracking, the efficiency of
the tracker must be guaranteed to enhance its practicability
in practical applications. Therefore, on the premise of high
tracking accuracy, the reduction of the computational com-
plexity is particularly important. In the main procedures of
the proposed tracking system at each frame, the strategies of
training sample collection and object location estimation are
difficult to be optimized. The procedure of the strong classi-
fier construction, by contrast, ismore feasible to be simplified
than the aforementioned two terms.

There are two different terms ILU (·) and IUU (·) of incon-
sistency functions in Eq. (1). Since the labeled training sam-
ples contain more definite information than the unlabeled
training samples, we add only the term ILU (·) to the incon-
sistency function of the proposed tracking system. Under
the criterion of semi-supervised MIL, a strong classifier
is constructed using optimal weak classifiers obtained by
maximizing the log-likelihood function but minimizing the
inconsistency function:

hk = argmax
h∈�

{
1

n1 + n3
〈h,∇�(H)〉 |H=Hk−1

− λ

n2(s1 + s2)
I ′
LU (ℵ+

t ,ℵ−
t ,ℵu

t , Hk−1 + h)

}
, (10)

where the derivative ∇�(H) is defined in Eq. (8) and I ′
LU (·)

is the reduced form of the inconsistency function ILU (·) in
Eq. (1), and λ is the weight to balance the loss function and
inconsistency function, s1 and s2 are the numbers of positive
and negative samples blocks in the following Eq. (11). The
loss function is depended on labeled samples and the incon-
sistency function is depended on the similarities between
labeled and unlabeled samples. Therefore, the weight λ can
be regarded as the tradeoff between the input/output rela-
tionship of labeled samples and these input feature similar-
ities. The proposed Semi-WMIL tracker is degenerated to
the WMIL tracker when λ = 0 [19]. Therefore, the origi-
nal WMIL tracker can be regarded as a special case of the
proposed Semi-WMIL tracker.

In the weak classifiers selecting phase of the proposed
Semi-WMIL tracker, the log-likelihood function has already
been simplified with the strategy of first-order Taylor expan-
sion as the WMIL tracker [19]. At each frame, the positive
training samples are collected from Xα

t , which is a circular
region around the target location with radius α. These pos-
itive training samples have high similarity, especially when
the radius α is rather small. The negative training samples
are collected from the annular region X ζ,β

t , which is distrib-
uted more discretely than the positive training samples. The
feature values of some negative training samples are varied

largely with each other. Therefore, the strategy of sample
blocks can be used to optimize the inconsistency function.
To further enhance the efficiency of the tracking system and
decrease the negative influence of outliers in extracted fea-
tures of training samples, the simplified inconsistency func-
tion has been proposed and adopted in the proposed Semi-
WMIL tracker.

In the weak classifiers selecting phase of the proposed
Semi-WMIL tracker, only the inconsistency functionbetween
the labeled and unlabeled samples is considered and positive,
and negative samples are divided into several blocks:

⎧⎨
⎩
Positive blocks:

{
{(x+

i,t , y
+)}q

i=1
, {(x+

i,t , y
+)}2q

i=q+1
, . . .

}
;

Negative blocks:
{
{(x−

i,t , y
−)}q

i=1
, {(x−

i,t , y
−)}2q

i=q+1
, . . .

}
.

(11)

with equal number q and the average values of these blocks
{x̄+

j,t }s1j=1, {x̄−
j,t }s2j=1, (s1 = � n1

q �, s2 = � n3
q �) are utilized to

estimate the inconsistency function.
The reduced inconsistency function is defined as:

I ′LU (ℵ+
t ,ℵ−

t ,ℵu
t , Hk−1 + h)

=min

⎧⎨
⎩

n2∑
i=1

s1+s2∑
j=1

S(xui,t , x̄
±
j,t ) exp

(
−2(Hk−1+h)(xui,t )y

±
j

)
,�

⎫⎬
⎭ ,

(12)

where S(xui,t , x̄
±
j,t ) = exp

( ‖xui,t−x̄±
j,t‖2

σ 2

)
is the dissimilarity

equation, σ is the scale parameter controlling the spread of
the radial basis function, and � = n2θ(s1+s2)

λ
is the given

threshold for the inconsistency function, where θ is the
threshold parameter for the inconsistency function. The unla-
beled samples aremore similar to the positive samples than to
the majority of the negative samples, as the unlabeled region
is closer to the positive region in our experiment. Therefore,
we assume all these unlabeled samples are different from the

negative samples; note that exp
(
−2(Hk−1 + h)(xui,t )y

−
)

≡
1 in Eq. (12) as y− = 0. This assumption can offset the nega-
tive effects of these features with similar properties between
the unlabeled and negative samples during the weak classi-
fiers selection.

The main steps of the refinement process of weak classi-
fiers selection at frame t can be summarized in Algorithm 1.

3.4 Estimation of object location

As mentioned the above, in the proposed method, each train-
ing sample set is updated at each frame. Positive and nega-
tive samples are utilized to train a classifier with an online
boosting algorithm and unlabeled samples are utilized to
assist the selection of optimal weak classifiers. These sam-
ples at frame t are obtained using Eq. (9), based on an object
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Algorithm 1 The proposed Semi-WMIL Boost

Require: All collected samples {ℵ+
t ,ℵ−

t ,ℵu
t } at frame t ;

1: update all M weak classifiers in the pool � = {h1, . . . , hM } with
data {ℵ+

t ,ℵ−
t };

2: initialize I0 = 0, H0(x) = 0 for ∀x ∈ {ℵ+
t ,ℵ−

t };
3: for k = 1 to K do
4: calculate ∇�(H)(x) |H=Hk−1 by Eq. (8);
5: for m = 1 to M do
6: �m = ∑

x∈{ℵ+
t ,ℵ−

t } h(x)∇�(H)(x) |H=Hk−1 ;

7: Im = I ′(ℵ+
t ,ℵ−

t ,ℵu
t , Hk−1 + hm);

8: end for
9: m∗ = argmaxm

(
�m

n1+n3
− λIm

n2(s1+s2)

)
;

10: hk(x) ← hm∗ (x);
11: Hk(x) = Hk−1(x) + hk(x);
12: end for
Ensure: Strong classifier HK (x) = ∑K

k=1 hk(x) and P(y = 1 | ·) =
σ(HK (·)).

location at frame t estimated using a strong classifier con-
structed at (t − 1)th frame. To estimate the object location,
some samples are collected from the predefined search range
at frame t , Xγ

t = {x | ‖ l(x) − l(xt−1) ‖≤ γ }, surround-
ing an object location at (t − 1)th frame and their confi-
dences are estimated by the classifier trained at (t − 1)th
frame. Finally, the location l(xt ) with maximum confidence
xt = argmaxx P(y = 1 | x) is estimated as a new object
location at frame t .

4 Experiments

The proposed Semi-WMIL tracker was tested on thir-
teen publicly available video sequences [18,25,26]. These
video sequences include challenging factors: complex back-
grounds, illumination and object pose variations, object rota-
tion and non-rigid deformation, etc. The specific properties
of the tested sequences are listed in Table 1. Eight state-
of-the-art trackers, which included MIL [18], WMIL [19],
ODFS [27], RTCT [28], IVT [29], DFT [30], LIAPG [31],
MTT [32] were compared with the proposed Semi-WMIL
tracker for these video sequences. The parameters of the pro-
posed Semi-WMIL tracker are demonstrated in Sect. 4.1 and
analyzed in Sect. 4.2, and the parameters of the other state-
of-the-art trackers follow the original settings of the papers
describing them or are chosen by tuning for their best per-
formance. Quantitative and qualitative analysis are shown in
Sects. 4.3 and 4.4.

4.1 Experimental setup

The outer radii of the positive, unlabeled and negative regions
of all thirteen video clips are set to α = 4, ζ = 6 and
β = 50, respectively. The radius of the unlabeled region is
almost the same as that of the positive region, which guar-

antees a large overlap between the unlabeled samples and
the positive samples and thus, their similarity. The corre-
sponding numbers of positive, unlabeled and negative sam-
ples are n1 = 45, n2 = 10, and n3 = 50. The radius of
searching region in the next frame is γ = 25, half of the
outer radius of the negative region. The number of candi-
date features in a feature pool is M = 100, and K = 12
features are selected from the feature pool to construct the
weak classifiers. Compared with the MIL tracker (M = 250
and K = 50) and WMIL tracker (M = 150 and K = 15),
the proposed Semi-WMIL tracker carried out less computa-
tionally complex feature extraction to balance the computing
time of the inconsistency function between the labeled and
unlabeled samples. Since the log-likelihood function works
well on these sequences in [18], we ignored the coefficient on
the log-likelihood function for these sequences. During the
procedure of inconsistency function estimation, the number
of positive or negative samples in each block is q = 6. The
learning parameter η in Eq. (4) was set to η = 0.85. The
squared scale parameter σ 2 in Eq. (12) was set to σ 2 = 1010

for all the video clips, expect sequence Occlusion1 with
σ 2 = 1011. The weight of the similarity term in Eq. (10)
is λ = 0.1, and the threshold parameter θ for the similar-
ity matrix in Eq. (12) is defined as a step function, which
depends on the scale of target object P (amount of occupied
pixels):

θ =
⎧⎨
⎩
0.6, P < 2500;
0.65, 2500 ≤ P < 10,000;
0.7, P ≥ 10,000;

(13)

Although the initialized scale of target in sequenceTwinnings
is larger than 2500, the threshold parameter θ was set to 0.6,
which depended on its average scale in all these frames. The
threshold parameter θ of sequence Shaking was also set to
0.6 with optimal performance.

4.2 Parameter analysis

All of the parameters adopted in the proposed tracking system
has been demonstrated in Sect. 4.1. Part of these parameters
have been inherited from [18,19], and fixed in our exper-
iments, such as learning rate η and the collecting regions
of positive and negative training samples, etc. Under the
assumption of smooth motion, these sample collecting radii
{α, ζ, β}, sample amount {n1, n3}, and search radius γ are
robust enough to various kinds of testing sequences, which
has been verified in [18,19] and our experiments. The unla-
beled training samples are collected from the region between
the positive and negative sample collecting regions, which
have certain similarities with these training samples. The
threshold parameter θ has been defined as a step function
based on the scale size of the target object. The number
of training samples in each block q is based on the num-
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Table 1 The properties of the tested sequences

No. Sequence Frames Mov. camera Partial occ. Pose change Illum. change Scale change Similar objects Fast mov.

1 Basketball 725 Yes Yes Yes No Yes Yes Yes

2 Cliffbar 329 No Yes Yes No Yes Yes Yes

3 Couple 140 Yes No Yes No Yes Yes Yes

4 Crossing 120 No No Yes Yes Yes No Yes

5 DavidIndoorOld 462 Yes Yes Yes Yes Yes No No

6 Dog1 1350 No No Yes No Yes No No

7 Occlusion1 886 Yes Yes No No No No No

8 Occlusion2 816 No Yes Yes No No No No

9 Shaking 365 Yes Yes Yes Yes Yes Yes Yes

10 Sylvester 1345 No No Yes Yes Yes No Yes

11 Tiger1 354 No Yes Yes No Yes No Yes

12 Tiger2 365 No Yes Yes No Yes No Yes

13 Twinnings 472 No No Yes No Yes No No

bers of positive samples n1 and negative samples n3, which
is slightly smaller than the square root of n1 and n3. The
assigned value of scale parameter σ is proportional to feature
values of training samples basically. Since the weak classi-
fiers are selected based on the log-likelihood function and the
inconsistency function, the selectedweak classifiers aremore
robust than MIL andWMIL trackers. Therefore, we selected
K = 12 features to construct the weak classifiers from the
feature pool with dimensions M = 100. The feature pool is
nine times of the selected features, and large enough to con-
struct the proper weak classifiers. As presented in Table 1,
there are various kinds of challenges in all these tested
sequences. And, the assigned parameters are rather robust
to these challenges of all these tested sequences.

The mean failure rates of all these testing sequences with
varied learning rate η and weight parameter λ have been
demonstrated in Fig. 4a, b, correspondingly. The learning
rate η is tested from 0.75 to 0.95, with a step size of 0.05. The
weight parameterλ is tested from0.05 to 0.15,with a step size
of 0.025. The mean failure rates achieve the minimum values
when learning rate η = 0.85, and weight parameter λ = 0.1.
The mean failure rates are increased when the values of these
two parameters varied. These parameters can be adjusted
slightly for particular scenarios appropriately, based on the
conditions of shape and scale variations of the targets itself
and scene changes.

4.3 Quantitative analysis

The performances of these nine trackers were evaluated
based on the criteria of failure rate and center location
error. The tracking result is considered a failure if the score
area(Rt∩Rg)

area(Rt∪Rg)
< 0.5, where Rt is the tracking bounding box

and Rg is the ground truth bounding box. For all these video

sequences, the tracking results were evaluated once every
five frames.

The tracking speeds, in term of average frame per sec-
ond (FPS), of Semi-WMIL, Semi-WMIL∗, WMIL, ODFS,
RTCT, IVT, MIL, DFT, L1APG, and MTT, are 21, 13, 22,
21, 27, 13, 2, 11, 1, 1, correspondingly.

Figure 5 shows the performances of all trackers with
respect to failure rate. To demonstrate the efficiency of
the proposed Semi-WMIL tracker, the results of Semi-
WMIL trackerwith unreduced inconsistency function (Semi-
WMIL∗) are also demonstrated in Fig. 5. The Semi-WMIL∗
is the same as Semi-WMIL but, in this method, the posi-
tive and negative samples are utilized directly to evaluate
the inconsistency of classifiers. In other words, s1 = n1 and
s2 = n3 (q = 1) are used in Eq. (10). And their own opti-
mized parameters are used in the Semi-WMIL* tracker and
the Semi-WMIL tracker, respectively.

In Fig. 5, compared to the Semi-WMIL∗ tracker, the pro-
posed Semi-WMIL tracker show similar or better perfor-
mances for all these 13 tested video sequences with differ-
ent situations as shown in Table 1. Furthermore, the reduced
Semi-WMIL tracker is more efficient in speed than the unre-
duced Semi-WMIL∗ tracker while keeping similar or better
performances in accuracy, since the FPS of the reduced one
is 21 and the FPS of the unreduced one is 13. Therefore,
we can say that the efficiency of the reduced Semi-WMIL
tracker is improved due to the contribution of the reduced
inconsistency function.

Compared with the other eight state-of-the-art trackers,
the proposed Semi-WMIL tracker has the lowest failure rates
for most of these thirteen video sequences. Especially, for the
sequencesDavidIndoorOld,Occlusion1 andOcclusion2, the
proposedSemi-WMIL tracker is 100%successfulwith them.
The average FPS is estimated using MATLAB for the same
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Fig. 4 Comparison of the mean
failure rates with varied
parameters. a Mean failure rates
with varied learning rate, b
mean failure rates with varied
weight parameter

(a)

(b)

Fig. 5 Comparison of the mean
failure rates for all tested
sequences
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Fig. 6 Comparison of the
center location errors of all nine
trackers. a Maximum values,
b mean values, c standard
deviations

(a)

(b)

(c)
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Fig. 7 Screenshots of some sampled tracking results for tested sequences:Cliffbar and Twinnings (from top to bottom). Figure best viewed in color
and line style. a Cliffbar, b Twinnings

Fig. 8 Screenshots of some sampled tracking results for tested sequences: DavidIndoorOld, Occlusion1, Occlusion2 and Shaking (from top to
bottom). Figure best viewed in color and line style. a DavidIndoorOld, b Occlusion1, c Occlusion2, d Shaking

123



Visual tracking with semi-supervised online weighted multiple instance learning 317

hardware conditions. Although the speed of the proposed
tracker is not the fastest among these trackers, the average
FPS of the proposed Semi-WMIL tracker reaches 21 and
efficient enough to deal with online tracking issues, which is
on the same order of magnitude with the WMIL, ODFS and
RTCT trackers.

The maximum values, mean values and standard devia-
tions of the center location errors of all nine trackers are
compared in Fig. 6a–c, correspondingly. The proposed Semi-
WMIL tracker outperforms the other eight trackers in most
cases. The mean values of the Semi-WMIL tracker are all
around 10.3 and the standard deviations are all around 6.5 for
all thirteen video sequences. Moreover, the maximum values
are all less than 65. Both the proposed Semi-WMIL tracker
and the WMIL tracker show excellent overall performance,
but the proposed Semi-WMIL tracker is even better. Other
trackers work well on some video sequences, but terribly on

other sequences. These results demonstrate that the proposed
Semi-WMIL tracker has superior performance in accuracy
and robustness, compared with the other eight trackers.

4.4 Qualitative analysis

4.4.1 Cliffbar and Twinnings

These two video sequences suffer from large scale variations,
rotations and complicated backgrounds. Screenshots of some
sampled tracking results for these two sequences are shown
in Fig. 7. For the sequence Cliffbar, the texture of the back-
ground is similar to that of the target. The DFT, L1APG,
MIL and IVT trackers undergo drift at frame #100 and
lose the tracking target at frames #200, #246, #301, #326.
The OFDS and MTT tracker undergo a slight drift, but
the other three trackers work well. For the sequence Twin-

Fig. 9 Screenshots of some sampled tracking results for tested sequences: Dog1, Sylvester, Tiger1 and Tiger2 (from top to bottom). Figure best
viewed in color and line style. a Dog1, b Sylvester, c Tiger1, d Tiger2
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nings, all these trackers follow the target effectively. At the
frames #230, #295, #400, #472, IVT, RTCT, OFDS, MTT
and WMIL trackers undergo different degrees of drifts dur-
ing the process of target movement. Compared with the other
eight trackers, the proposed Semi-WMIL tracker performs
well for both of these sequences.

4.4.2 DavidIndoorOld, Occlusion1, Occlusion2 and
Shaking

The targets of these four sequences are all human faces.
The sequence DavidIndoorOld and Shaking are taken by a
mobile camera, while the sequence Occlusion1 and Occlu-
sion2 are taken by fixed cameras. The main challenges pre-
sented by the sequence DavidIndoorOld are background
changes, scale variation and head internal rotation. More-
over, the human takes off his/her glasses at frame #294
and puts it on again from frame #392. In the latter two
sequences, themain issue is a heavy occlusion of either books
or a hat; the sequence Occlusion2 additionally suffers from
head rotation. As shown in Fig. 8, the MIL tracker always
lose the targets for these front three sequences, and suffers
drifting problem in sequences Shaking. For the sequence
DavidIndoorOld, the average center location error of the
MIL tracker is less than those of the other trackers. How-

ever, the failure rate reaches 80.7% as the tracking bound-
ing box becomes smaller at frames #240, #320, #400, #462.
The IVT tracker even loses the target in sequences Occlu-
sion1,Occlusion2 andShaking. Both of theL1APGandMTT
trackers cannot follow the target exactly in sequence Shak-
ing. The RTCT and OFDS trackers undergo some drifting
problems in most case. The WMIL tracker works well for
the sequenceDavidIndoorOld, and works poorly when faced
with heavy occlusion in the latter two sequences. The pro-
posed Semi-WMIL tracker has superior performance for all
three sequences.

4.4.3 Dog1, Sylvester, Tiger1 and Tiger2

The targets of four sequences are all toys. These four
sequences mainly suffer from multi-aspect rotation and fast
motion, and the latter two sequences even suffer from a
heavy occlusion. Sampled tracking results for these three
sequences are shown in Fig. 9. The DFT and IVT track-
ers loses the target at frame #685 of the sequence Dog1 and
frames #650, #830, #1240 of the sequence Sylvester, and sel-
dom follows the tracking target for the latter two sequences.
For the sequence Tiger1, the OFDS tracker misses the tar-
get at all frames demonstrated in the third row of Fig. 9 and
RTCT tracker loses the target at frames #270, and #340. The

Fig. 10 Screenshots of some sampled tracking results for tested sequences: Basketball, Couple and Crossing (from top to bottom). Figure best
viewed in color and line style. a Basketball, b Couple, c Crossing
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MTT, L1APG and IVT trackers always lose the target in the
Fig. 8d. The MIL and WMIL trackers suffer from a certain
degree of drifting for all these four sequences.

4.4.4 Basketball, Couple and Crossing

The targets of four sequences are all humans, such as bas-
ketball players and pedestrians. In sequence Basketball, the
proposed Semi-WMIL tracker has the best performance than
other eight trackers. Sampled tracking results for these three
sequences are shown in Fig. 10. Most of the trackers lose
the target at frame #489 and #712, expect the Semi-WMIL
and OFDS trackers. The IVT and DFT trackers lose the tar-
get at all these four frames of sequence Couple in Fig. 10b.
TheMTT, L1APG, RTCT andWMIL trackers lose the target
at frame #120 of sequence Couple. For the sequence Cross-
ing, most of these trackers work well excluding the MTT,
L1APG, IVT and WMIL trackers.

Although other trackers work better on some sequences,
the proposed Semi-WMIL tracker has excellent overall per-
formance for all the thirteen video sequences. The pro-
posed Semi-WMIL tracker shows outstanding adaptability
and stabilitywhen facedwith challenges, such as background
changes, fast motion, and heavy occlusion.

5 Conclusion and future work

This paper proposed a semi-supervised online weightedmul-
tiple instance learning tracker for single object tracking. The
tracker uses a block-based inconsistency function between
the labeled and unlabeled training samples to improve its
tracking performance. Target objects of these thirteen open-
access video sequences in simulation experiments suffer
from various complex and challenging situations, which are
authoritative to verify the tracking capacity of these single
object tracking algorithms. The proposed semi-supervised
WMIL tracker can deal with these issues effectively, and
shows the best overall performance over the other eight
state-of-the-art trackers. The high tracking speed of the pro-
posed semi-supervised WMIL tracker guarantees its use-
fulness in online practical applications. Future work will
include improving the selecting criterion of weak classifiers
using modified semi-supervised learning algorithms. More-
over, the training sample collection strategy can be further
improved to enhance the robustness and adaptability of the
tracker.
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