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Abstract Over the past two decades, human action recog-
nition from video has been an important area of research in
computer vision. Its applications include surveillance sys-
tems, human–computer interactions and various real-world
applications where one of the actor is a human being. A num-
ber of review works have been done by several researchers in
the context of human action recognition. However, it is found
that there is a gap in literature when it comes to methodolo-
gies of STIP-based detector for human action recognition.
This paper presents a comprehensive review on STIP-based
methods for human action recognition. STIP-based detectors
are robust in detecting interest points from video in spatio-
temporal domain. This paper also summarizes related public
datasets useful for comparing performances of various tech-
niques.

Keywords Human action recognition · Human activity
recognition · Spatio-temporal interest point · STIP

1 Introduction

Over the last two decades [1–3], human action recogni-
tion from video generated lots of momentum among the
researchers of computer vision community. This field is
closely related to other field of studies like motion analy-
sis [4] and action recognition [5].
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This paper focuses on the method based on STIP-based
human action recognition. However, at the onset, it will be
logical to briefly talk about different types of human activities
researchers are dealing with. Analyzing and identification of
different types of human activity from an unknown video
sequences are the main objectives of human activity recog-
nition. The types of human activity are classified under four
different categories depending on complexity of actions and
number of bodyparts involved in the action; gestures, actions,
interactions, and group activities are the four different types
of human activities [6].

Gestures It is a collection ofmovements,madewith hands,
head or face to show a particular meaning [6]. The ‘Arm
stretching’, ‘head shaking’ , ‘facial expression’, and ‘leg ris-
ing’ are good examples of human gestures.

Actions It is a collection of multiple gestures performed
by a single person [6]. The ‘walking’, ‘waving’, ‘running’,
‘jogging’, and ‘punching’ are examples of human action cat-
egories.

Interactions It is a collection of human actions of maxi-
mum two actors. One actor must be a human being and other
one may be a person or an object [6]. Also, this section is
classified as human–human interactions and human–object
interactions. For human–human interactions, two actors are
human beings. In human–object interactions, one actor must
be a human being and other one is an object. ‘Talking
between two persons’, ‘fighting between two persons’, ‘hand
shaking’, and ‘welcoming each other’ are the examples of
human–human interaction, and ‘ATM theft’ and ‘doing work
in front of a computer’ are the examples of human–object
interaction.

Group activities It is a combination of gestures, actions
or interactions where the number of actors is more than two
and there may be single or multiple interactive objects [6].
‘Twogroups playing somegames or involving someactivity’,
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‘marches group of people’, ‘group meeting’ and ‘fighting
between two groups’ are the examples of group activity.

The methods of human action recognition from image
frames or video sequences are broadly classified as template-
based approach (emphasis on collecting low- and mid-level
features) andmodel-based approach (emphasis on feature for
high-level interaction) [7]. A motion analysis system gener-
ates information regarding video data by processing consec-
utive image frames of a video. The “optic flow and feature
tracking” are two traditional approaches of motion analysis.
However, ‘Optic flow’ approaches are unable to capture vari-
able motion information and ‘Feature Tracking’ approaches
fail when appearance changes suddenly such that merging or
splitting of two objects.

A STIP-based detector captures interest points from a
video in spatio-temporal domain. An image I(x, y) in spa-
tial domain is represented as image stack I(x, y, t) in spatio-
temporal domain. An interest point can be robustly detected
by STIP-based detector. For example, an interest point may
be a corner point or an isolated point (where intensity is
maximum or minimum) or end point of a line or point of a
curve (where curvature ismaximum). In the context of human
action recognition, generally corner is used as a interest point.
Some popular corner detection algorithms are Moravec [8],
Harris [9], Forstner [10], etc. However, it is found that there
is a gap in literature when it comes to methodologies of
STIP-based detector. So, this survey work has concentrated
on spatio-temporal-based human action recognition.

From literature review [6,11–13], it is well known that
due to the sparsity and good performance, the STIP detector-
based techniques are very effective in recognizing human
actions from an unknown video. The STIP-based methods
have more power to select interest points in the dynamic
contents of a video [11].

Over the past one decade, a lot of STIP-based tech-
niques [12–15] are useful for recognizing action of human
being. Spatio-temporal interest points are detected from input
video using STIP-based detector. Subsequently, features are
extracted from the interest points and vocabulary of features
are build from feature representer. Finally, action classifica-
tion is performed using suitable classifier. Figure 1 shows
a schematic overview of STIP-based action recognition sys-
tem. In real-life implementation of human action recognition,
the STIP-based approaches are more suitable for obtaining
the desired result. The STIP-based approaches are prevailed
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Fig. 1 Flowchart of STIP-based human action recognition

to handle real-life scenario such as clutter background, illu-
mination, variation of contrast and brightness more robustly.

Different applications of humanaction recognition include
surveillance [16–18], human–computer interactions (HCI)
[17–20], content-based summarization and indexing [16,17,
20–22], and health care system [23]. In the context of sur-
veillance, recognition of human action can play an important
role. As for example, a typical action of a human being (i.e.,
sudden change from walking to running) in a restricted area
may lead to a secure thread to the system. Content-based
video summarization and indexing are another application
areas in human action recognition. In this context, a summa-
rized video can be formed by considering only the frame of
typical action (e.g., players running with a football in a foot-
ball match). An action recognition-based health care system
can support patient rehabilitation, behavior monitoring and
detection of abnormal activity, etc.

2 Related work

This section summarizes some of the potential review works
on the field of human action recognition based on differ-
ent methodologies apart from STIP. A lot of survey papers
on motion analysis, human action recognition and activity
recognition have been proposed by several researchers.

Generally, a motion-based recognition system concerns
with motion information and extracts from image sequences.
Cedras et al. [24] made an extensive survey on motion-based
recognition of human movements. The motion information
of a video was classified as trajectory-based feature (e.g.,
velocity, direction, spatio-temporal curvature), optical flow
(e.g., average flow, flow statistics) and region-based fea-
ture (e.g., mesh feature). Aggarwal et al. [4], classified the
methods of human activity recognition into template match-
ing (i.e., points, meshes) and state space based (i.e., points,
lines, blobs). It focused on humanmovement recognition and
motion analysis of high-level tracking. Moeslund et al. [25]
covered a considerable survey on the basis of humanmotions
from the year 2000 to 2006 and focused on automatic track-
ing, reconstruction and recognition of human motion. The
survey work put emphasis on function-based taxonomy such
as initialization, tracking, pose estimation and recognition.

In computer vision, “Looking at people”means analysis of
human movements with the help of a machine. Gavrila [26]
made a comprehensive survey on the movement of hands
and motion of whole body parts. The methods of human
movement analysis were classified as 2D approaches (i.e.,
with and without explicit shape models) and 3D approaches.

The study of action recognition consists of three scientific
disciplines: computer vision, robotics and artificial intelli-
gence (AI). Kruger et al. [27] made up a meaningful survey
on action recognition at different levels of complexities. It
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adapted an action hierarchy of each action recognition sys-
tem such as action/motor primitives, actions and activities.
Besides, it followed egocentric (i.e., simple) and ecocen-
tric approach (i.e., complex, deals with environmental para-
meters) for recognizing the actions. Moreover, the methods
of action recognition were classified as scene-based, full-
body-based, body part-based and grammar-based approach.
Poppe [28] also discussed about vision-based human action
recognition and gave emphasis on action classification and
representation module. The representation of an image was
classified as global representations (i.e., obtained in a top-
down fashion) and local representations (i.e., collection of
independent patches). Moreover, Weinland et al. [29] made
an extensive survey of more than one-hundred papers in
action recognition domain and covered various related meth-
ods in almost one decade, from 2001 to 2011. It placed
emphasis on spatial and temporal structure of action with
variation of camera and viewpoints. The methods of fea-
ture point detectors and descriptors were classified into three
different categories such as bags of trajectories, feature tem-
plates and bags of events. In consequence, Iosifidis et al. [22]
made a comprehensive survey about the techniques of multi-
view human action recognition. The methods of multi-view
human action recognition were classified as 3D multi-view
(i.e., multi-camera setup during both training and testing
phases) and 2D multi-view methods (i.e., methods that can
operate by using an arbitrary number of cameras).

Due to the complexity, the recognition of human activ-
ity is very challenging task among the researcher communi-
ties. It covers various scientific disciplines such as AI, com-
puter vision, linguistics and neuroscience. Taking this into
account, Turaga et al. [30] made a comprehensive survey on
machine-based recognition of human activities in real-world
environment. The methods of activity recognition were clas-
sified as graphical model (e.g., dynamic Bayes nets), syn-
tactic model (e.g., context-free grammar) and knowledge-
based model (e.g., constraint satisfaction). Further classi-
fication of action recognition methods included parametric
(e.g., HMM-hidden Markov models), non-parametric (e.g.,
template matching) and volumetric (e.g., space–time filter-
ing) approach. In addition with, the article got to grip the
impacts of invariance factors. One of the most remarkable
challenges in action recognition domain is invariance fac-
tor, i.e., unevenness of ascertained features in same action
class. Due to the factors of viewpoint, execution rate and
anthropometry, invariances of an action analysis systemwere
classified as view-invariance (cause: variation of motion,
occlusion, camera effects, etc.), execution rate invariance
(cause: temporal variations, time warps, etc.) and anthro-
pometric invariance (cause: shape, gender and size, etc.).
Moreover, Aggarwal et al. [6] classified the various tech-
niques of activity analysis using approach-based taxonomy.
It considered non-hierarchical approaches (for the recogni-

tion of gestures and actions) and hierarchical approaches
(analyze high-level interactions between multiple humans
with objects) for analysis of the activities. Besides, Ke
et al. [31] made up an extensive survey on threesome aspects
of human activity recognition system, such as core technol-
ogy (i.e., human object segmentation), human activity recog-
nition system (i.e., single or multiple people) and applica-
tions from low-level to high-level representation. The article
put into sets the feature extraction methods such as space–
time volume, frequency, local descriptors and bodymodeling
types.

In surveillance and health care system, sensor-based activ-
ity recognition technique is very useful for smarter per-
formance. Due to the complicated function of sensing,
inference and learning, the sensor-based activity recogni-
tion is very challenging task among the researchers. Guan
et al. [32] made an extensive survey on video sensor-based
(i.e., observes remotely) and physical sensor-based (sensor
attach to body) activity recognition systems. The physical
sensor-based activity recognition systems were systematized
into wearable sensor (sensor stick with human body, e.g.,
gyroscopes, accelerometers) and object usage-based (sensor
stick with object, e.g., radio-frequency identification, binary
sensors). Vishwakarma et al. [21] provided a survey work
on surveillance-based activity recognition system. The tech-
niques of motion analysis system were grouped into three
parts; low- (i.e., human detection), intermediate- (i.e., human
tracking) and high-level vision (i.e., behavior understand-
ing). The taxonomy of object detection was grouped into
background subtraction, statistical methods, temporal differ-
encing and optical flow. Moreover, the approaches of activ-
ity recognition system were classified as non-hierarchical
approach (e.g., space–time volume, space–time features,
trajectories, state-based) and hierarchical approach (e.g.,
description-based, syntactic).Despite that,Xu et al. [33] clas-
sified human surveillance-based activity recognition systems
into template matching and state space-based approach.

In essence, datasets play a crucial role for performance
analysis in the action recognition domain. Chaquet et al. [34]
discussed about 68 public datasets for video-based activity
recognition system. According to the type of actions, it con-
sidered a possible taxonomyof actions such as heterogeneous
action (i.e., jumping, running,walking,waving, etc.), specific
action (i.e., abandoned objects, crowd behavior, detecting
falls, gait, post and gesture) and others (i.e., motion capture-
MOCAP, infrared and thermal). On top of that, Hassner [35]
provided a comprehensive survey on contemporary action
recognition systems in Weizmann [55] and Action Similar-
ity LAbeliNg (ASLAN) [61] benchmark datasets.

Recently, some researchers [11,23] have cited the impor-
tance of STIP-based methods along with others. In con-
sequence, Akila et al. [23] classified all the methods of
human action recognition into spatio-temporal-based, shape-
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Table 1 A brief description of related review or survey papers

References Year Topic

Cedras et al. [24] 1994 Survey on motion-based recognition and put emphasize on motion trajectory

Aggarwal et al. [4] 1998 Review on human motion analysis and focus on tracking features over image sequences

Gavrila [26] 1998 Survey on visual analysis of human movements with 2D and 3D approaches

Moeslund et al. [25] 2006 Vision-based motion capture and analysis with emphasized on tracking and recognition

Kruger et al. [27] 2007 Survey on action representation, recognition and mapping at different complexity levels

Turaga et al. [30] 2008 Machine-based recognition of human activities with consideration of invariance factors

Poppe [28] 2010 Vision-based human action recognition by labeling image sequences with action labels

Weinland et al. [29] 2011 Survey on vision-based methods for action representation, segmentation and recognition

Aggarwal et al. [6] 2011 A review on human activity analysis using approach-based taxonomy

Guan et al. [32] 2011 Review on video and physical sensor-based activity recognition systems

Vishwakarma et al. [21] 2012 Survey on activity recognition and behavior understanding in surveillance system

Li et al. [11] 2012 Makes comparison on techniques of STIP- based recognition

Hassner [35] 2013 Critically review on action recognition benchmarks : Weizmann [55] and ASLAN [61] set

Ke et al. [31] 2013 Survey on video-based human activity recognition system in different aspects

Chaquet et al. [34] 2013 A taxonomy-based survey of video datasets for human action and activity recognition

Xu et al. [33] 2013 Survey on template matching and state space-based approaches in activity recognition

Iosifidis et al. [22] 2013 Review on 2D and 3D multi-view-based human action recognition techniques

Akila et al. [23] 2014 Comparative analysis of action recognition methods with various phases and techniques

or pose-based, interest point-based and motion- or optical
flow-based visual recognition. Along with, they commented
on different phases of human action recognition methods
such as foreground extraction, tracking, feature extraction
and recognition. Li et al. [11] made a survey on various
techniques of STIP-based action recognition. It focused on
STIP detection, feature classification, action representation
and recognition module. The extracted features were catego-
rized into two sets: static feature (based on shape and edge)
anddynamic feature (based onoptical flowandmotion trajec-
tory). The methods of action representation and recognition
were grouped into bag-of-wordsmodel and state space-based
model.

All of the reported authors commented critically on human
action, activity and motion analysis techniques and men-
tioned a lot of future scopes. Table 1 presents a brief descrip-
tion about reported papers. However, most of the previous
reviewers have focused on activity and motion analysis sys-
tem and followed tracking and surveillance-based approach.
Hence, this paper presents a comprehensive survey on human
action recognition and puts emphasis on spatio-temporal or
STIP-based approach.

3 Survey of literature on STIP-based methods

In the general run of things, the STIP-based human action
recognition systemshave foursomecomponents such asSTIP
detector, feature descriptor, vocabulary builder and classi-
fier. All of the components are put into two sets. On the

basis of feature sets, the STIP detector is grouped into dense
and sparse feature-based detector. A dense feature detector
densely covers the video content. On the other hand, a sparse
(local) feature is a subset of the total feature vector (i.e.,
large and unbound). The spatio-temporal-based descriptors
are classified as local descriptor and global descriptor. A
local descriptor captures only local or static information (i.e.,
color, posture, texture etc.),while a global descriptor captures
the global or dynamic information (i.e., scale changes, illu-
mination changes, speed variation, phase variation, etc.) of a
video. The shape or edge relevant data of objects are used for
determining the local features of a video.However, the global
information points towards the description of flow or motion
of a video. The vocabulary builder is systematized into bag-
of-words (BOW)-based model and state space-based model.
“Seeing an article as a collection of many words” is the heart
of the matter of BOW-based model. The state space model
interprets as each invariable posture as a state and makes
mutual relations among the states using probabilities. On the
basis of control, the STIP-based classifier is grouped into
supervised (i.e., human-guided) and unsupervised (i.e., com-
putes by the software) model-based classifier. Figure 2 sum-
marizes the major functional steps involved in human action
recognition. It also categorizes the different techniques used
by the researcher in each of these functional steps.

3.1 Action recognition in controlled environment

This section summarizes the major works done by several
researchers on STIP-based methods tested on benchmark
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Fig. 2 Components of STIP-based human action recognition technique

datasets. Most of the datasets are bounded with some con-
trolled environment. Here controlled environment does not
necessarily mean the ideal laboratory condition. What is
meant is that, data are acquired in a condition with no or
very less influence of illumination changes, cluttered back-
ground, viewpoint changes, occlusions, etc.

The spatio-temporal model was proposed by Baumberg
et al. [1]. The concept of physically based (i.e., vibration
mode) spatio-temporalmodelwas evolved from a set of train-
ing samples for describing the motion patterns of moving
deformable objects. This model provides a low dimension
shape descriptor and generates training information in a bet-
ter way. In addition with, the point distributionmodel (PDM)
was used for analysis of image sequences in robust tracking
environment. The PDM is also applicable in gait analysis
system. However, there is no temporal aspect of PDM and
problem may arise on video-based motion analysis system.

In consequence, Laptev et al. [36] drew attention to detect
interest points in spatio-temporal domain bymeans of space–
time-based event detection with scale selection mechanism.
The event-based interest point detection technique is very
useful for analysis of repetitive motion pattern. A scale-
invariant interest point detector is obtained fromHarris inter-
est point detector by incorporating the nominalized Laplace
operator. This model detects interest points by following
multi-scale approach and handles the limitation of two tra-
ditional approaches i.e., “optic flow and feature tracking”.
Nevertheless, this approach provides an abstract representa-
tion of video data and the system is not robust against occlu-
sions and cluttered backgrounds. Indeed, Laptev et al. [2]
brought into focus the compact representation of video data
by incorporating the idea of Harris and Forstner operator
for detecting the interest points in space–time domain along
with Lindeberg’s proposal for local scale selection in the
spatial domain. In classification module, k-means clustering

of Gaussian derivatives for each interest point in normal-
ized form was utilized for developing local neighborhood-
based approach to classify the events on the basis of sim-
ilar nature and noise. However, the system is not invariant
against Galilean transformation and motion-based recogni-
tion. In Laptev et al. [37] considered Galilean motion with
transformation of input images for smoothing purpose. The
histogram-based statistical framework was used for smooth-
ing the image sequences. In addition to this, the velocity
adaptation technique was evolved for interpreting the events
against relative motion of cameras. The stabilization of non-
adaptive filtered data was used for considering the velocity
factor. The velocity adaptation Laplacian operator in each
spatio-temporal scale is very useful for adapting the local
velocity. However, the process may fail in case of non-static
backgrounds, complex scene or multiple events of inter-
ests. Hence, improvement is needed in the section of scale
selection module for appropriate scale selection in statisti-
cal framework. Figure 3 represents a visual comparison on
spatial interest point (SIP) with STIP.

In the context of feature description of interest points,
Laptev et al. [38] introduced a local space–time-based

Detection of spatial interest point (SIP)

Detection of STIP

Fig. 3 Visually comparison on spatial interest point (SIP) with STIP.
Courtesy: [36]
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descriptor and event detector for representing the video data
by utilizing the concept of various image descriptors such
as histogram-based descriptor, principal component analy-
sis (PCA), and N-jet. Moreover, a matching algorithm con-
cept opened out for matching between STIPs with the image
descriptor by employing the local greedy method (i.e., k-
nearest neighbor classification technique).However, the local
descriptor-based approach is fully dependent on relative
motion between camera and objects and it varies in large
amount for certain change of motion pattern. Hence, the
improvement was needed in case of matching algorithm. In
addition, for making a better matching algorithm, consider
the Mahalanobis distances for matching with Support Vec-
tor Machine (SVM) classifier. To overcome the limitations
of [38], Laptev et al. [39] proposed a velocity adaptation
descriptor (i.e., adapt velocity in automatically) by incorpo-
rating the idea of μ-descriptor for neutralizing the effects of
Galilean transformation. In essence, theGalilean transforma-
tion is applicable in temporal domain where relative motion
tends to null. The velocity adaptation technique is very use-
ful for increasing the stability of the descriptors, where
motion pattern is unknown or background ismovable. Laptev
et al. [19] focused on event-based localmotion representation
(i.e., combination of event-based representation [36] with
velocity adaptation technique [39]) for recognizing action in
complex scene with dynamic backgrounds. Besides, the sys-
tem made use of local motion events [2] for detecting neigh-
bors of each event in space–time domain. The use of nearest
neighbor (NN) and SVM classifier for event-based action
recognition has become very popular among the researchers.
However, the event-based local motion representation of a
video rigidly depends onmotion and appearance of an object.

Laptev et al. performed an admirable research on spatio-
temporal domain for action recognition. Still, 3D counter-
part of 2D methods is inadequate for action recognition in
spatio-temporal domain. Dollar et al. [15] introduced sparse
features for behavior recognition (for human as well as ani-
mal) in spatio-temporal domain. The concept of behavior
recognition is very similar to object recognition. Moreover,
it shows adeptness for thinking about different parameters
such as posture, size, appearance, illumination and image
clutter. On the whole, the sparse features are robust in antic-
ipation of noise and pose variation. The method made use of
spatio-temporal features by incorporating the idea of SIFT
(i.e., Laplacian of Gaussian) detector in space–time domain
together with 3D-Harris corner method (i.e., gradient vectors
change in all directions: x, y and t) for detecting the features in
a short video. By utilizing the concept of PCA-SIFT descrip-
tor for same type of cuboid of each interest point, it consid-
ered behavior descriptor (i.e., histogram of cuboid of same
type) using spatio-temporal order of cuboids. Apart from
activity recognition, this is also applicable in recognition
of facial expression, mouse behavior and distance measure-

ment. The 3D-Harris corner detector identified some abrupt
points where motion pattern is changing suddenly such as
starting and stopping time.

The time and space complexity of any action recognition
algorithm can be minimized, if the total number of interest
point is kept low. On the contrary, the reliability of an algo-
rithm may increase, if the total number of interest points is
kept up. In essence, the more stable and unique STIPs (i.e.,
selective STIPs) are used for getting distinct interest points.
In due course, Chakraborty et al. [13,40] proposed a novel
action recognition algorithm using selective STIPs. The pro-
cedure made use of 2D-Harris corner detector with multiple
spatial scales in each frame, along with found set of spatio
interest points at different scales. The process is made up by
removing the unwanted interest points in the background tex-
ture by calculating gradient weighting factor. Instead of fore-
ground extraction, the process was involved for suppressing
the background by means of non-maxima suppression tech-
nique. Thereafter, the systemwas obtained to selective STIPs
with the help of temporal constraint (i.e., removes static inter-
est points) together with matching algorithm (i.e., removes
common points). The method of working made use of N-jet
descriptor for feature extraction andBOWmodel for building
vocabulary. Finally, SVM was used for action classification
and recognition. In addition, Chakraborty et al. were the first
to report exhaustive cross-data evaluation. However, the sys-
tem comes behind greedy approach making the complexity
of the system high sometimes.

The concept of scale-invariant interest point implied that
the detected interest points are robust against scale-changing
operation. In essence, the scale-invariant interest points are
deducible from Gaussian derivatives of each interest point
at different scales by selecting the local extrema over mul-
tiple scales. Willems et al. [12] extended the idea of scale-
invariant interest point detector into spatio-temporal domain
using Hessian-based STIP (Hes-STIP) detector with γ -
normalization. The operating procedure was made use of
2D scale-invariant Harris–Laplace corner detector [2] into
spatio-temporal domain together with SURF descriptor for
describing dense feature points. Moreover, the system can
handle a motion of moving camera. However, it brings out a
very large number of feature sets for using dense sampling
for STIP-based feature detection.

The global or dynamic information of a video con-
sists of information regarding scaling, rotation, illumina-
tion changing, speed variation, phase variation, etc. (i.e., all
flow or motion-based information). On this account, Wong
et al. [41] contributed an introduction to novel feature extrac-
tion method for identifying the moving parts of an object by
utilizing the global information. The dynamic texture and
non-negative matrix factorization (NNMF) were used for
extracting and representing the global information of video
data. In addition, Difference of Gaussian (DoG) detector
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was used for faster execution. Apart from action recognition
domain, this technique [41] is also applicable in the field
of activity recognition, gesture recognition, facial expres-
sion identification, interest point counting, etc. However,
it ignores a valuable global information regarding spatio-
temporal distribution of STIPs. Moreover, some BOWmod-
els [16,17] also ignore the local informations of STIPs.

Yuan et al. [3] proposed a 3D � transform (extension of
3D discrete Random transform) for capturing global distri-
butions (in geometrically) of STIPs in an efficient manner
(i.e., easy to compute). The method of working made use
of � feature (i.e., applicable for global information) and
BOW model (i.e., applicable for local cuboid features) for
representing the detected STIPs. In essence, BOW model
operates on HOG/HOF features and � descriptor carries off
position-dependent feature (in both space and time). Tak-
ing advantage of context-aware kernel of selected contexts,
the operating procedure opened out a context-aware fusion
method for making a better pairwise relationship of these
two feature vectors. At the bottom, the context-free kernels
are very sensitive to outliers of video data and noise. The
context of each video is derived from k-nearest neighbor
classification approach. By analyzing the experimental result
of that system, �+BOW combination furnishes with opti-
mum result among other combinations like BOW+�, BOW+
BOW, �+�, �, BOW, etc.

Apart from the STIP detection and feature extractionmod-
ule, the vocabulary building section is also significant for
recognizing the action classes. In essence, BOW model is
used for generating the codebook of features. This is a his-
togram representation of particular visual pattern (accord-
ing to number of occurrences). The significant benefits of
this representation are relatively sparse, robust against occlu-
sion and viewpoint changing operation, detect locally and
compute efficiently. One of the key features of this tech-
nology is to make better classification strategy of multi-
ple actions in a single video clip. In consequence, Niebles
et al. [16] proposed an unsupervised learning method using
spatio-temporal words (or features). The algorithm of unsu-
pervised learning method made use of probabilistic Latent
Semantic Analysis (pLSA) model and Latent Dirichlet Allo-
cation (LDA) for learning the parameters of spatio-temporal
words in an unsupervised way. The system is robust against
noisy feature point, dynamic backgrounds and moving cam-
era. On the contrary, the BOW model [16] is too local and
may fail for capturing the adequate relationship of objects in
spatial or temporal domain. Also, this may fail for captur-
ing the information regarding relative layout of objects and
actions of motion trajectories.

Kovashka et al. [17] proposed a hierarchy-based learn-
ing proposal for making a richer vocabulary of BOW-based
action recognition systembymeans of features of discrimina-
tive spatio-temporal neighborhoods. A discriminative spatio-

temporal neighborhood (size of the neighborhood may be
fluctuated) feature provides a class-specific vocabulary and
activity-specific information. The method of working made
use of level-0 vocabulary using HOG3D descriptor (i.e.,
applicable for dense interest points) and HOG/ HOF descrip-
tor (i.e., applicable for sparse points). Taking advantage of
normalized Euclidean distance of N closest interest points, it
formulated spatio-temporal neighborhood for generating fea-
tures using compound descriptor (e.g., HOG,HOF, HOG3D)
on next level of hierarchy (say level-1). Moreover, the multi-
ple kernel learning (MKL) model was introduced for deduc-
ing the discriminative neighborhood of each interest point
using distance matrices of multiple interest points. However,
the BOW model [17] ignores spatio-temporal relationships
among local descriptors. This model is not so enough to dis-
criminate the multiple actions which are very closed to each
other.

On that account, Yan et al. [42] proposed histogram of
interest point location (HIPL) algorithm as supplement of
bag-of-interest point (BIP) descriptor for capturing infor-
mation regarding spatial distribution of STIPs. HIPL is a
weaker descriptor than BIP, but also has more power to han-
dle large amount of feature vectors. Moreover, the method
of working made use of Adaptive Boosting (AdaBoost) and
sparse representation (SR) with combination of weighted-
output classifier (WOC) for better classification of feature
sets. The AdaBoost is a learning algorithm, depicts proba-
bility of various classes and makes ensemble of some weak
learners (e.g., stumps). The SR can handle large intra-class
variation of action against corruption and noise distribution.
The WOC model optimizes weight among combinations of
multiple classifiers using their output strength, pros and cons
etc. However, this HIPL model does not provide any tempo-
ral information of video data such as velocity. Subsequently,
the system [42] is unable to properly discriminate the action
classes which are very close to each other; as for example
running and jogging.

3.2 Action recognition in real-world scenario

In most of the cases, it is seen that, the study of human action
recognition is bounded with some controlled environment,
as for example clean background, simple scene, no occlu-
sion, etc. Even so, feature detection is very difficult task in
case of cluttered videos. In this subsection, it summarizes
the methodologies dealing with cluttered background, real-
time processing , activity prediction, etc. As a consequence,
Cao et al. [44] proposed an idea for dealing with occlusion
and cluttered background by considering the multiple STIP
features. In fact, the problems may arise for identifying the
actors or distinguishing the actions or tracking of motion
field in complex scene (i.e., presence of occlusion with clut-
tered background), where some body parts are occluded by
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other objects. The associated feature set for action recogni-
tion was classified as motion-based feature (e.g., motion his-
tory, optical flow) and appearance-based feature (e.g., edge,
color). On top of that, it made use of heterogeneous features
such as Hierarchical Filtered Motion Field (HFMF, dealing
with crowded scene), sparse feature of histograms of oriented
gradient with optic flow (HOG/HOF, histogram descriptors
for the space–time volume) and adaptive action detection
concept for combining the multiple features by means of
Gaussian mixture model (GMM). Having said that, due to
the computational complexity and low response time, this
approach is not suitable for recognizing the action in real-
time processing.

Subsequently, Matikainen et al. [45] considered pair-
wise spatio-temporal relationship among features in the
BOW-based framework using discriminative formulation
and Naive-Bayes formulation. Moreover, it made use of
appearance-based (i.e., STIP-HOG) and motion-based fea-
ture (i.e., quantized trajectories) for generating base feature
codeword (i.e., corresponding to its spatio- temporal posi-
tion).

Zhang et al. [18] gave thought to 4D-local spatio-temporal
features (i.e., combination of both intensity and depth infor-
mation) for handling cameramotion in complex background.
It used hyper 4D cuboid for each feature point (i.e., x,
y, z, t: 3D spatial dimension and 1D in temporal dimen-
sion) and Latent Dirichlet Allocation (LDA) for categoriza-
tion of human activities. However, the system is not robust
against scale-changing operation; improvement is needed in
the vocabulary building section.

The real-time processing of human action recognition
is very popular in HCI, surveillance, video indexing, etc.
Even so lacking of efficient algorithm, quick repose time
and structural information (i.e., information regarding rela-
tionship among local descriptors), real-time processing is
very difficult task among the researchers. Yu et al. [20] pro-
vided a real-time solution by considering the spatio-temporal
semantic and structural forest for recognizing the actions.
It introduced pyramidal spatio-temporal relationship match
(PSRM) technique for capturing structural information, those
are connectedwith descriptors.Also, the operating procedure
made use of Video FAST (i.e., V-FAST) interest point detec-
tor (i.e., 3D counterpart of FAST corner detector) for collect-
ing accurate dense interest point in short time sequence. The
V-FAST interest point detector provides dense interest point,
which hasmore power to classify the spatio-temporal seman-
tic texton forests (i.e., STF). The spatio-temporal STF gener-
ates hierarchical information and codewords by imposing on
spatio-temporal patches. Furthermore, it usedkernel k-means
forest classifier (i.e., PSRM + k-mean forest algorithm) for
efficient classification of vocabularies. Despite that, it used
semantic textons (BOST) for analyzing the texture percep-
tion and interaction among local space–time elements.

With the aid of activity prediction, human action recog-
nition technique is proven to be very useful in video-based
surveillance system, for example stopping of some criminal
activity at its initial stage for avoiding unfortunate outcomes.
Due to the incomplete observation, identification of action
from short video clips is very challenging task among the
researchers. Subsequently, Yu et al. [46] developed Spatial–
Temporal Implicit ShapeModel (i.e., STISM: 3Dcounterpart
of Implicit ShapeModel) for capturing the space–time struc-
ture of local sparse features.Due to additive nature of STISM,
it can predict multiple actions simultaneously with incom-
plete observation from segmented video clips. The course
of action made use of Multi-class Balanced Random For-
est (MBRF) for efficient (i.e., save memory and computa-
tional cost) and discriminative random matching from train-
ing set to testing set. Instead of matching all the interest
points from training to testing set, the MBRF model brings
into focus the interest point pairs; those are falling in same
leaf. Despite that, the system is not suitable for unsegmented
video clips. Table 2 presents an overview idea of the reported
papers.

3.3 Discussions

This section presents a comprehensive summary of the
reported techniques on STIP-based detector. Table 3 rep-
resents a component-wise analysis and short remark of the
reported STIP papers. Most of the researchers worked on
sparse feature-based STIP detector with local descriptor-
based approach. Also, dense feature-based STIP detectors
generate good result for handling large number of feature
sets. In the context of vocabulary building, BOW-based
model is very suitable for STIP-based action recognition
technique. Due to the human-guided classification strategy,
supervised model-based classifiers are very compatible for
both dense and sparse feature-based detector.

Laptev et al. played a vital role in the development of
STIP-based approach. Laptev et al. [2] introduced an idea
of Harris detector in spatio-temporal domain by utilizing the
concept of Harris and Forstner interest point operators. It
detected sparse feature set of each separate feature candi-
dates in iterative fashion and handled very low number of
feature sets for keeping the computation time under control.
Dollar et al. [15] introduced 1D Gabor-filters and convolu-
tion of Gaussian filter for selection of interest points along
with cuboid-based detector and descriptor. As specified in
[15], due to the unavailability of true corner detector, direct
3D model of 2D interest point detectors was insufficient for
the detection of spatio-temporal feature points.

For the first time, Willems et al. [12] detected scale-
invariant (i.e., both spatially and temporally) spatio-temporal
interest points using Hessian detector. It also performs real-
time action recognition for low-resolution videos such as
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Table 2 Related spatio-temporal papers

References Year Topic

Baumberg et al. [1] 1996 Generates spatio-temporal models and emphasized on tracking for deforming objects

Laptev et al. [36] 2003 Detects interest point and select scale in space–time

Laptev et al. [2] 2003 Detects interest points by extending the notion in spatio-temporal domain

Laptev et al. [37] 2003 Introduces velocity adaptation techniques in space–time for activity recognition

Laptev et al. [38] 2004 Introduces local descriptors to represent and recognize motion patterns

Laptev et al. [39] 2004 Introduces automatic velocity adaptation techniques for video representation

Dollar et al. [15] 2005 Recognized behavior using sparse features in spatio-temporal case

Laptev [14] 2005 Implementation of STIPs for compact representation of video data

Wong et al. [41] 2007 Extracts interest points using global features to identify moving parts

Laptev et al. [19] 2007 Adapt velocity in locally for event-based motion recognition in space–time domain

Niebles et al. [16] 2007 Unsupervised learning concept for action recognition using spatio-temporal words

Willems et al. [12] 2008 Introduces dense and scale-invariant STIP detector

Wang et al. [43] 2009 Evaluates local features for action recognition by comparing existing methods

Cao et al. [44] 2010 Action detection using multiple STIP features and focused on cluttered video

Kovashka et al. [17] 2010 Introduces discriminate space–time neighborhood features for action recognition

Yu et al. [20] 2010 Recognized action with temporal semantic and structural forests in real time

Matikainen et al. [45] 2010 Evaluates pairwise spatial and temporal relations for action recognition

Zhang et al. [18] 2011 Introduces 4-D local STIP features, combination of dense and intensity information

Yu et al. [46] 2012 Predicts human activities via STIPs detector by introducing forest structures

Yan et al. [42] 2012 Recognized human action using descriptor-based weighted-output classifier for STIPs

Chakraborty et al. [40] 2012 Introduces selective STIPs concept using local descriptor-based approach

Yuan et al. [3] 2013 Recognized actions using global feature-based STIPs with 3D R transform

Table 3 Systematic analysis of the reported papers on the basis of Fig. 2

References STIPs
detector

Feature
descriptor

Vocabulary
builder

Classifier Remark

Laptev [14] Sparse Local – Semi-supervised High computation time

Dollar et al. [15] Sparse Local – – Features are not scale-invariant

Wong et al. [41] Sparse Global – Both Unable to capture spatio-temporal distribution

Niebles et al. [16] Sparse Local BOW Unsupervised The prescribed BOW model is too local

Willems et al. [12] Dense Local BOW Supervised Difficult to handle for huge amount feature set

Cao et al. [44] Both Both State space Supervised High computation time with low response rate

Kovashka et al. [17] Both Global Extended BOW Supervised Unable to discriminate very similar action type

Yu et al. [20] Dense Local State space Supervised Contemporary good

Matikainen et al. [45] Sparse Both BOW Supervised Simple and computationally efficient

Zhang et al. [18] Both Local BOW Unsupervised Vocabulary building section is too poor

Yu et al. [46] Sparse Local BOW Supervised Nonsuitable for unsegmented video clips

Yan et al. [42] Sparse Global BOW Supervised Unable to capture temporal information

Chakraborty et al. [40] Sparse Local BOW Supervised Follow greedy approach

Yuan et al. [3] Dense Global Mixing BOW Supervised Considerable performance on similar action type

the KTH human action dataset [56]. However, the time
complexity depends on total number of available features.
Chakraborty et al. [40] proposed a novel approach for detect-
ing selective interest points. The system is robust against
occlusion and jumbled background. Tables 4, 5, and 6 pro-

vide a brief overview of some popular features, detectors and
descriptors.

Apart from STIP-based action recognition techniques,
some researchers presented a lots of methodologies with rea-
sonable performances. Scovanner et al. [47] proposed 3D
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Table 4 Concise overview of some popular features

Features Heart of the matter

HIPL Histogram of interest point locations; generates polar
coordinates; captures location information

BIP Bag-of-interest points; Generates codebook for
histogram of cuboids, cluster into several groups

PHOG Pyramid histogram of oriented gradients, HOG
computes in salient region, describes appearance and
motion

PHOF Pyramid histogram of optical flows, HOF computes in
salient region, describes appearance and motion

Table 5 Concise overview of some popular detector

Detectors Heart of the matter

Harris3D Extended version of Harris detector;
detects corner, edge and flat region
using eigenvalue analysis

Cuboid detector Based on Gaussian kernel (2D) and Gabor
Filter (1D); detects local maxima of
response function

Hessian detector Extension of Hessian saliency measure;
measures saliency with determinant of
3D Hessian matrix

Dense sampling Extracts video blocks by locations and
scales at five dimension, 3D in spatially
and 2D in temporally

Table 6 Concise overview of some popular descriptors

Descriptors Heart of the matter

Cuboid descriptor Computes gradient of every single pixel in patch
and minimize dimension by using PCA

HOG/HOF Histograms of spatial gradient and optic flow;
similar to SIFT descriptor

HOG3D Based on histogram of 3D gradient
orientation,3D SIFT descriptor; captures
motion and shape data

ESURF Extended SURF; detects robust local features in
spatio-temporally

SIFT descriptor for action recognition by extending the idea
of SIFT descriptor for 2D images to 3D video data. Due
to the fast computation time and better classification strat-
egy, 3D SIFT descriptor is better compared to 2D SIFT
and 3D gradient magnitude. Gorelick et al. [55] introduced
action as space–time shapes and evolved space–time feature
using Poisson-based descriptor to show robust against par-
tial occlusion and significant scale-changing operation. The
space–time shape of an action is represented as a sequence of
silhouettes of frames in a row at certain time period. Laptev
et al. [48] introduced an interesting method for annotating
automatically human action using movie scripts and subti-

Table 7 Performance comparison of anSTIP-basedmethodwith others
methods by using recognition result

References Weizmann
dataset [55] (%)

KTH dataset
[56] (%)

Scovanner et al. [47] 82.80 –

Gorelick et al. [55] 97.83 –

Laptev et al. [48] – 91.8

Weinland et al. [49] 100 92.4

Mukherjee et al. [7] – 92.8

Wang et al. [50] – 94.4

Chakraborty et al. [13] 100 96.35

tles by following 3D-Harris corner detector at multiple scales
with HOG and HOF feature descriptor. This is an erroneous
method and most of the errors come from the temporal align-
ment of the scripts. Weinland et al. [49] introduced a robust
technique against occlusions and viewpoint changing oper-
ations using dense HOG3D descriptor for representing the
video data. For action recognition in complex scene with
dynamic background, Wang et al. [50] used feature trajecto-
ries (for action detection) and spatio-temporal tube of max-
imum mutual information (for action modeling) for keeping
both time efficiency and localization accuracy. However, it
is unable to discriminate the actions which have common
motion pattern, as for example dialing a phone and answer-
ing a phone. Using pose information and motion pattern,
Mukherjee et al. [7] evolved key (i.e., important or mean-
ingful) pose-based action recognition method for repetitive
motion pattern; however, it takes longer time to train and
shorter time to test.

Table 7 brings to light the performance comparison of
a famous STIP-based human action recognition technique
[13] with the other detectors. The potential of Weinland et
al. [49] and Chakraborty et al. [13] is almost identical on
Weizmann [55] dataset; though it is the fact that Weinland
et al. [49] and Chakraborty et al. [13] used global descriptor
(i.e., HOG3D) and local descriptor (i.e., N-jet), respectively.
In KTH dataset [56], Weinland et al. [49] and Mukherjee
et al. [7] show almost same accuracy; however Mukherjee et
al. [7] is more time efficient thanWeinland et al. [49] dataset.

Moreover, Singh et al. [51] performed an effective
research work regarding tracking and action recognition by
utilizing the concepts of Dynamic Bayesian Action Network
(DBAN) for 2D body model. Jiang et al. [52] introduced
a hierarchical model for recognizing action with real-time
processing. The video-based human action recognition sys-
tem has exert influence on occlusions, view changing, fluc-
tuating execution rate, anthropometry, etc. Ramanathan et
al. [53] did a surveyworkon contemporary action recognition
methods to take into account some of these potential chal-
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lenges. Wu et al. [54] utilized audiovisual feature selection
and fusion in realistic scenario for human action recognition.

As found in various state-of-art papers, the researchers
recommended a lots of detectors, descriptors, and classifiers
for recognizing the human action. However, it is seen that
some datasets or application-specific detectors, descriptors
or classifiers performed better among rest. As for example,
cuboid detector [15] is performed better in Hollywood2 [59]
andUCFdataset [57]; 3D-Harris corner detector is performed
better in KTH dataset [56], etc. Moreover, the combina-
tion of HOG/HOF descriptor together with dense sampling
has carried out always better result in Hollywood2 dataset
[59] and dense sample together with 3D-HOG descriptor
has operated better in UCF dataset [57]. Despite that among
other descriptors, the gradient-based optic flow descriptor is
always reliable for recognizing the action. InWang et al. [43]
discussed about experimental results on various state-of-art
technologyusingKTHactiondataset [56],UCFSports action
dataset [57] and Hollywood2 dataset [59]. In their experi-
mental setup, the evolution method made use of four types
of detectors (i.e., Harris3D, Cuboid, Hessian and Dense),
five types of descriptors (i.e., HOG3D, HOG/HOF, HOF,
cuboid, extended SURF or ESURF) and one classifier (i.e.,
SVM with x2-kernel). It evaluated various results regarding
dataset-specific parameters such as find best combination of
detector and descriptor of a particular dataset, average accu-
racy of dense sampling of a particular dataset, average speed
(frames/second) of feature detection of various descriptors,
average number of features (features/frame), etc. As speci-
fied in [40], SVM with x2-kernel gives almost cent percent
average recognition accuracy in Weizmann dataset [55].

Table 8 represents a comparison analysis of major head-
way papers. The STIP detection ratio is evaluated on the basis
of total number of detected STIPs on the actors with respect
to the total number of STIPs in the background texture. It
becomes more clear that Chakraborty et al. [40] evaluated
more accurate and distinct interest points compared to others.
Tables 9 and 10 confer performance comparison of variety
of STIP-based techniques, and exhibit the ability of various
reported techniques. These tables confer the idea that spatio-
temporal based approaches are very suitable for repetitive
action analysis. Table 11 represents average accuracy of the
two famous feature detectors (i.e., Harris3D, Hessian) with
some descriptors in KTH dataset [56]. In KTH dataset [56],
HOF descriptor performs similar to HOG/HOF descriptor in
both dense and sparse type of STIP detector. However, the
performance of HOG is not up to the mark. Still, there are
some loopholes for STIP-based techniques such as:

Local approach Generally, the STIP-based methods cap-
ture information from video sequences locally. There is also
a gap for capturing global information more beneficially. In
due course, it may fail for recognizing actions in complex
scene.

Table 8 Comparison on the basis of STIP detection ratio in MSR 1
Dataset [60]

Method Feature set Detection (%)

Laptev et al. [2] Sparse 18.73

Dallar et al. [15] Sparse 21.36

Willems et al. [12] Dense 24.02

Chakraborty et al. [40] Sparse 76.21

Table 9 Performance comparison on the basis of action recognition
ratio (%) in KTH dataset

Method KTH dataset
[56] (%)

Laptev et al. [39] 91.80

Cao et al. [44] 95.02

Kovashka et al. [17] 94.53

Wong et al. [41] 86.62

Niebles et al. [16] 81.50

Yu et al. (PSRM+BOST) [20] 95.67

Wang et al. [43] 92.1

Yan et al. (AdaBoost) [42] 93.98

Chakraborty et al. [40] 96.35

Yuan et al. [3] 95.49

Table 10 Performance comparison on the basis of action recognition
ratio (%) in UCF sports action dataset

Method UCF sports
action [57] (%)

Wang et al. [43] 85.6

Kovashka et al. [17] 87.57

Yan et al. (AdaBoost) [42] 90.67

Yuan et al. [3] 87.33

Table 11 Average accuracy of two most famous feature detectors with
some descriptors in KTH dataset [56]

Descriptor Harris3D
(sparse) (%)

Hessian
(dense) (%)

HOG (local) 80.9 77.7

HOF (global) 92.1 88.6

HOG3D (global) 89.0 84.6

HOG/HOF (global) 91.8 88.7

Stability It is a fact that amaximumnumber of STIP-based
methods are unstable due to the disparity of local character-
istic of the detectors. Sometimes, the STIP-based methods
have failed for detecting operation with moving cameras.

Redundancy Due to the property of local descriptors of
surrounding image region, redundancy can occur.

123



300 D. Das Dawn, S. H. Shaikh

However, the recognition of human action in real-world
scenario is a very challenging task. By considering a lots of
complex issues, the algorithmic complexity may increase.
Still, application-based recognition techniques require some
extra features apart from accurate recognition. Most of the
reported methods were tested in some special dataset, which
are captured in some controlled environment. Hence, it is
very difficult for guessing their performances in real-world
scenario. Some related complex issues are: (1) If occlusion
occurs in some part of the body, then tracking of moving
objects in different viewing direction are very difficult to
perform. (2) A silhouette image where interior portion is
featureless. The translation, rotation and scaling operations
are not suitable for the silhouette images. (3) The complexity
of an action depends on number of body parts involved in the
action. (4) The speed or motion of different body parts is not
in synchronized fashion. (5) Speed variation of actors. For
example, it is very difficult to identify walking and slow run-
ning. (6) Phase and scale variation of actors. (7) For variation
of light in image sequences, background subtraction is a very
challenging task. (8) Unusual or excess clothing of actors.
(9) Video captures in moving camera with variable speed
or multi-view objects. (10) Physically challenged actor. For
example, an actor having single leg moving with a crutch.

4 Related datasets for human action recognition

This section presents a synopsis about various related
datasets for human action recognition. All the datasets are
publicly available for research. These datasets are useful for
the comparison of various techniques.

4.1 Weizmann Human action dataset [55]

The Weizmann human action dataset was introduced by
Weizmann Institute of Science in 2001 and 2005. The Weiz-
mann Institute of Science provided two datasets: Weiz-
mann event-based analysis (ground truth: temporal annota-
tion, in 2001) and Weizmann actions as space–time shapes
(ground truth: silhouettes, in 2005). The key features of
these two datasets are: low resolution and static background.
The Weizmann event-based analysis consists of around six
thousand frames and performing four activities: running in
place, waving, running, and walking. Weizmann actions as
space–time sh apes are a collection of ninety low-resolution
video sequences and contain ten types actions; i.e., run,
walk, skip, jumping-jack or shortly jack, jump-forward-on-
two-legs or jump, jump-in-place-on-two-legs or pjump, gal-
lopsideways or side, wave-two-hands or wave2, wave-one-
hand or wave1, and bend. As specified in [16], contradic-
tion may arise in the action classes skip, jump and run.
Chakraborty et al. [40] obtained almost cent percent recogni-

Fig. 4 Example of ofWeizmann dataset (Walking, Running, and Jack)

tion accuracy with and without cross-data evaluation on this
dataset. Due to the static background feature, the unsuper-
vised learning method (i.e., pLSA, LDA) is also applica-
ble for this dataset. Figure 4 provides a snapshot of this
dataset.

4.2 KTH Human action dataset [56]

The Royal Institute of Technology in Sweden created KTH
(in Swedish: Kungliga Tekniska hgskolan) dataset. It con-
sists of 25 × 6 × 4 = 600 video sequences where 25
individuals performed 6 actions with 4 scenarios. The KTH
video database contains six types of human actions (walking,
jogging, running, boxing, hand waving and hand clapping).
All actions were performed several times by 25 subjects in
four different scenarios: outdoors s1, outdoors with scale
variation s2, outdoors with different clothes s3 and indoors
s4. The ground truth of this dataset is simple action anno-
tation. This dataset contains video with static camera and
homogeneous background. Due to its features, NNMF has
proven to give very good result on this dataset [41]. This
dataset contains some actions which are very close. It is
proven by the several researchers [12,16,20,41,42], because
the similarity contradiction may arise on running and jog-
ging action class. In addition to this, extended version of
KTHdataset (i.e.,Multi-KTH)was released in 2008. The key
features of Multi-KTH dataset are multiple actors. Sparse
feature-based detector (i.e., Harris3D) and local descriptor
(i.e., N-jet)-based approach are proven to be very suitable
for Multi-KTH dataset [40]. Figure 5 provides a snapshot of
this dataset.

4.3 UCF Sports action dataset [57]

The Department of Computer Science and Electrical Engi-
neering of University of Central Florida (UCF) created the
UCF sports action dataset in 2008. This is real sport broad-
casting videos. They provides various sports such as div-
ing, golf swinging, kicking lifting, horseback riding, running,

123



A comprehensive survey of human action recognition 301

Fig. 5 Screenshots of KTH dataset

Fig. 6 Frame example of UCF sports action dataset

skating, swinging, and walking. The key features are: simple
background, wide range of scenes and view points, simple
action annotation. The sparse feature-based STIP detector is
not suitable for this dataset due to the wide range of scenes
and view points. Both local (i.e., HOG) and global descriptor
(i.e., HOG3D, HOG /HOF) are compatible with this dataset.
As specified by [43], the dense sampling with minimal spa-
tial size gives good result for this dataset. Dense sampling
gives a more complete description of motions and rich con-
text information of the dataset. Figure 6 provides a snapshot
of this dataset.

4.4 Hollywood and Hollywood2 human action database
[58,59]

Hollywood (in 2008) and Hollywood2 (in 2009) datasets
were created by IRISA institute in France. These datasets
consist of short movie sequences. Hollywood action dataset
contains eight actions (i.e., answer phone, get out of car,
handshake, hug, kiss, sit down, sit up and stand up)
from movies’ extraction. Hollywood 2 dataset is a second
version of the Hollywood dataset with the addition of
dynamic background features. Hollywood2 dataset provides
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four additional actions (i.e., drive car, eat, fight, run). The
key feature of these datasets are: large intra-class vari-
ability, multiple persons, challenging camera motion, rapid
scene changes, unconstrained and cluttered background,
label ambiguity, high quality. These dataset contains some
special features such as expression, posture and cloth-
ing. Due to its complexity, this dataset is not so popu-
lar in action recognition field. However, these same fea-
tures make the researchers to come face to face with real-

life challenges. Both sparse (i.e., Harris3D, Cuboid) and
dense feature detector (i.e., Hessian detector, dense sam-
pling ) are suitable for these datasets [43]. Because the
local descriptor (like N-jet) did not provide good result in
these datasets as found [40], however, due to the large intra-
class variability and challenging camera motion, the global
descriptor (i.e., HOG3D, HOG/HOF) is more suitable for
these datasets. Figures 7 and 8 provide snapshots of these
datasets.

Fig. 7 Video samples of Hollywood action dataset

Fig. 8 Video samples of Hollywood2 action dataset

Fig. 9 One frame example of some actions from Microsoft Research action (MSR) action dataset
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4.5 Microsoft Research (MSR) action dataset [60]

The Microsoft research team created MSR action dataset in
2009 for analyzing the behavior of human being. This dataset
deals with realistic action with complex and non-static back-
grounds. It provides both indoor and outdoor scene. The
dataset contains 14 hand clapping, 24 handwaving and 25
boxing actions with multiple types of clutter and moving
backgrounds. It is found that sparse feature detector (i.e.,Har-
ris 3D) together with local descriptor (i.e., N-jet) performed
well on this dataset [40]. Figure 9 provides a snapshot of this
dataset.

4.6 Action similarity LAbeliNg (ASLAN) dataset [61]

The ASLAN dataset was introduced by Kliper-Gross et
al. [61]. This dataset contains 3631 unique action sam-
ples and 432 action classes. It provides both color and
grayscale videos in AVI and mp4 format along with differ-
ent types of resolution and aspect ratio. This dataset was
captured in uncontrolled environment with pair-matching
benchmark. It provides unified testing protocol for measur-
ing the performances on various techniques. It is proven that
this dataset is compatible with various STIP-based detec-
tor and local descriptor (i.e., HOG, HOF and combina-

Fig. 10 Sample image frame from the ASLAN video dataset

Fig. 11 Example video sequences of IAS-Lab action dataset (check watch, cross arms, and throw from bottom up)

Table 12 Datasets: brief overview

Name of the datasets Year Number of actors Scenes Camera movement View type

Weizmann dataset [55] 2001 9 Outdoor Static Mono-view

KTH dataset [56] 2004 25 In/outdoor Static Mono-view

UCF action dataset [57] 2008 – In/outdoor Several Mono-view

Hollywood human action [58] 2008 – In/outdoor Several Mono-view

Multi-KTH dataset [56] 2008 5 outdoor Moving Multi-view

Hollywood2 dataset [59] 2009 – In/outdoor Several Mono-view

MSR action dataset [60] 2009 10 In/outdoor Static Mono-view

ASLAN dataset [61] 2012 – In/outdoor Static Multi-view

IAS-Lab action [62] 2013 12 Indoor Static Mono-view

123



304 D. Das Dawn, S. H. Shaikh

tion of two) [61]. Figure 10 provides a snapshot of this
dataset.

4.7 IAS-Lab action dataset [62]

Munaro et al. introduced IAS-Lab action dataset in 2013.
The dataset provides 15 actions, performing 12 people with
540 samples video (RGB-Depth and gray scale); in addition
with, it supplies skeleton pose for every frame. It contains
15 human actions such as CheckWatch, Cross arms, Get up,
Kick, Pick up, Point, Punch, Scratch head, Sit down, Stand-
ing, Throw from bottom up, Throw over head, Turn around,
Walk, andWave.Munaro et al. made use ofMicrosoft Kinect
sensor with tracking system (i.e., NITEs skeletal tracker) for
detecting and tracking people in the scene. This dataset will
be helpful for analyzing four-dimensional spatio-temporal
features [18]. In essence, the four-dimensional STIP feature
analysis deals with intensity and depth information. The con-
tradiction may arise on the action classes such as Standing,
Sit down and Get up [62]. Figure 11 provides a snapshot of
this dataset.

Over the last decade, primitive datasets Weizmann [55]
and KTH [56] are saturated to write about performance mea-
surement on action recognition domain. The realistic datasets
MSR action [60], Hollywood [58,59] and UCF sports action
dataset [57] are the ideal for STIP-based action analysis.
While these datasets are focused on atomic actions, the
recent work ASLAN dataset [61] and IAS-Lab action [62]
dataset are focused on complicated actions. Apart from these,
some datasets are really important for this domain such as
IXMAS dataset [63], i3DPost Multi-view [64], MuHAVi
human action [65], VIRAT dataset [66]. Consequently, most
of the datasets provide actions classes of mono-view type.
However, the datasets [63–65] provide multi-view analysis
of actions. By putting background clutter and diversity in the
video data, VIRAT dataset [66] becomes challenging for the
researcher community. Table 12 provides a concise overview
about related datasets.

5 Conclusions

This paper presents a comprehensive review work on human
action recognition based on spatio-temporal approaches. The
gradual developments in the field of STIP-based detectors
have been identified. Also the limitations of various method-
ologies proposed by different researchers have been summa-
rized. Related benchmark databases are also reviewed in this
context. STIP-based human action recognition is a promis-
ing field of research with several interesting applications like
HCI, surveillance, health care systems, etc.

There remain various dynamic factors and complex issues
in STIP-based approaches in real-life scenarios. Action

recognition becomes very difficult for multiple moving
objects in the presence of shadow, illumination changes in
the scene. Segmentation of foreground objects from the back-
ground and correct localization of the objects in the video
frame are also challenging tasks. Action recognition inmulti-
viewmoving objects is very promising in handling the issues
involved in real-life scenarios. Another interesting exten-
sion of this approach is on human skeleton images produced
by different motion sensor-based devices (e.g., KINECT,
LEAP). It will be easier to detect STIPs in skeleton images
with better accuracy. Therefore, it increases the rate of correct
classification of different human actions.
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