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Abstract In this paper, we study the visual mining of time
series, and we contribute to the study and evaluation of 3D
tubular visualizations. We describe the state of the art in the
visual mining of time-dependent data, and we concentrate
on visualizations that use a tubular shape to represent data.
After analyzing the motivations for studying such a repre-
sentation, we present an extended tubular visualization. We
propose new visual encodings of the time and data, new inter-
actions for knowledge discovery, and the use of rearrange-
ment clustering. We show how this visualization can be used
in several real-world domains and that it can address large
datasets. We present a comparative user study. We conclude
with the advantages and the drawbacks of our method (espe-
cially the tubular shape).

Keywords Visual data mining · Time series ·
3D interactive visualizations · User evaluation

1 Introduction

Time is involved in many real-world datasets, and many
methods are devoted to temporal data mining [8]. Among
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the methods that can be used for knowledge discovery
in time-dependent data, we focus on those that are user-
centered and that use interactive visualizations. These meth-
ods belong to the more general fields of visual data mining
(VDM) [13,26,39,47] and visual analytics (VA) [25]. Time
is such a specific dimension that many visual and interactive
approaches are devoted for exploring and analyzing temporal
data [1,2,35].

Several authors have proposed using a tubular shape as a
visual metaphor, initially as a focus+context technique [34]
and then as a means to visually represent the evolution of
time series [5,40]. The principles of such a representation
consist of using the axis of a tube to represent the time and
the sides of the tube to represent the evolution of the data
attributes. As underlined in [34] (see the next section for
further details), this visual metaphor has several interesting
properties. It is argued that it is a “natural” metaphor that
can be easily understood by the users, that is, it presents
an overview of the data as well as details (a focus+context
technique) and that it can represent a large quantity of data.

In these studies, the main point was to introduce the tubu-
lar visualization and its focus+context property. The visual-
izations were mostly 2D and had static views [34,40]. No
navigation or interactions were proposed within the visual-
izations, and the report of user experience and evaluation
was limited. Thus, there are still many unanswered ques-
tions about the use of a tube as a visual metaphor: Do the
users easily accept such a metaphor? Can it really address
large datasets? Can these visualizations be further extended
with navigation and interactions with the aim of mining time
series? Does user performance increase (or decrease) with
such a representation and in comparison with a more stan-
dard one?

In this paper, our aimwas to contribute to the study of such
tubular visualizations and to better highlight their strengths
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and weaknesses. For this purpose, we used the initial work
as a basis and starting point, and we tried to go beyond these
proposals. We extended the tubular visualization in several
ways (new visual elements, 3D navigation, interactions) with
the aim of improving its ability to solve time series mining
tasks. Then, with this extended visualization, we studied how
it can be accepted and used by users from different domains
and how it can represent large datasets. To further analyze
this visualization, we performed a user study to compare this
approach to a more standard 2D matrix representation.

The remainder of this paper is organized as follows. In
Sect. 2, we describe the visual approaches that are devoted to
temporal data, especially methods that process large datasets
and those that use a tubular representation. Section 3 focuses
on the extensionswemade to the tubular visualization, which
yield to the definition of DataTube2. In Sect. 4, we present
experimental results on real or large data, and in Sect. 5,
we detail a comparative user study. Section 6 concludes this
paper and presents future perspectives.

2 State of the art and principles of tubular visualizations

2.1 Visual mining of time-dependent data

The visual mining of time-dependent data has a long his-
tory [33], and several surveys can be found such as [1,2,35].
In this paper, we focus our survey onmultivariate time series.
We consider the common case of n numerical attributes
whose values have been recorded over k time steps. Such
attributes can describe the evolution of a given phenomenon,
such as market stocks, the consumptions of products, hits on
Web pages or glucose concentrations in patients’ blood. We
do not address tree-structured data (such as in [42]), geolo-
calized data (see [4], for instance), or the evolution of texts
over time (see, for instance, [14]).

Many visualizations have been proposed for the visual
exploration of time series, such as diagrams [29,44], spirals
[12,43,45], and metaphors (calendars [15,46], pencils [16]).
These visualizations are interesting, but are generally limited
to small datasets (i.e., n × k < 75,000, according to the
values presented in those references). Here, as will be shown
in the following sections, using the tubular shape allows us to
address larger datasets, so we focused our survey onmethods
that can display the largest amounts of temporal data. In [19],
a clustering step is performed with a Kohonen map on 2,665
curves of 144 values each to visualize 100 clusters (each
cluster is visualized as a “mean” curve with 144 values).
Thus, the resulting visualization consists of n = 100 curves
over k = 144 values. Another example is the “Recursive
Pattern” [24], in which n×k = 530,000 values are displayed
with n = 100, or “Circle segments” [7] (with n = 50).
These approaches belong to pixel-oriented methods. More

recently, a visualization called CloudLines was proposed in
[28]. CloudLines is based on a multi-resolution technique
in which more space is devoted to recent time steps than to
older time steps for which data values are highly aggregated.
This compact display can represent up to n × k = 117,000
events. In [18], a visualization is proposed to analyze frequent
patterns in large time series (k = 85,035), but with a limited
number of series (n < 5).Anothermethod, calledLineGraph
Explorer, can display large datasets [27]. This method was
applied, for instance, to climate data (n = 324 cities and
k = 3,650, which amounts to n × k = 1,182,600). This
approach can also reorder the attributes to place attributes
with similar temporal behavior next to each other. LiveRAC
[32] uses a condensed display ofmany time series. These are,
as far as we know, the visual and interactive methods that
can represent the largest amount of temporal data. Several
of these methods do not visualize the complete dataset, but
rather aggregated values, so the real number of displayed data
might be smaller than what we mention in this section.

In general, the interactions are limited to the visualization
only: the user can zoom in or out, possibly with a semantic
zoom that displays several levels of detail. The user can nav-
igate within the data. Interactions are rarely proposed to help
the user in mining the data. In [18], the user is assisted in
finding patterns, and in Line Graph Explorer, the time series
can be reordered according to their similarities. Indeed, other
systems, such as [38], propose several interactions (such as
the search for patterns), but the display in this system is lim-
ited to a small number of time series (approximately ten).
In addition, user evaluations are rare in the context of time
series visual mining [3,32].

In the visualization we propose, we address datasets of
similar size (or larger), and we include several interactions
to help the user during the mining process. We also present
a user study to evaluate our approach.

2.2 Tubular approaches

The idea of a 3D axial representation of the time around
which the data attributes are wrapped can be found in several
visualizations. For instance, in the ”Kiviat tube” [17], a star
graph [23] is defined for each time step of the time axis.
Each star graph represents the values of the n attributes for
the considered time step.Many such graphs are stacked along
the time axis. This method was applied to the visualization
of the load of n = 64 processors. However, this stacked
representation seems to create many occlusions.

The principles of a 3D tubewere initially proposed in [34].
The 3D tubewas used as a focus+context technique [30]. This
property was achieved with the 3D perspective that results
from the 2D projection of the 3D tube. It was illustrated in
several domains, including the display of time series. The
“attributes × time steps” matrix was represented with gray
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levels, and both sides of this matrix were folded over each
other to form a tube. This tube had a square shape/section (not
a circular one, as in other works). The axis of this tube repre-
sented the time. The point of view on the tube was fixed (tip
of the tube) and no navigation or interactions were possible.
No specific evaluations or user feedback were studied.

Another tubular representation, calledDataTube, was pro-
posed in [5]. This visualization can be seen as a possible
evolution of Recursive Pattern, but with the use of the 3D
space. DataTube was applied to the visualization of market
stocks (with n = 50 and k ≤ 100). It included a technique to
reorganize the attributes around the tube. DataTube was not
further developed or evaluated.

To conclude the state of the art, we mention a recent
visualization [40] in which a tubular shape was used as a
focus+context technique, again with a fixed user point of
view. This visualization was intended to represent events
over time rather than multivariate time series. Hence, only
two attributes were represented in the tube, i.e., the time and
another symbolic attribute whose values are encoded as a
position on the tube. 3D widgets with varying colors were
used to represent several types of events. The visualization
had no interactions. Case studies with simulated data were
presented, but with no real user feedback or evaluation. This
work confirmed the interest of such a tubular representation
for mining temporal data in real-world domains.

2.3 Motivations for further study of a tubular visualization

These authors (especially [34]) explained well the motiva-
tions for studying such a tubular representation. We list them
below and add our own. These authors argue that the tube
is a “natural” metaphor that can be easily understood by the
users. This seems plausible to us because many objects in the
real world have a tubular shape. This shape was used in sev-
eral domains to convey information, such as in video games
where the player is located in a tube.1 An estate agency even
used a 3D tube for its hiring advertising,2 where the axis
of the tube represented the time and the evolution of one’s
career. A tubular shape was also used by a data designer
(see http://www.benwillers.com). From these examples, and
according to the initial papers, we can expect that the tubular
shape will be easily understood by the users. This point was
not especially evaluated in the previous work, so we intend
to better quantify it.

In the initial work, the main reason for introducing a tubu-
lar metaphor was to use it as a focus+context technique. Usu-
ally, the 3D perspective is considered as a negative effect in
visualizations because the size of objects depends on their

1 Among the Android game applications, more than 30 games can be
found in which a 3D tube is used.
2 http://emploi.nicematin.com/fckeditor/image/image-logia.

distance from the user. If the depth is not properly perceived,
then a large object that is located far from the user will appear
smaller than a small object located next to the user. In a tubu-
lar representation, this weakness is turned into a strength: the
perspective is used to assign more or less display space to
the data. Data located next to the user are given more space
than data that are located far away. Consequently, a com-
plete overview of the dataset is available as well as details:
the sides of the tube represent the details, and the end of
the tube provides an overview of the future (or the past).
In the existing work, the user point of view was mainly
fixed, i.e., no navigation was provided. Consequently, the
user had no possibility to adjust the focus to a desired part
of the dataset. However, adjusting the focus area is a typical
interaction in focus+context techniques, such as the perspec-
tive wall [30]. In the presented work, we wish to improve
this point by enabling the user to navigate within the tube
and, thus, to adjust the point of focus as well as the context
area.

From the 3D point of view, the tubular shape avoids other
drawbacks of 3D representations than the perspective effect.
When the user moves inside a tube, no occlusions occur: no
data are hiding another one. Furthermore, we will show in
this paper that the 3D navigation can be simplified thanks to
the tube shape and that it can be limited to two degrees of
freedom. So a simple navigation mode can be implemented
that is easy to understand for non-experienced users.

From the 2D point of view, the differences between a tubu-
lar shape and a 2D matrix representation (i.e., an unfolded
tube) can be discussed. In a 2D matrix representation, the
rows can represent the series, and the columns can repre-
sent the time steps. Such a representation is space efficient
(following Ben Shneiderman’s statement, “a pixel is a terri-
ble thing to waste” [10]) because it can use the whole screen
thanks to its rectangular shape. As discussed in [34], the same
property can be obtained with a tubular representation (i.e.,
only limited part of the screen are wasted, as shown in the
figures presented in this paper). In addition, in a tubular repre-
sentation, the circular layout of the attributes is more “homo-
geneous” than a linear ordering of a matrix (as in Line Graph
Explorer). In a linear representation, the first line (i.e., the
first attribute) on top of the visualization is located far away
from the last line at the bottom of the visualization (i.e., the
last attribute). If the attributes have been reorganized, then the
comparison between the first and the last attributes might be
more difficult because those attributes are located at the two
farthest possible locations in the representation. In a tube, the
layout of the attributes around the axis is such that there is
no first or last line. Furthermore, distortion techniques such
as fisheye views also implement a focus+context mechanism
and could be applied to 2D matrix visualization. However, it
seems that the evaluation of distortion techniques are mixed
[20,36]. So we believe that it could be interesting to develop
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Fig. 1 a The data matrix that
will be visualized in DataTube2.
It contains n attributes
A1, . . . , An whose values were
recorded over k time steps
t1, . . . , tk . b The temporal tube
as described in DataTube [5].
Each line of the matrix is
mapped to a line in the tubular
representation

alternative approaches that would be based on different tech-
niques, here a 3D representation.

Finally, it is argued in the existingwork that a tubular shape
can represent large datasets because the length of the tube can
be infinite, which is conceptually true. However, in practice
the limited resolution of the screenwill impose a limit, which
was not tested in previous work. In this paper, and following
our initial work in which we presented a first application of
a tubular representation to web data [41], we would like to
further study such a representation and its properties, to gain
more insight into the tubular visualizations and to provide
answers to the questions we raised.

3 DataTube2

3.1 Data representation and pre-processing

The data pre-processing step we describe in this section is
not specific to the tubular representation, but it represents
an important step in the preparation of the data before the
visualization. This pre-processing step has been integrated
in our tool in a 2D interface. With this interface, the user can
easily set up the parameters that are used to prepare the data
(as well as the other parameters of the visualization discussed
in the following sections).

We denote by A1, . . . , An the n numerical attributes that
describe the data.We assume that these attributes valueswere
recorded, possibly in an asynchronousway, over a [0, T ] time
interval. A record is thus represented as a triple (Attribute,
time stamp, value), and many such records represent the
data to be visualized and explored. Thus, the first step is
to convert these asynchronous data into a synchronous rep-
resentation (i.e., an “attributes × time steps” matrix). For
this purpose, the user defines a time interval�T (in seconds,
minutes, hours, days, etc.) and an aggregation operator (sum,
mean, max, min) to aggregate the asynchronous attribute val-
ues (see also the discussion in [9]). The value of�T defines k
time intervals (or time steps) that are such that T = k ×�T .
In the following, we denote these time steps as t1, . . . , tk . For
a given time step t j (i.e., t j = [( j − 1) × �T, j × �T ], and
for a given attribute Ai , all Ai records in the input data are

aggregated with the operator that was selected by the user.
If no event was recorded for Ai during t j , then the value in
the matrix is labeled as “missing”. At the end of this pre-
processing step, a data matrix is created as shown in Fig. 1a.
This matrix has n lines (one for each of the n attributes) and
k columns (one for each time step). Thus, the input data of
our visualization are represented by an n × k matrix and we
denote Ai (t j ) as the value of attribute Ai at time step t j .
The values of an attribute Ai are then normalized on a [0, 1]
scale. This normalization can be achieved in several ways:
we can use the minimum and maximum values of Ai , the
global minimum and maximum values that are found in the
matrix, or user given values.

3.2 Initial tubular visualization

The initial tubular visualization (as initially described in [5])
is a representation of this matrix with a time tube as shown in
Fig. 1. In this visualization, each value Ai (t j ) is represented
by a rectangular facet. A time step t j is thus encoded by a
set of facets forming a ring on the tube. The evolution of an
attribute Ai (t j ) is represented by a line that is parallel to the
tube axis. A gray level is assigned to each facet depending
on the value of Ai (t j ). We selected this circular tube repre-
sentation [5,40] rather than the square section tube [34]. In
a square section (i.e., with 4 faces), series that are located
in the corners are given less space than series located in the
middle of the faces of the square tube. Thus, using a circular
tube, the parts of the screen that are assigned to the attribute
are more homogeneous than in the square tube.

3.3 The Datatube2 visualization

To the initial visualization, we added several visual features
to make it more operational for time series analysis, namely
a time axis with the possibility to add annotations, and the
visualization of missing values.

We wanted to help the user better visually identify the
time in the 3D tube because no time axis was proposed in
the other tubular visualizations. For this purpose, we pro-
pose two possibilities. The first is to represent a ring on the
tube to clearly identify a given time step (see Fig. 2a). This
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Fig. 2 The extensions we made
to the tubular visualization. In a,
we added a ring and other types
of selections to help the user
evaluate the time and duration of
events. In b, we added an
optional time axis with labels
that represent the time steps

Fig. 3 Examples of annotations
that were dynamically added. In
a, the annotations highlight
specific time steps, and in b an
annotation underlines an event
(one specific value of an
attribute)

ring can be moved forward or backward, step by step. The
corresponding time value is represented as a label on the left
part of the screen. The second extension is a time axis that
can be displayed or hidden (see Fig. 2b). This axis is com-
posed of slabs with text labels that indicate the time. Such
slabs are transparent, allowing the user to see the data located
underneath.

The user can add annotations to the time axis or to a facet.
Such an annotation is visually represented as an image for
the time axis (see Fig. 3a) and as a small sphere for a facet
(see Fig. 3b) The image can be used to represent a spe-
cific event. This can help the user analyze how the evolu-
tion of the attributes was affected by this event (for instance,
if the data represented stocks, an influential event can be
the speech of a politician, and an image of that politician
can be represented in the tube at the time the speech was
delivered). The user can associate to an annotation a text
that can be displayed, a sound that can be played, or even a
Web link (URL) that is opened in a Web browser. In this
way, the user can directly store ideas or discover knowl-
edge in the visualization. These annotations can be used to
share knowledge with other experts or to perform an interac-
tive presentation of the data to a panel of users (customers,
managers).

Another practical issue we addressed in DataTube2 is
the problem of missing values. Such values might occur
because of the asynchronous to synchronous data conver-
sion (see Sect. 3.1): for a given time step t j and for a given
attribute Ai , there might be no record in the input data. This
case requires specific processing and an adapted visual ren-

dering. Missing values might also be due to other reasons:
for instance, if the attributes represent the values of sen-
sors, then the absence of a signal might constitute impor-
tant information for the user. To represent such missing val-
ues, we choose a user-determined color (black, in this paper,
which is the same color as the background color). With
such a representation, the missing values appear as “holes”
in the tube. The user can then easily detect and analyze
them.

Finally, the color encoding of the facets can be customized
with a simple transfer function. This function turns each data
value Ai (t j ) into a color. It can normalize the values accord-
ing to different schemes (e.g., local or global minimum and
maximum, means and deviations, etc). One lower and one
upper threshold can also be defined to restrict the scale of
values. In the short term, we also wish to include preset color
scales (such as in colorbrewer2.org).

3.4 From simple to advanced 3D navigation modes

Changing the area of focus is necessary for the data explo-
ration. In the previous tubular visualizations, this was gen-
erally not possible; the area of focus was fixed. In a 3D
tube, the focus can be changed by allowing the user navi-
gate within the tube. With different 3D points of view, the
user can adjust which part of the data will be the focus of
the visualization, and which part will represent the context.
However, the navigation in 3D can be difficult for inexpe-
rienced users. This is because 3D representations generally
create occlusions andmight require complexmoves to obtain

123



20 F. Bouali et al.

Fig. 4 a Description of the
simple navigation mode of
DataTube2. The user can move
forward/backward along the
tube axis. When the user selects
an area, the “take me there”
move is triggered. The user can
easily come back to the starting
position. The user can rotate the
tube. b The result of a “take me
there” move followed by a small
zoom

a desired point of view. However, in DataTube2, it was possi-
ble to define a simple navigation mode thanks to the tubular
shape. If the user navigates inside the tube, then no occlu-
sion occurs. Furthermore, the axis of the tube, which repre-
sents the time, is located in a central position from which
all attributes can be observed. Therefore, we were able to
define a navigation mode in which the user’s navigation is
restricted and thus simplified (see Fig. 4a). The user canmove
forward or backward along the tube’s axis. The tube can be
rotated on its axis to place any attribute on any side of the
tube (e.g., top, left, right, bottom). To zoom in on a spe-
cific part of the tube, the user can double click on a facet,
which triggers an automatic and progressive “take me there”
move (see Fig. 4b). The user can use the mouse wheel to get
closer to the tube’s side. With the forward/backward moves,
or with the tube rotation, the user can analyze the context
of the selected area. The user can observe what happened
before and after a given temporal pattern. Once the analysis
is finished, this “take me there” move can be progressively
canceled, taking the user back to the starting position on
the tube axis. With such a restricted mode, the moves are
simple to learn because they are limited to two degrees of
freedom.

For more experienced users, we added more complex 3D
moves. With a right click, the user can change the orienta-
tion of the camera. The user is thus able to look and move
in any directions. He can obtain a view of the future (as in
the simple navigation mode), but if he turns around, he can
obtain a view of the past. In the most complex navigation
mode, we also integrated a 3D mouse with 6 degrees of free-
dom (Space Pilot) for users who might be familiar with such
device.

In all navigationmodes, the user is initially placed at the tip
of the tube axis and faces the inside of the tube. The user thus
obtains an overview of the data, highlighting, for example,
major trends, groups of similar attributes or large areas of
missing data (see Sect. 4). Then, the user can move along
the temporal axis to observe the evolution of the attributes
through time. With the automatic or manual moves, the user
can zoom in on the data with a partial conservation of the

context. Once a zoom is performed on a given area, the user
can explore the surroundings with the simplemoves: the tube
can be rotated to see the other nearby attributes, or the user
can move forward/backward to see the temporal evolution of
the attributes.3

3.5 Interactions in DataTube2

Interactions are important to facilitate solving of VDM tasks.
In the context of time series, we concentrated on the detection
of similarities in the data (similar attributes, similar patterns).
To help the user to detect such similarities, we extended some
functionalities of TimeSearcher2 [38], in which the user can
select a visual pattern of interest and obtain similar patterns in
the visual representation. Our proposal is different in that we
can address a much larger number of series and the selected
area can encompass several attributes (not just the values of
a single attribute). More precisely, the user can select any
area in the tube. Such an area can be a single facet, a time
step (i.e., a ring on the tube), an attribute (i.e., a line in the
tube), or any other “rectangular” area. Such selections are
performed with a combination of a mouse click with several
keys. To select a single facet, a left click is sufficient. With
an additional key, the user selects in one click the complete
time step or the complete attribute. The selection of any area
of the tube is similar to the selection of a box in a matrix (as
in a Spreadsheet). Such a selection is performed as follows:
a click is used to select one corner (a first facet) of the area,
followed by a shift-click to select the second corner (a second
facet).

Each time an area is selected, the names of the selected
attributes as well as the bounds of the corresponding time
interval are displayed on the left side of the screen. The selec-
tion can be moved or extended with the arrow keys.

The selected area is a submatrix MS of the data matrix.
The user can trigger the search for areas in the tube that

3 For illustration, videos of DataTube2 can be found here https://www.
youtube.com/watch?v=Td2cT1a4OY0 and, with a better quality, here
http://www.vizassist.fr/DataTube2/.

123

https://www.youtube.com/watch?v=Td2cT1a4OY0
https://www.youtube.com/watch?v=Td2cT1a4OY0
http://www.vizassist.fr/DataTube2/


Visual mining of time series using a tubular visualization 21

Fig. 5 Three different selections of an area with the search for corre-
lated areas. In a, a time step (i.e., a ring in the tube) was selected, and
the correlated time steps were highlighted (in blue). In b, an attribute
was selected (i.e., a line in the tube), and the user triggered the search
for similar attributes. In c, specific events were selected (i.e., a subset
of the data matrix) and several correlated areas appeared. A slider is
used to dynamically adjust the threshold that determines which areas
are displayed

are correlated to MS and with the same dimensions as MS .
DataTube2 can dynamically visualize the most correlated
areas (see Fig. 5). For this purpose, we compute the correla-
tion between MS and all other submatrices in the data matrix
with the same dimensions as MS (i.e., the same number of
rows and columns). Then, the user can dynamically adjust
a threshold with a slider: all the submatrices whose corre-
lation to MS is higher than the threshold are displayed. The

correlated areas appear with a colored frame. This color is
customizable. With such an interaction, the user can select
a time step (i.e., a ring in the tube) and can obtain all corre-
lated time steps (see Fig. 5a). The user can do the same with
attributes (see Fig. 5b): with the selection of an attribute, the
user can obtain all correlated attributes. Finally, if a specific
event or behavior (several facets that form a submatrix) is
observed, the user can select it and ask for similar events in
the data (see Fig. 5c).

3.6 Reorganization of the attributes

To further improve this visualization for solving VDM tasks,
we added another feature to help the user detect similarities
in the data. The order in which the attributes are displayed
around the tube is important because it might help the user to
discover crucial information such as the clusters of attributes
(i.e., attributes with similar/correlated behavior) or the out-
liers (i.e., attributes with a very specific behavior). Thus, it
is important to display similar attributes next to each other
in the tube (see Fig. 6). Furthermore, when the number of
attributes increases, it is necessary to structure the visualiza-
tion to help the user cope with large amounts of information.
Initially, andwithout specific knowledge, DataTube2 consid-
ers the order that is given in the input file.

To find a more informative ordering of the attributes,
we used a rearrangement clustering algorithm that places
attributes with similar behavior next to each other. This prob-
lem is well known in information visualization [6], espe-
cially in the case of matrix visualization [11,22]. Solving
this problem requires the definition of a similarity measure
(or distance) between the elements to be reordered, and the
choice of an algorithm for the reorganization. For this pur-
pose, we selected a classical and popular matrix reorganiza-
tion method called bond energy algorithm (BEA) [31]. This
algorithm uses the following similaritymeasure between two
attributes:

ME(Ai , A j ) =
tk∑

t=t1

[Ai (t) ∗ A j (t)]

where ME stands for “measure of effectiveness”. The BEA
heuristic works as follows: it uses a list of attributes that is
denoted by L . L is initially empty. BEA starts by randomly
selecting two attributes and then adds them to L . Among the
remaining attributes, it then chooses the one that is the closest
to the attributes already present in L . For this purpose, it con-
siders all of the possible positions of insertion and chooses
the one that maximizes ME . Once all of the attributes are
inserted, the tube is reorganized according to the order given
by L . The complexity of this heuristic is O(n2). A typical
result of this heuristic is presented in Fig. 6.
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Fig. 6 The effects of the
reorganization of the attributes
around the tube. a The initial
representation with no specific
ordering. b The BEA results,
which reveal the attribute
clusters (as well as one outlier)

Table 1 The real-world datasets that were used to test DataTube2

Datasets Description No of values n k

POLYTECH- INIT Web site log (documents and images) 1,447,839 9,463 elements 153 days

POLYTECH Web site log (only documents) 563,668 1,148 pages 491 days

ANTSEARCH Web site log (several Web sites) 66,875 107 pages 625 days

EEG Electroencephalograms 67,136 64 electrodes 1,049 × 2 ms

CONSO Consumption of a product (anonymized) 365,000 1,000 individuals 365 days

BLOOD Measurements from a medical device (glucose) 30,000 600 patients Patient dependent

For each dataset, we indicate its number of attributes n and its number of time steps k

4 Properties: user acceptance and large datasets

4.1 Feedback from domain experts

The aim of these tests was to check whether the tubular shape
and the general design ofDataTube2were sound and that they
were potentially acceptable for users. To obtain an informal
feedback, we presented DataTube2 to several experts from
different domains using their own data. With users from dif-
ferent domains, we expected to broaden the feedback and
suggestions. In an informal session, we let the experts nav-
igate in the tube and observe their data, with our help. The
users were able to use different interactions. The datasets we
processed are represented in Table 1. The different domains
we addressed were the following:

– Web usage mining: the three first datasets were typi-
cal examples of web site logs that were analyzed by a
domain expert using DataTube2. This was the first use of
DataTube2 [41]. In the tubular representation, one line
corresponded to the daily activity of one web page,

– Firstmedical domain: theEEGdataset represents an elec-
troencephalogram that resulted from an experiment in
Psychology. The activities of 64 electrodeswere recorded
over 1,000 time steps. The psychologists wanted to
study the evolution of the electrodes’ activities when

a visual stimulus was presented to a patient. For this
dataset, a line in the tube represented the activity of an
electrode,

– Second medical domain: the BLOOD dataset concerned
the stay of 600 patients in a hospital’s intensive care ser-
vice (Chartres Hospital, France). The concentration of
blood glucose was regularly measured for each patient.
Each line in the tube represented one patient and the daily
evolution of the patient’s glucose concentration,

– Product consumption analysis: the CONSO dataset rep-
resented the daily consumption of a product over 1year
and for 1,000 customers. With such data, each line in
DataTube2 corresponded to one consumer and his prod-
uct consumption.

To gain a better idea of the effectiveness of our approach,
we provide more details about the last domain (product con-
sumption), and we present a typical scenario that corre-
sponded to the analysis performed by the tested expert. A
sample of the obtained visualizations is given in Fig. 7, and
we illustrate how this user discovered several clusters of cus-
tomers.

The user initially obtained an overview of the data. Thanks
to the representation of missing values, he quickly made a
first discovery: there were many missing values for several
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Fig. 7 Typical information that
was visually detected in a daily
consumption dataset (1,000
customers over 365days).
In a, the user identified weekly
patterns and a group of
customers with a specific
“holiday” behavior (lower
consumption during all of the
holidays). In b, with the
selection of this “holiday”
pattern, followed by the search
for similar patterns, the user
checked that other customers
did not share those patterns and
that this cluster was relevant

customers (that BEA clustered together). The user thought
he had given us a dataset with no such values. Then, he
identified several clusters of customers. One large cluster
was characterized by a specific behavior that was related to
the holidays. As shown in Fig. 7a, these customers used
less products during the spring, Easter, summer and All
Saints holidays than during the other work periods. One
can observe that the spring and Easter holidays started and
ended at different times in the year. With the “take me
there” move, the user was able to zoom in to better observe
some patterns of interest. He checked that these clients
have a similar consumption for the WE (with respect to
week). Using the selection/search function, the user was
able to check that this “holiday” behavior occurred only
among those customers (see Fig. 7b), which required an
overview of the dataset. Thus, he found that this cluster was
relevant.

Theuser also found another interesting groupof customers
with a regular and repeated behavior throughout the year
(consumption during theweek andwith a pause for theweek-
end). The user was able to identify those customers using the

search function. For some customers, the user also noticed
that the pausewas occurring onSundays andMondays (rather
than Saturdays and Sundays). He made this discovery thanks
to the details given by the focus area. With the navigation, he
was able to check that this pattern was repeated over time.
Then, he searched for customers with similar behavior by
selecting a line and searching for similar attributes. The user
found that those customers were outliers (these were the only
customers with such a behavior in the dataset). Other such
customers were also found (e.g., with a pause on Sundays
only).

The user repeated these steps several times: visually find-
ing a pattern of interest, zooming in and observing this pat-
tern in more detail, and selecting the pattern to search for
correlated patterns. We also noticed that the user performed
an interactive adjustment of the threshold that is used in the
search function. After setting a first value, the user visually
checked that the highlighted data were similar (according
to his own criteria and knowledge) to the selected one. If
too many data items were displayed (i.e., the similarity was
visually too low), then the expert tightened the threshold.
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4.2 Dealing with large datasets

We studied the limits of DataTube2’s actual implementation
with respect to the dataset size. We were able to process
three large artificial datasets with n = 800 attributes and
with k = 1,000, k = 1,500 and k = 2,500 time steps. Such
volumes of data are similar or even larger than those handled
by recent time series visualizations (see the references in
Sect. 2.1). With such large datasets, the navigation was fluid
because the tubular shape is simple to process by current
GPUs. Thus, no decreasing of the display performances was
observed. However, the interactions were longer. We mea-
sured the time for typical interactions, from the end of the
user’s graphical query to the redisplay of the new visual-
ization. Such interactions were the selection of an attribute,
the search for correlated attributes, the selection of a pattern
(with a size of n = 15 × k = 30), and the search for corre-
lated patterns. For the 800 × 1,000 dataset, the interactions
took<2s, except for the search for correlated patterns which
took 20s. For the 800 × 1,500 dataset, these times were,
respectively, 3 and 35s. For the 800 × 2,500, they were 4
and 55s.

We were satisfied by the visualization of these large
datasets. However, this statement requires more precise
evaluation, including a specific user study once the multi-
threaded implementation is effective. Here, we performed
a first experiment to evaluate how the large datasets can be
accurately visualized on a screenwith a resolution of 1,920×
1,080. For the three large datasets, we added a small pattern
at the end of the time axis. This pattern was a n = 4× k = 6
submatrix with high values (i.e., a white spot). This pattern
thus represented 24 values, which is <0.003% of the small-
est of the three datasets. Then, starting from the tip of the
tube (i.e., from the initial time steps of the time axis), we
translated our position along the tube axis, until this pat-
tern became visible. Then, we measured the distance, in time
steps, from our actual position to the pattern position. We
repeated this experiment five times for each dataset. The tem-
poral distance values we measured varied from 750 to 900
time steps, with an average of 800. This means a 24-value
pattern became visible when the visualization was focused
on an n = 800 × k = 800 submatrix.

4.3 Discussion

From the tests with data experts, we obtained the following
informal feedback. The tubular shape and the visual represen-
tation of the datasets were easily understood by the experts:
the tubular shape seems to be indeed natural. The users had
no difficulties with the navigation using the simple naviga-
tion mode. We did not test the other more complex modes
because, in our previous work, we noticed that users had dif-
ficulties with advanced 3D navigation. The reordering of the

attributes was greatly appreciated. It helped several experts
to identify clusters of similar attributes. For the EEG dataset,
the user would have liked to know the electrode locations
(i.e., on the head of the patient), which is not possible in
DataTube2. This could be a part of our future work. In those
sessions, we did not propose to the experts any other tool to
visualize their data and to make some comparison. Thus, to
compare DataTube2 with another approach, we decided to
perform a user study (as will be described in the following
section).

The tests with large datasets lead to the following conclu-
sions. If the user is interested in the visualization only, then
the times we obtained are acceptable: the visualization was
equally fluid for small and large datasets. However, if inter-
actions are necessary, then 55s is somehow long. A way to
improve these interaction times would be to parallelize the
search of similar patterns. With a multi-threaded implemen-
tation, searching the matrix for correlated areas in parallel
is straightforward and should greatly decrease the response
times. This is one of our perspectives.

The experiment on the context area with a small pat-
tern to be detected gives a rough idea of the level of details
DataTube2 can efficiently reach for large datasets. It coun-
terbalances the argument that was presented in [34] about
the infinite length of the tube: in practice, the precision of
the screen limits the amount of data that can be efficiently
perceived. In the future, we would like to perform a specific
user study about this point.

5 Experimental comparison

5.1 Overview

We performed a user study to better evaluate the effective-
ness of DataTube2 and to compare it to a 2D representation.
As far as we know, no such study has yet been conducted for
tubular visualizations. Other evaluations of temporal visual-
izations exist, but they are still rare [3,32]. In addition, radial
representations were compared to Cartesian ones, but with
2D representations only [21,37].

After analyzing the case studies, our intuition was that
the tubular shape, with the perspective effect, helps to obtain
an overview and details about the data. Thus, we wondered
whether the tubular representation could be more efficient
than a 2D representation that would be based on a 2D matrix
(i.e., an unfolded tube). Such an evaluation would also con-
tribute to the 2D versus 3D debate. In addition, we also
wanted to know whether the reorganization influences the
comparison between the tubular shape and the 2D shape. A
final objective of the user study was to obtain informal feed-
back from the users.
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Fig. 8 A representation of a
dataset with a 2D matrix
(Spreadsheet). a The initial
matrix and b the reorganized
matrix. This representation can
be compared to the DataTube2
representation of the same
dataset (see Fig. 6)

no reordering

with reordering using BEA

(a)

(b)

To perform a comparative study between DataTube2 and
another method that would use a 2D matrix, we looked
for a software program that could visualize similar data
and that users would know well. This comparison was also
suggested by several colleagues who attended a demo of
DataTube2. Therefore, we selected a spreadsheet (Microsoft
Excel) where a 2D matrix representation can be defined with
a color or gray level encoding of the data (see Fig. 8). The
user can move in this visualization and can zoom in on spe-
cific areas using the standard spreadsheet commands. For our
approach, the use of advanced interactions (such as the dis-
covery of correlated areas) was prohibited because the com-
parison with the spreadsheet would not have been fair. No
such functionality is implemented in Excel. So DataTube2
was limited to the simple navigation mode (i.e., the equiva-
lent of the zoom the user can obtain in the spreadsheet).

Three tasks were defined to evaluate the tested methods.
The first task consisted of finding a specific event in the data.
This eventwas defined as a high ormaximumvalue that could
represent an abnormal peak in the time series. This task was
intended to be “context-free”: finding the peak should only
require a local and very limited context. This would test the
ability of each method to detect a local event. The second
task was related to similarity detection and was intended to
involve a broader context for decision making. The user had
to find an outlier attribute, with a behavior that was differ-
ent from the other attributes (see the next section for more
details). Hence, a complete overview would be necessary to
solve this task. This allowed us to test the ability of the tube
to represent an overview and details. The third task was the
same as the previous one, but with the use of the reorganiza-
tion for both methods (2D and 3D).

For each of these tasks, we designed the datasets to be
used and we defined standard criteria to measure the users’
performances (response time, quality of the response). We
formulated several hypotheses to be tested with statistical
tests (see the next section). We recruited 14 users in our lab-
oratory and university. The users had a minimum level of
education in Computer Science, Statistics and Data Mining
ranging from College to PhD or PostDoc. They were aged
from 22 to 41 years (with 5 women and 9 men). To obtain
informal feedback,weprepared apost-task questionnaire that
allowed users to rate DataTube2 and the spreadsheet.

5.2 Tasks and hypotheses

The tasks to be solved were selected among common Data
Mining tasks:

– T1 was an event detection task. An outlier value was
defined in the data. This event was a peak in a given
attribute. This peak was a global maximum value, for
all attributes and time steps. The user was asked to scan
the data and to find this event. This task ended when the
reader read aloud the value. Reorganization was not used
for this task.

– T2 was an attribute detection task.We defined an attribute
with a behavior that was different from the others: this
attribute belonged to none of the existing groups of
attributes (considering that the attributes within a group
had a similar behavior). Again, the reorganization was
not used for this task.

– T3 was similar toT2,butwith adifferent testing condition:
the reorganizationwas used. All datasets were previously
reorganized.

We measured the time needed to answer for all tasks. No
time limitwas imposedon theusers. Thequality of the answer
was a boolean value (0 for a wrong answer, and 1 for a correct
answer).

The hypotheses we wanted to test concerned the compar-
ison between the two visualizations. The general form of the
tested hypotheses was:

H0(time or quality,Task) : Mean(Spreadsheet)

= Mean(DataTube2)

This hypothesis can be formulated for the two possible mea-
sures (time or quality) and for each task. If it is rejected,
then it means a significant difference exists between the two
compared methods, for the considered measure and task. To
compare the response times (continuous variables), we used
the R software and the ANOVA procedure. To compare the
quality (boolean variable), we used the Fisher exact test for
proportions.
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In the final questionnaire, we used a 5-point Likert scale
to encode the answers. The tested hypotheses were:

H0(question) : Mean(Spreadsheet)=Mean(DataTube2)

For these ordinal data, we used the Wilcoxon signed-rank
test.

5.3 Design and apparatus

For each task and each method (Spreadsheet or DataTube2),
the 14 users were given a dataset for training, before the task
began. Then, two repetitions of each task were performed for
each method, with a different dataset each time. This yielded
2× 2× 14 = 56 tests for each task (and a total of 168 tests).
The number of generated datasets,4 including the one for
training, was 1 + (2 × 2) = 5 for each task (and 15 for all
tasks). All tests were randomized in such a way that the user
never used, in the same order, the same method or the same
dataset.

For T1, we defined five datasets with identical properties:
all data matrices had n = 100 attributes that were described
over k = 1, 000 times steps. Data values ranged from−1,000
to 2,000, with an average of approximately 100. The event
to be detected was the 2,000 value (unique in the dataset).
This data matrix looked like a “starry sky” (see Figs. 4, 5):
we used a gray level encoding of the data, and many multi-
modal peaks were present around the 1,000 value. The 2,000
value was thus an outlier that appeared as a white spot in
the data. Finding this peak required visually scanning all of
the data values and detecting a spot that was whiter than the
other darker values in the background. Only a local context
was necessary to find this value because of the “starry sky”
(sparse) aspect of the matrix.

For T2 and T3, we defined 10 datasets with the following
common properties: they had n = 25 attributes described
over k = 350 time steps. Five clusters of attributes were
defined: four of them had six attributes, and the last cluster
had one attribute and was the outlier to be found. Within a
cluster, all attributes had an equal behavior. For T2, the order-
ing of the attributes was randomly generated (see an exam-
ple in Fig. 6a), and for T3, BEA was used to reorganize the
attributes (see an example in Fig. 6b). We initialized BEA in
a deterministic way to remove any dependency in the random
initialization of this method (and to guaranty that the testing
conditions would not change from one user to the next). This
means that for a given dataset, the reorganization proposed
by BEA was always the same. For this task, the perception
of a larger context was important because an overview of the
complete evolution of the attributes was necessary to deter-
mine the similarity between the attributes.

4 The datasets can be send to the reader upon request to the authors.

Table 2 The results obtained with DataTube2 and with Spreadsheet
for each task

Task Method Time (s) (P value) Quality (P value)

T1 DataTube2 110.6 (0.09) 1

Spreadsheet 73.9 1

T2 DataTube2 33.4 (<0.001) 0.89 (0.05)

Spreadsheet 91.2 0.67

T3 DataTube2 5.2 (<0.001) 1

Spreadsheet 11.9 1

The times were comparedwith anANOVA test, while the qualities were
compared with a Fisher exact test

The users visualized the datasets using a 24” screen with
a resolution of 1,920 × 1,080, and a standard PC was used
(i7 CPU), equipped with a basic GPU.

5.4 Results of the user study

The results for each task are presented in Table 2. Concern-
ing T1, we found that all users were able to fulfill the task
and to find the high peak in the data: the mean quality is 1,
which means all answers were correct. Regarding the time
to answer, we observed that this task required some atten-
tion (the dataset had n × k = 100,000 values), and that 1–2
min were sometimes necessary to solve it. In general, the
users scanned the data several times, both with DataTube2
or Spreadsheet. No significant difference can be detected
between the two methods, but the means are in favor for
Spreadsheet. More precisely, the users generally exhibited
the following behavior with the 2D representation. They
zoomed in to visualize in as much detail as possible, the
100 series, without regard to the shortened time interval that
resulted from such a zoom. They adjusted the zoom level
to keep the 100 horizontal lines (attributes) inside a single
screen. Thus, it was a zoom on the vertical axis (attributes)
rather than a the time axis. Then, they navigated along the
time axis using the scroll bar. Indeed, this was a good strategy
because this task required only a limited context, a point the
users naturally understood. With DataTube2, the users only
navigated along the time axis. They were not interested in
trying to zoom in on the data because they wanted in general
to see all of the attributes yielding less details than with the
spreadsheet. Perhaps we could have more emphasized the
zoom and the “take me there” moves during the training, but
we did not want to interfere too much with the users when
they were discovering the tasks.

For the second task T2, some users were not able to suc-
cessfully identify the outlier attribute. The proportion of
success was more important with DataTube2 compared to
Spreadsheet, but the statistical significance is borderline. Per-
haps the tests would have been more significant with a few
more users. For the response times, DataTube2 clearly out-
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Table 3 A summary of the answers given by the users in the final questionnaire (comparison between Spreadsheet and DataTube2)

Question Answers for Spreadsheet Answers for DataTube2 Prob.

Simple navigation 3.35 (1.15) 4.14 (0.86) 0.027∗

Easy to locate data 2.78 (0.97) 4.41 (0.66) 0.007∗

Aestheticism 2.71 (0.99) 4.78 (0.42) 0.001∗

Speed/frame rate 3.21 (1.05) 4.28 (0.72) 0.008∗

Would use it for my data 2.92 (1.32) 4.64 (0.63) 0.0005∗

The values are given as an average of the 14 users (with standard deviations in parenthesis). “Prob.” is the probability resulting from the Wilcoxon
tests (when Prob < 0.05, the compared averages are significantly different, as denoted by “*”)

performs Spreadsheet. To solve this task, the users needed to
look at the complete data to compare their evolution through
time (from beginning to end). Keeping the context either in
the users’ memory or on the screen was thus important for
this task, and the tubular shape was clearly more helpful than
the 2D shape.

For the final task, T3, we first observed that the qual-
ity was now 1 and that there was no difference in qual-
ity for the two tested methods. In addition, the response
times were approximately eight times shorter compared to
T2. This confirms that the reorganization greatly eases the
search of the outlier. Furthermore, we observed the same dif-
ference between DataTube2 and Spreadsheet: the response
times were significantly shorter with the tubular representa-
tion. Thus, even if the reorganization makes the search for an
outlier much easier, we still observe an important difference
between DataTube2 and Spreadsheet.

The results of the post-task questionnaire are presented
in Table 3. Each question concerned specific and subjective
aspects of ourmethod.All answers are in favor ofDataTube2.
For a subset of answers, the difference ismore important than
for others. For instance, the answers to the “Easy to locate
data” question show that the users were able to easily under-
stand the tubular shape and the organization of the data on
the tube. The answers to the “Aestheticism” question under-
line that the tube is a more elegant way to represent the data
than a 2D matrix. In general, the users are more enthusiastic
about 3D representations than 2D. The answers to “Would
use it for my data” show that the users were likely to reuse
DataTube2 for their own data. Then, we found that the users
were able to easily navigate within the tube (“simple navi-
gation” question), which shows that the tubular shape was
easily understood and that the simplified moves we intro-
duced were easily learned.

6 Discussion and conclusion

In this paper, we contributed to the study of the tubular
metaphor in the context of the interactive visualization of
large temporal datasets.

We showed that this visualization can be extended tomake
it more operational for VDM tasks. In the visual representa-
tion, we added two elements that help the user to better locate
himself along the time axis. We proposed representing miss-
ing values, which often occur in temporal data. We added the
possibility to create annotations in the visualization, which
can be useful for identifying and storing specific events and
discovered knowledge. We integrated a rearrangement clus-
tering algorithm to reorganize the visualization and to better
highlight the similarities among the attributes. For the inter-
actions, we added the possibility to change the focus and
context areas. This was achieved through using simple and
complex navigation modes adapted for beginners or more
advanced users, respectively. We gave the user the ability
to select data and to automatically detect correlations, with
a threshold that can be interactively adjusted. Such interac-
tions can be useful for data analysis and for detecting peri-
odic behaviors or similarities in the attributes and/or time
steps.

We argue that these extensions go beyond the previous
tubular visualizations, which used a fixed point of view or
had no interactions. The proposed extensions increase the
possibilities that are offered by such approaches. Other evo-
lutions could also be studied in the future. For instance, alter-
native and possibly more efficient visual encodings could be
studied, such as [37]. We also wish to study other alterna-
tives for the visual representation of the time axis. One of
them would consist of adding, at regular time intervals, a
ring with a specific color. This would be an equivalent of
a grid as used in 2D graphs. About the detection of corre-
lated areas, we want to improve further their visual explo-
ration. For this purpose, to be sure that the user does not
miss any detected area, we intend to add a small annota-
tion to each of them. We would like to implement a specific
move that would automatically take the user from one area
to the other. About such “take me there” moves, we observed
that they greatly helped the users to navigate in 3D, and we
would like to further evaluate this point in amore quantitative
way.

We tested this visualization in several real-world contexts
by allowing data experts to explore their own data. The infor-
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mal feedback we obtained was positive. We checked that
the tubular shape and the simple navigation mode were eas-
ily understood. For one dataset, we gave more details about
how a user could interact with the visualization and make
some discoveries. We studied the limits of DataTube2 for
datasets whose sizes are competitive with other recent visu-
alizations. We showed that the frame rate was acceptable,
but that some interactions can take a long time. We found
that a multi-threaded implementation would certainly solve
this problem. We also showed that, despite the fact that the
tube length can be conceptually infinite, the level of detail is
restricted to a shorter length. We would like to further study
the visual scalability of our approach, and especially its lim-
its in terms of the number of attributes. This will require a
specific user study. Above this limit, we would like to pro-
pose the use of a clustering method to adjust the amount
of displayed information to a level that would be efficiently
perceived.

We performed a comparative user study to better eval-
uate the effectiveness of the tubular shape and to quantify
the users’ feedback. We compared the tubular shape to a
2D matrix. To make a fair comparison, we did not use the
advanced interactions in DataTube2. The results showed that
when the context in necessary to solve a task, the tubular
shape is significantly more efficient than a 2D matrix. This
suggests, for the next evaluation we intend to perform, that
DataTube2 could be compared to another 2D focus+context
technique and with different zooming conditions. The infor-
mal feedback from the tested users was very positive and in
favor of DataTube2. It seems that our tubular visualization is
simple to understand and that it avoids possible drawbacks
of 3D representations (such as occlusions, negative perspec-
tive effects, and difficulty of navigation). This ease of use
and the aestheticism of the 3D tube contribute to the users’
satisfaction we observed.

Other issues remain to be addressed, which will require
additional evaluations and developments.One possible draw-
back of a tubular shape is that the user, when navigating for-
ward, for instance, only sees the future and not the past. Dur-
ing our tests, no user complained about this, but we would
like to design a specific user study to better evaluate this
point. In such a study, the user would be asked to find two
similar patterns, one being located in the past and another in
the future. Two conditions would be tested: with the inter-
active search and without. Another issue we would like to
address is the integration of DataTube2 with a 2D represen-
tation (based on standard graphs). We believe that once the
user has selected some data in the tube (with the interactive
selection or with the search for similar patterns), he should
be able to filter such selection and to observe it in greater
detail on a classical graph-based representation.
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