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Abstract Face as a biometric attribute has been extensively
studied over the past few decades. Even though, satisfac-
tory results are already achieved in controlled environments,
the practicality of face recognition in realistic scenarios is
still limited by several challenges, such as, expression, pose,
occlusion, etc. Recently, the research direction is concen-
trating on the prospects of complementing face recognition
systems with facial soft biometric traits. The ease of extract-
ing facial soft biometrics under several varying conditions
has mainly resulted in the ability of using the traits to, either
improve the performance of traditional face recognition sys-
tems, or performing recognition solely based on many facial
soft biometrics. This paper presents state-of-the-art tech-
niques in facial soft biometrics research by describing the
type of traits, feature extraction methods, and the application
domains. It indicates the most recent and valuable results
attained, while also highlighting some possible future scien-
tific research directions to be investigated.
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1 Introduction

The domain of computer vision has witnessed tremendous
and innovative developments over the past few decades. A
particular area of research that has been specifically focused
on by researchers is biometrics, because of the consciousness
of the need to find solutions to the increasing security chal-
lenges. Biometrics mainly involves using physical attributes
of humans such as face, iris, fingerprint, or using behavioral
attributes like signature, voice, and gait for recognition [1].
These are usually regarded as the traditional biometrics, and
intensive studies carried out on these attributes have yielded
optimum results in various research areas [2—4]. However,
recently, a new recognition method termed soft biometrics
[5-9], has been proposed and implemented with some suc-
cessful outcomes. Soft biometrics can be simply defined as
physical or behavioral characteristics which provide detailed
descriptions of humans. The characteristics can be extracted
in form of labels, measurements, and descriptors that can
mainly be used for recognition [9]. Although, the charac-
teristics possess distinctiveness and permanence issues [10],
they can be applied in scenarios whereby the constraints of
pose, human compliance, and intrusiveness are more relaxed.
Research work on soft biometrics remains largely in the areas
of computer vision and machine learning, and has been stud-
ied from various perspectives.

Previous works have investigated the possibility of fusing
both traditional and soft biometrics to increase the accuracy
of the recognition systems [11—13]. There are also other stud-
ies concentrating on designing robust techniques for extract-
ing soft biometric traits from images and videos [14]. In
addition, some studies have focused on utilizing computa-
tional approaches for combining numerous soft biometrics
for human identification and data retrieval (such as, image
and video retrieval) [15]. However, soft biometrics has been
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Fig. 1 Structure of the
literature survey FACIAL SOFT
BIOMETRICS
Measured Semantic Descriptors Performance
. . Metrics
Descriptors *Categorical Label

*Comparative Label

mainly categorized into three categories, which are face,
body, and accessory-related attributes [16,17].

Considering the wide perspective in which researches on
soft biometrics have extended to, in recent years, therefore,
we limit the scope of this survey to only facial soft biometrics.
To the best of our knowledge, there is currently no survey
dedicated to facial soft biometrics. Moreover, we present the
descriptions of relevant facial soft biometric literatures. The
main objective of this survey is to highlight the prospects of
previous researches on facial soft biometrics, and to point
out the possible directions that could be exploited in future
studies. The paper is structured to describe the techniques
adopted for extracting the facial soft biometric attributes,
coupled with the methods of application of the attributes in
previous literatures, as represented in the Fig. 1.

With regard to the recent trends in studies on soft bio-
metrics, the research aspect can be mainly grouped from
two perspectives, which are based on extracting the fea-
tures as measured descriptors or semantic descriptors, as
shown in Fig. 1. Although, the application aspect involves
using the descriptors to either improve traditional biomet-
rics or perform recognition solely based on multiples of such
descriptors. As a result, this paper mainly describes the tech-
niques proposed in previous studies with respect to the feature
extraction type utilized (either measured or semantic).

2 Measured descriptors

The study of facial features in traditional and soft biomet-
rics is carried out with the same prime objective, which is
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to extract prominent facial attributes with high identifying
and/or discriminating capabilities.

This implies that both domains share similar fundamental
steps, but focus on different facial traits. Measured descrip-
tors are usually generated by exploiting the continuous pixel
distribution of the image, and then quantifying the pixels in
a more discrete manner. In this section, we point out some
feature extraction techniques for facial soft biometrics and
their application methods.

2.1 Exploiting micro-features as facial soft biometrics

The human face is one the most reliable and widely
researched biometric attributes because of its uniqueness,
distinctiveness, and permanence. In fact, it was described
by, Lin [18], as an attribute which encodes different struc-
tures and information when viewed from different scales.
Traditional biometric systems were developed using low-
resolution images in to provide solutions to the challenges
usually encountered in real applications. Thus, in traditional
biometrics, the possibilities of extracting other discriminat-
ing micro-features are often overlooked [18].

But, through manipulation of high-resolution images, dis-
covery of several new traits has been achieved. Though these
microscopic features are not permanent enough, they are tem-
porarily invariant, which classifies them under soft biomet-
rics. Lin [18], segmented the face into local regions, before
applying Scale Invariant Feature Transform (SIFT) to extract
face irregular features. As claimed by Jain and Park [19], the
irregularities extracted were not specifically mentioned. So
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Fig. 2 Examples of facial marks, adapted from [6,22] (© 2010 IEEE.
Reprinted, with permission from [6])

in their work, the authors used active appearance model [20],
to first annotate the shape of the face before using Laplace
of Gaussian (LoG) to extract micro-features such as moles,
scars, and freckles for face recognition. An example of facial
mark detection is depicted in Fig. 2. Also, Zhang et al. [21]
presented the possibility of improving the baseline Princi-
pal Component Analysis (PCA) face recognition algorithm
with facial marks. They examined the statistical distribution
of facial marks on each face image-based on, color inten-
sity, location, and size of the features. Hence, they adopted a
region growing algorithm to detect the micro-features. Sim-
ilarity matching of facial marks alone showed the reliability
of the features for face recognition. Furthermore, a com-
bination of the facial marks score with PCA face recog-
nition significantly improved the recognition rate of their
system.

The use of micro-features, such as, moles, freckles, and
patches was investigated for differentiating between identical
twins, by Srinivas et al. [23]. One of the main challenges of
state-of-the-art biometric recognition algorithms is differen-
tiating between identical twins. The work in [23], establishes
the possibility of differentiating twins using these facial
marks. The features were manually annotated by human
observers using a dedicated annotation application, and com-
parison was made by matching the annotated description
using Bipartite Graph Matching with Euclidean distance met-
ric. Manual annotation degraded the performance of their
system due to the variations in annotation. However, the
authors extended their work, by proposing an automatic facial
mark detection system [24]. The authors adopted active shape
model [25], for localizing the primary features of the face,
like, eyes, nostril, and mouth. Thus, an independent facial
mask was generated for each image. Further, fast radial sym-
metry transform [26], was applied to highlight regions with
high radial symmetry, before thresholding to output poten-
tial facial marks. In addition, Pierrard and Vetter [27], pro-
posed the use of moles and birthmarks as face irregulari-
ties for face identification. The method is quite invariant to
pose and illumination because it is based on 3D morphing
model. But, the technique may require a high-computational

complexity which can influence its application in realistic
environments.

Facial wrinkle is another micro-feature that was recently
introduced for facial recognition. Literally, the curvature of
facial wrinkles around the head, eye, and mouth regions are
not distinctive enough for recognition purposes. However,
Batool et al. [28], have proven that a set of wrinkles as a pat-
tern may indeed be unique to each individual. Majority of the
feature extractions were performed manually in [28]. This is
due to several challenges, such as intra user-variability, low-
quality image resolution, pose, and expression variations, as
shown in Fig. 3. Moreover, Bipartite Graph Matching was
adopted for finding correspondence between curve of wrin-
kles and Hausdorff distance metric was applied for curve-to-
curve pattern matching. They attained 65 % rank-1 and 90 %
rank-4 retrieval recognition rate.

2.2 Utilizing facial geometric measurements for face
recognition

The shape of the human face is also another attribute that can
be used to describe a person. In asmuchas facial shapes are not
very discriminating in the context of 2D image representa-
tion, they are valuable features for recognition when properly
extracted. Facial shape is a more established method of face
detection and feature extraction in 2D and 3D face recog-
nition. In this case, landmark points are usually annotated
around the local geometry of the face, such as eyes, mouth,
nose, and chin regions. Some examples of algorithms used
for localizing landmark points for facial shape extraction are;
Active Appearance Model, Active Shape Model, Deformable
Shape Model [29-32]. Ramanathan and Wechsler [33], have
developed a face authentication system that incorporates 19
geometric measurements of the face. The authors adopted
decision fusion strategy for fusing anthropometric measures
with PCA and Linear Discriminant Analysis (LDA), based on
neural network, as well as feature level fusion, using boosting
techniques. Their system tends to provide significant recog-
nition rates, even on degraded images, and in the presence
of occlusion. Several geometric measurements, such as rel-
ative distance between the mouth, eyes, and nose, were part
of the feature extraction performed to build a feature space
with other attributes proposed by Ghalleb et al. [34]. The
87.33 % accuracy achieved solely based on soft biometric
traits proved the reliability of these features which was only
slightly less than the 91.85 % attained with traditional face
recognition technique.

Afterwards, the facial measurements were combined with
conventional face recognition in a decision fusion scheme,
which increased the performance of the system to 93.74 %.
Table 1 summarizes some previous micro-features and geo-
metric techniques found in the literatures.
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Fig. 3 Shows an illustration of
facial wrinkle pattern matching
[28] (©2013 IEEE. Reprinted,
with permission from [28])

Table 1 Some related works on micro-features and geometric features for recognition

References Measured Extraction Classification Dataset Recognition rate ~ Application
features technique module (%) domain
Lin et al. [18] Face SIFT Distance metric ~ XM2VTS 98.5 Face recognition
irregularities and adaptive HRDB 99.2
metric fusion
Pierrard et al. [27] Moles, Morphable Normalized cross FERET 87.0 Face recognition
birthmarks model correlation
Jain et al. [19] Scar, mole, Laplace of Euclidean FERET mugshot 93.4 Face indexing/
freckle Gaussian distance 93.1 improving face
(LoG) recognition
Zhang et al. [21] Multiple facial Histogram N/A N/A N/A Improving face
marks statistics recognition
Srivinas et al. [23] Multiple facial Human Bipartite graph Images from 35.0 (EER) Identical twins
marks annotators matching Ohio twins day ~ 23.7 (EER) recognition
webpage 32.7 (EER)
Srivinas et al. [24] Multiple facial Fast radial Bipartite graph Images from 24.9 (EER) Identical twins
marks symmetry matching Ohio twins day ~ 26.8 (EER) recognition
transform webpage
Batool et al. [28] Face wrinkle Manual Hausdorff Self collected 65.0 (rank-1) Face recognition
annotation distance metric from internet 90.0 (rank-4)
Ghalleb et al. [34] Geometric Face feature SVM with RBF  Face94 database  87.3 93.7 Improving face
measures measures kernel recognition

2.3 Face-based color soft biometrics

Color is a fundamental feature used in identification, because
of its importance in a wide variety of applications, such
as gesture analysis, face detection, human—machine interac-
tion, video surveillance, image retrieval, etc. Color features
include: eye, skin, and hair color. In this section, we present
descriptions of research works on color information related
to facial soft biometrics. Majority of the studies related to
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skin color were performed for the purpose of developing
face detection algorithms [35-37]. As a result, the outcome
is only a binary classification of regions of the human face
into skin or non-skin. Nevertheless, building a robust fea-
ture extraction mechanism for face detection remains a chal-
lenging task, particularly due to varying pose and illumi-
nation conditions. To represent the color features, different
color spaces can be adopted for different real application
problems. Each color space has its own advantages and dis-
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advantages. For instance, using RG B color space, Boaven-
tura et al. [38], proposed a fuzzy logic method for classi-
fying skin tone based on the subjects’ ethnicity. The RG B
colors were represented with three membership functions,
which contain the average pixel color at each band, and were
mapped with their respective skin tones using 27 inference
rules. Likewise, more recently, RG B was utilized for deriv-
ing skin color information as soft biometrics to aid human—
robot interaction [39]. Also, Dantcheva [40] investigated the
reliability of eye color as a soft biometric information. They
mainly evaluated the influence of varying ambient lighting,
color space, and eye glasses on the automatic detection of the
eye color. Their system attained its best performance using
RG B for color representation. In addition, Niinuma et al.
[41], have developed a form of continuous authentication
system, which combines face recognition and soft biomet-
ric information such as skin and cloth color. Color informa-
tion was represented with quantized RG B histograms, and
Bhattacharya coefficient was used for similarity measures.
The experiment involved 20 users under varying illumina-
tion, who were continuously moving in front of a web cam
to depict pose, expression variation, and occlusion. Incorpo-
rating color information into their system did not only ease
constraint of human compliance, it reduced the false accep-
tance and false rejection rates of their system to 0 and 4.17 %
respectively.

Although RG B has been used in different applications, it
is worth noting that there is no clear separation between its
luminance and chrominance, thus making RG B not robust
enough for modeling skin color under varying illumination
[42,43]. Alternatively, a normalized RG B has been popu-
larly considered by researchers [44,45], to reduce this prob-
lem, based on its invariance to illumination changes. The
normalization process is performed, by dividing each color
band by a summation of R, G, B, as they all sum to 1, (R +
G + B = 1), using the following expression:

R G , B
r = . = . = —----—-
R+G+B*  R+G+B R+G+B

ey

Despite the normalization of RG B, it is still difficult to offer
adequate description of colors that fall outside the specified
RG B band.

However, in Hue, Saturation, and Value (HSV) color
space, more perceptual colors are better accommodated. Hue
is composed of dominant colors, such as yellow, red, and
purple. Saturation depicts the level of colorfulness, while V
contains the brightness of the image [43]. In this color space,
the difference between chrominance and luminance can be
easily achieved. Besides, the V band can be discarded, if
necessary, for color representation. Therefore, it makes HSV
more invariant to illumination changes. HSV was exploited
by Hashem [46], for detecting skin region with neural net-

works for different scales of the face. Dermikus et al. [47],
have utilized HSV for skin tone and hair color representation
as session soft biometrics in surveillance human categoriza-
tion scenario. The authors formed a 2D color histogram by
discarding the V band, and retaining only the HS band. This
is very useful in maintaining the short-term correspondence
of people in multi-camera network environment.

Furthermore, Y C,C, which is a common video display
color space in European studios, has been examined in some
literatures. Y C,C, is better suited for image compression
work, as it reduces the redundancy in basic color space like
RGB. The Y band is Luma, while C,, is blue difference,
and C, is red difference. Y C},C, is another form of encoding
RG B non-linearly, using the following expression:

Y = 0.299R + 0.587G + 0.114B 2)
C,=B-Y 3
Cr=R-Y “)

Meanwhile, luminance and Chrominance are always well
separated in this color space, therefore, making ¥ Cp, C, more
suitable for modeling skin color [48,49]. It was applied
for skin detection in head-to-shoulder images with complex
backgrounds, by Chai and Ngan [50]. Since, luminance can
be clearly separated in Y C, C, color space, the authors made
use of the chrominance component to detect the pixels that
belong to the skin. Subsequently, they used region regular-
ization to suppress objects that have close similarity to skin
color in the background, thereby, refining to the facial region
to be detected. Marcialis et al. [S1] represented the hair color
in YCp,C, coupled with ethnicity information to verify the
face identity of subjects in a group-specific application sce-
nario. In this situation, it should be noted that, soft biomet-
rics alone functioned efficiently in terms of False Rejection
Rate (FRR) and False acceptance Rate (FAR), when the soft
features are very distinctive among some subjects. Some
studies on face-based color soft biometrics are presented in
Table 2.

2.4 Face gender and ethnicity recognition

Gender and ethnicity recognition has recently become an area
of research that provides many interesting applications. For
instance, it can be applied in human computer interaction,
person categorization, database search filtering, and passive
demographic data collection. Furthermore, it is also useful
in the commercial world, particularly in providing automatic
assistance in market analysis. For humans, gender and eth-
nicity recognition is relatively an easy task. However, for
electronic systems, it is a daunting task, performing accu-
rate gender recognition, mainly when facial features cannot
be easily extracted due to low resolution, variation in pose,

@ Springer



518

O. A. Arigbabu et al.

Table 2 Some related works on facial color representation

Color space References Trait Classification module
RGB Boaventura et al. [38], Niinuma et al. [41], Skin color Fuzzy logic [38], Bhattacharya coefficient [41]
Dantcheva et al. [40],
Eye color Gaussian mixture model (GMM) [40]
HSV Dermikus et al. [47], Dantcheva et al. [40] Skin color Distance metric [47]
Eye color GMM [40]
CieLAB, CieLuv Dantcheva et al. [40] Eye color GMM [40]
YCyC, Marcialis et al. [51] Hair color Three-means clustering algorithm

expression, and illumination. The task of face gender and
ethnicity classification can be grouped into two levels:

e Face detection and feature extraction
e Classification

The first step in gender and ethnicity recognition system is
the detection or localization of face [52]. Face detection is
an important phase in gender recognition, especially in the
process of attempting to locate important features on the face.
Forinstance, Yang et al. [53] claimed that in many researches,
the general assumption is that the face has already been local-
ized or identified in an image. The authors also extended fur-
ther to claim that the general notion should not be accepted,
because there is a need to develop fast and robust algorithms
that efficiently detect and differentiate face from non-face
[53]. The techniques of detecting face in an image can be
divided into four, namely; knowledge-based, feature invari-
ant, template matching, and appearance-based techniques
[53].

Many methods have been proposed for feature extraction
purpose, some examples are highlighted in Table 3. Nor-
mally, the two levels of face detection and feature extraction
go hand-in-hand. According to Khan et al. [54], feature vec-
tors can be extracted using two methods: Geometric-based
(local) features and Appearance-based.

Appearance-based (Global) features use the whole face
for feature extraction [55]. Usually a set of sample faces are
used to train the classifier, then during testing, gender clas-
sification is performed using new face samples. In this tech-
nique, it is not necessary to accurately extract feature points,
since it utilizes the raw pixels of the whole face. However,
a popular problem in pattern recognition is the length of the
feature vector. Having too many features does not necessarily
result in high success rate in classification [56]. The essence
is to reduce the dimension of data after the pre-processing
level and extraction of relevant features that are categorical
and characteristic enough to differentiate two images, with-
out losing too much information about the image. Therefore,
it is important to reduce the dimensionality of features in this
technique [55].
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Geometric-based feature extraction attempts to locate
some salient local attributes, such as eyebrow, nose, mouth,
and lips as features [57]. This approach tends to be more com-
putationally wise because of the reduced features dimension.
In [54,73], it was also confirmed that these are the main tech-
niques for feature extraction in gender and ethnicity classi-
fication. Examples of geometric and appearance-based fea-
ture extraction techniques include; discrete cosine transform,
wavelet and radon transform, local directional pattern, local
binary pattern, principal component analysis. Given below is
a summary of some techniques found in the literatures.

Discrete cosine transform (DCT): is an image transforma-
tion algorithm that is commonly used for data compression.
The part containing the most visually significant information
of an image is usually concentrated in just few coefficients
of the DCT. This is the main reason, why the DCT is often
adopted in the compression of images. The most significant
DCT coefficients are selected by determining the variance of
the DCT coefficients [59]. DCT was applied in [59-61], for
reducing the dimensionality of data and for feature extrac-
tion. It was noted that even though the technique is robust to
illumination changes, variation in the size of feature vectors,
especially local features, affected classification accuracy.

Radon and wavelet transform: combines the radon transform
and discrete wavelet transform for dimensionality reduc-
tion and feature vector extraction. Given an image I, radon
and wavelet transform basically compute the projection of
the image along specified angles which results in the sum
of intensities in different directions [62]. This technique
was applied by Rai and Khanna [62] for data dimension-
ality reduction and extraction of important feature vectors.
The advantage of this technique is the ease of computation,
robustness, and insensitivity to various distortions, pose vari-
ation and illumination changes. The authors claimed that
Radon and wavelet transform is an improvement over DCT
[62].

Local directional pattern (LDP): in this method, each pixel
of an image is assigned an 8-bit binary code. The relative
edge response values of each pixel in different directions
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Table 3 Some related works on face gender and ethnicity recognition

References Feature extraction Classifier Dataset (size) Recognition rate (%)
Golomb et al. [70] Raw pixels Neural network Self compiled (90) 91.9
Mitsumoto et al. [71] Raw pixels BPNN Self compiled (60) 90.0
Yang and Moghaddam [77]  Raw pixels SVM FERET (1,755) 95.3
Lu and Jain [68] Raw-pixels LDA Yale/AR/NLPR/AsianPFO1 96.0
(2,630)
Khan et al. [54] PCA Neural network Self compiled (400) 88.7
Jain et al. [56] ICA SVM FERET (500) 96.0
Kim et al. [55] Raw pixels GPC AR (515) 97.0
Mayo and Zhang [66] LBP SVM FERET (4,560) 92.5
Luetal. [72] Raw pixels (Face regions) SVM CAS-PAEL (800) 92.5
Rai and Khanna [62] Randon and wavelet KNN SUMS / LIITDM (600) 90.0
transform
Bekios-Calfa et al. [69] Raw pixel LDA UCN (10,699)/FERET 88.7 (UCN/FERET)
(994)/PAL (576)
Tejas et al. [63] PCA, SDA, LDA SVM CMU PIE/ Georgia Tech/ 86.5 (PCA)
GTAV/ FERET (8,112)
Shan [65] Adaboosted LBP SVM LFW (7,443) 94.8
Berbar [61] DCT SVM AT&T (430) 98.8
FERET (644) 93.3
UMIST 99.9
Face94 (3,059) 100
Chu et al. [74] Raw pixel SVM subspace learning MORPH (3,400) 94.7
FERET (800) 93.1
AINET (5,300) 94.0

are used to calculate the LDP. Jabid et al. [58], used local
directional pattern for face representation and feature extrac-
tion. This method enhanced result because it is invariant to
changes in pixel intensity. However, since LDP has to repre-
sent each pixel of an input image with an 8-bit binary code,
the computation tends to be a lot slower.

Principal component analysis: is commonly used for reduc-
ing the dimension of data in various areas of computer vision.
It is basically a statistical method that converts a set of cor-
related samples into a new linearly uncorrelated subspace
using orthogonal transformation. The principal components
are the most significant variables. In gender identification, an
increase in the number of PCA features decreases the clas-
sification accuracy. Dhamecha and Sankaran [63], have per-
formed gender identification using three discriminant func-
tions; LDA, PCA and Sub-class discriminant analysis. But, as
the features increased, the classification accuracy decreased
significantly.

Other global and local feature extraction techniques used
in other literatures are:

Scale invariant feature transform (SIFT) [64],
Local binary pattern [65,66],

Independent component analysis [67],

Linear discriminant analysis [68,69].

For classification, the output is either male or female. Popu-
lar classifiers used in gender and ethnicity identification from
human face image are, Neural Networks, Support Vector
Machine, and Adaboost, as shown in Table 3. One of the earli-
est major attempts on face gender classification was reported
by Golomb et al. [70]. The authors introduced SEXNET
based on a back-propagation neural network classification
(BPNN), developed with 30 by 30 resolution face image.
Their neural network approach showed that, even in a very
low resolution image, they were able to identify gender with
a classification rate of 93 %. Using similar classification
approach, Mitsumoto et al. [71] used 8 x 8 and 8 x 6 low-
resolution face images for gender identification with 90 %
accuracy.

While neural network was the pioneer classifier used for
gender classification, it has been criticized for taking a longer
computational time. Support Vector Machine (SVM) is now
the most commonly used classification technique, simply
because of its high classification rate and reduced compu-
tational time [72-74]. SVM is a pattern classification algo-
rithm that is structured to find a separating hyperplane that
discriminates two dataset, so as to minimize the classification
error for data that are not used during the training process.
SVM kernels include linear, Polynomial, Radial basis Func-
tion, and Sigmoid [75]. Yang and Moghaddam [76,77], used
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Table 4 Related works on semantics description

Semantic type References

Technique Application domain

Absolute label

Categorical label

Bhatia et al. [81]

Dantcheva et al. [83],
Dantcheva and Dugelay [84]

Comparative label Reid et al. [87]

Manual annotation Improving face recognition

Face authentication,
face re-identification
Forensic image retrieval

Automatic annotation

Manual annotation

linear SVM to classify gender in low-resolution images. The
results obtained outperformed human perception test, as well
as exceeding the performance of other linear classifiers, such
as Fisher Linear Discriminant, Nearest Neighbor, and even
Radial Basis Function-based classifiers with average error
rate of 6.7 %.

Makinen and Raisamo [78] have also performed a com-
parative experiment on four different gender classification
methods using SVM. Likewise, Farinella and Dugelay [79]
studied the influence of gender and ethnicity on each other
using SVM classifier. They used leave-one cross validation
for each gender-specific ethnicity classifier. They deduced
that the two attributes do not influence the performance of
each other. In addition, Adaboost, which is a combination
of several weak learners for building a strong classifier has
been suggested in [78,80]. A brief summary of some related
works on gender recognition is illustrated in Table 3.

3 Semantic descriptors

Semantics involves using verbal descriptions for performing
recognition. This means that, the use of words is adopted fea-
ture representation, after which the feature vectors are con-
verted to numerical values. The descriptions can either be
manually or automatically annotated. The basic idea behind
the use of semantics is to minimize the level of inaccuracy
of descriptions offered by a human observer. Mainly, when
humans predict measurements, the outcome can be very inac-
curate. As a result, the use of labels are deemed rather more
convenient way of describing a person. In previous studies,
two basic approaches have been attempted, which include
categorical and comparative labeling, as shown in Table 4.
Although detailed literatures on this technique for facial
soft biometric recognition are quite limited. We gain some
insight into few related studies, with regard to the form of
labels they have utilized. Bhatia et al. [81], have investigated
on developing a means of describing the overall shape of
the face in categorical descriptive terms, rather than using
measured descriptors. They assumed that humans take into
consideration the relative measurements, shapes, and appear-
ance of the face in a holistic manner, when trying to recog-
nize faces in degraded images [82]. Descriptive terms were
used to represent the ratio between geometry of the face. For
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instance, the ratio of the length of the nose to the length of
the face was labeled as short, normal or long.

Dantcheva et al. [83] proposed using a bag of facial soft
biometrics, such as skin color, hair color, eye color, glasses,
mustache, and beard for face recognition. The color soft bio-
metrics embedded in their system were detected using HSV
color space. Then skin and hair color were divided into var-
ious number of instances for categorizing the subjects in the
database. For instance, hair color was labeled with terms such
as black, blonde, red, gray white. Also, a similar approach
was exploited for labeling skin, hair, and eye color [84,85].
The problem associated with using categorical labels is that
the user or human observer can be subjective when provid-
ing descriptive terms. According to Reid and Nixon [86], the
perception of the distribution of population average around
the user or observer can negatively influence the descriptions
provided using categorical labels.

However, the use of comparative verbal description of the
face for image retrieval was introduced by Reid and Nixon
[87]. The authors proposed a technique of facial comparison
through verbal descriptions or semantic annotation of facial
features, such as, eyes, eyebrow, ear, nose, chin, and jaw. This
technique is more suitable for policing, whereby an offender
is searched and retrieved by comparing his descriptions with
other subjects in the database. They attained a rank-1 recog-
nition of 96.7 % using only three comparisons, which was
boosted by adding more comparison, resulting in 100 % rank-
1 recognition rate for 20 verbal descriptions. Generally, using
labels for identification can be very useful to some extent in
criminal investigation or short-term image retrieval such as
“Can you describe the offender for me”. However, in the
context of biometric identification, using labels theoretically
lead into categorization, and as a result, it makes the bio-
metric system unable to provide a conclusive identification,
since many subjects would share common labels.

4 Evaluation metrics

In any biometric application, the reliability of the system is
determined by the variation within the samples of subjects
(Intra-class variability) and the variation between the sam-
ples of subjects (Inter-class variability). Besides, a biometric
attribute that possesses low intra-class variability is described
to exhibit more permanence. While an attribute that has a
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Fig. 4 Depicts the plot of FAR against FRR. Ghalleb et al. [34] (©2013
IEEE. Reprinted, with permission from [34])

high inter-class variability is described to be distinctive in
distinguishing between subjects [88]. Therefore, the error
observed in a biometric system can be analyzed in terms of
the samples, that are correctly recognized and the samples
that are wrongly recognizing. We briefly note here that, the
domain of application determines the type of metrics used
for evaluation. For instance, some biometric applications are
used for verification. In this case, the aim is to perform a 1:1
comparison to classify subjects as genuine or impostor. As a
result, the correctly identified samples that are genuine cases
are counted as true positive (TP), and the correctly identified
samples that are impostor cases are regarded as true negative
(TN). The reverse is the case, for wrongly identified samples
in both genuine and impostors, resulting in false positive (FP)
and false negative (FN). Hence, the measure of error, calcu-
lates the false acceptance rate (FAR) and false rejection rate
(FRR) with respect to the FP and FN, which is plotted using
the receiver operating characteristic (ROC) curve, as shown
in Fig. 4.

However, an identification system is a 1: N comparison,
which focuses on finding the right target in a cluster of known
and unknown individuals. Thus, the distribution of features
of the target is compared with the rest of the subjects in
the database to measure their similarity. The result of the
comparison is used to rank the subjects in the database, based
on the close resemblance they have with the target. Moreover,
the position of the target is subsequently searched in the rank
order list. The accumulation of the correct search is computed
as the cumulative match score, and subsequently represented
with the cumulative match characteristic (CMC) curve, as
shown in Fig. 5.

Furthermore, some studies in soft biometrics have ana-
lyzed the level of identification error using probability of
collision [83,89]. Specifically, when categorical labels are
used for representing the distribution of subjects in the data-
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Fig. 5 Presents the CMC curve, denoting the retrieval performance
with respect to the number of subjects in the database by, Reid et al.
[87] (©2013 IEEE. Reprinted, with permission from [87])
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Fig. 6 Represent the probability of finding at least two subjects that
collide in the authentication group, adapted from Dantcheva et al. [16].
Specifically, removing either skin color or eye color influences distinc-
tiveness, while eye glasses has the least effect on detection results [16]
(©2011 Springer. Reprinted, with permission from [16])

base, the soft biometric system is limited in providing con-
clusive authentication, since many subjects belong to simi-
lar categories [90]. Therefore, the interest in this case is to
measure the level of interference. Precisely, it evaluates the
chances of a randomly chosen subject from an N authenti-
cation group to collide with any subject in the database [90].
Eventually, the identification error is plotted against the num-
ber of subjects in the database, as illustrated in Fig. 6.

5 Discussion and conclusion

We have performed a survey of the past and recent studies
on face-based soft biometrics. The paper is outlined to cover
two main perspectives, which include feature extraction tech-
niques and methods of application of facial soft biometrics.

@ Springer
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The feature extraction covered the facial attributes that are
within the scope of this paper, which include micro-features,
facial color features, gender, and ethnicity. The methods of
application pointed out various systems that have been devel-
oped with the aid of facial soft biometrics, while also high-
lighting the classification and evaluation techniques adopted.

Facial soft biometrics possesses several key benefits to
complement the performance of the conventional face recog-
nition systems.

In unconstrained situations, whereby the face image is
captured in an off-frontal pose or limited by occlusion, these
microscopic facial marks become very vital and provide more
valuable information for matching the identities. The use of
facial soft biometrics, such as gender, ethnicity, and facial
marks improved the top rank performance of the popular
commercial face matcher, FaceVACS [91] from 91.55 to
92.02 % [6]. In addition, the soft traits also reduced the equal
error rate (EER) of the system from 3.853 to 3.839 %.

Based on the descriptive characteristics of soft biomet-
rics, the advantage of using facial semantics is highlighted
in the FIDA system, developed by Bhatia et al. [81]. Quite
interestingly, the system does not require a reference image
to perform recognition. This can be very useful in the law
enforcement for forensic investigation and crime analysis.
Moreover, it eliminates the effect facial variations such as
pose, expression, and occlusion, while also minimizing the
necessity of human compliance.

Furthermore, facial soft biometrics proved essential in
pruning of search in the BIOFACE demonstrator, introduced
by Quaret et al. [85]. Incorporating facial traits like eye color,
skin color, beard, and mustache into BIOFACE, reduced the
computational time and complexity of the traditional face
recognition system.

Soft biometrics is still a developing area of research in the
domain of computer vision. There remains massive improve-
ments and contributions that can be still be made to the
field from variety of perspectives. To this end, future stud-
ies should focus on proposing novel feature extraction tech-
niques. This is more integral to the reliability of soft biomet-
ric system. Especially, proposing possible automatic methods
for accurately extracting facial features from unconstrained
low-resolution images or videos that are acquired from dis-
tance. It could be aided by utilizing multiple acquisition sen-
sors, whereby a CCTV captures the full profile of the sub-
jects, while an active sensor concentrates on the facial region.
In this case, soft biometric information of the facial region,
such as facial shapes can be represented with new descrip-
tive features, similar to bag of words or bag of features. Also,
the study of face gender and ethnicity on unconstrained face
images is a very open area of research, which could be very
useful in online image search.

Applications of soft biometrics can be easily adapted to
many computer vision applications. As a result, novel appli-

@ Springer

cations in areas of soft biometrics should be studied. Some of
the possible future prospect of soft biometrics could involve
incorporating some soft traits, such as, color information,
gender, and ethnicity into remote biometric identification
systems for rapid image retrieval, whereby a large pool of
data could be reduced to small entities through intelligent
categorization. The problem of data storage could be eased
using cloud servers for storage of the large amount data.

Furthermore, semantics face recognition research has
been performed on still facial images, manually annotated
from Gait dataset. This research area is still in its infancy,
the influence of demographic distribution on description is
yet to be evaluated. Since the distribution of average around
the human observer influences the descriptions offered, it
would be interesting to evaluate the correlation between intra
and inter demographic descriptions, like the descriptions pro-
vided by a specific ethnic, gender, and age group. In addition,
the exploit of semantics on video data retrieval of more chal-
lenging surveillance footage using automatic annotations is
still an interesting possibility. For instance, the use of mul-
tiple semantics could be integrated together with the aid of
fuzzy linguistic systems to offer a more precise description
for forensic investigations.
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