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Abstract Recent advances in mesh deformations have been
dominated by two techniques: one uses an intermediate
structure like a cage which transfers the user intended moves
to the mesh, the other lets the user to impart the moves to the
mesh directly. The former one lets the user deform the model
in real-time and also preserve the shape with sophisticated
techniques like Green Coordinates. The direct techniques on
the other hand free the user from the burden of creating an
appropriate cage though they take more computing time to
solve larger non-linear optimizations. It would be ideal to
develop a cage-free technique that provides real-time defor-
mation while respecting the local geometry. Using a simple
eigen-framework, we devise such a technique. Our frame-
work creates an implicit skeleton automatically. The user
only specifies the motion in a simple and intuitive manner,
and our algorithm computes a deformation whose quality is
similar to that of the cage-based scheme with Green Coor-
dinates.

Keywords Laplace operator - Eigenvectors - Eigenspace -
Deformation - Animation

1 Introduction

The creation of deformed models from an existing one is
a quintessential task in animations and geometric modeling.
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A user availing such a system would like to have the flexibil-
ity in controlling the deformation in real-time while preserv-
ing the isometry. In recent years, considerable progress has
been made to meet these goals and a number of approaches
have been suggested.

Some of the earliest techniques for mesh deformation in-
volved using skeletons [33]. A user typically creates a skele-
tal shape which is bound to the mesh. The mesh is then
deformed by deforming the skeleton and transforming the
changes back to the mesh. This approach puts a burden on
the user to create an appropriate skeleton and bind the mesh
to it. Later work [1, 9, 32] sought to reduce this burden by
automatically creating a skeleton. Automatic generation of
good skeletons and accurate transformation of deformations
from skeleton to mesh remain challenging until today.

Later approaches replaced the skeletons with a sparse
cage surrounding the mesh and then controlled the defor-
mation through the movement of the cage. The use of a
cage is akin to the concept of control polyhedron that is
used for free-form deformations. The authors in [27] intro-
duced the concept of control polyhedron and others refined
it later [18, 22]. It is well recognized that a control polyhe-
dron does not provide sufficient flexibility to deform meshes
with complicated topology and geometry [15, 21]. More re-
cent techniques increase this flexibility by introducing so-
phisticated coordinate functions that bind the cage to the
mesh. In general, each vertex of the mesh is associated with
weights called coordinates for each vertex of the cage. This
allows the mesh vertices to be represented as a linear com-
bination of the vertices of the cage. Cage based techniques
vary in how the weights of the vertices are computed. Early
attempts include extending the notion of barycentric coordi-
nates to polyhedra [16, 23, 31]. More recently, Mean Value
Coordinates [10, 11, 19], Harmonic [15], and Green [21]
Coordinates have been proposed for the purpose. The au-
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(a) cage intersects with mesh (b) sel f-intersecting cage

Fig. 1 Creating correct cages for meshes

thors in [21] pointed out that the Mean Value and Harmonic
Coordinates do not necessarily preserve shapes though they
provide affine invariant deformations. They overcome this
difficulty by providing a real-time deformation tool that
preserves shapes. Recently, in [14], Sorkine et al. use bi-
harmonic coordinates to integrate cages and skeletons un-
der a single framework. This allows the user to use dif-
ferent types of techniques simultaneously based on the re-
sult desired. Also, in [3], Ben-Chen et al. use a small set
of control points on the original mesh to guide the defor-
mation of the cage. Nevertheless, the limitation of creating
pseudostructures like cages and skeletons by users still per-
sists.

Creating pseudostructures, especially cages, can be time-
consuming and tricky, as Fig. 1 illustrates. The cage on
the left, for example, fails to envelop the mesh correctly.
The cage on the right envelops the entire mesh, but has
self-intersections leading to incorrect calculation of coordi-
nates. It falls upon the user to manually move the cage ver-
tices to rectify the cage, which can become time-consuming.
A user typically spends more time creating a good cage,
than deforming the mesh. The state-of-the art would be
enhanced if one can have a tool that has the capabilities
of Green Coordinates but without the need for the cage.
Our approach is geared toward that. Figure 2 illustrates
the point by showing how our method produces similar
quality deformations as Green Coordinates but without any
cage.

There are other approaches that impart the deformation
directly to the surface mesh and thus eliminate the need for
intermediate structures like cages or skeletons; see, e.g., [4,
5, 13, 29, 30, 35]. These techniques usually optimize an
energy function tied to the deformation and user control
to achieve high quality deformations. However, they ei-
ther require nonlinear solvers or multiple iterations of lin-
ear solvers to compute new vertex positions, making them
slower for large meshes. Also see [6] for a survey on vari-
ous deformation techniques that use the Laplacian operator
to formulate the energy.
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(a) Original Mesh (b) Green Coordinates (c) Our Method

Fig. 2 Comparing with green coordinates

1.1 Our work

We introduce a novel approach that allows the user to ap-
ply the deformation directly to the mesh but without solv-
ing any nonlinear system, and thus improving both time and
numerical accuracy. The method uses a skeleton but with-
out explicitly constructing one. It computes the eigenvec-
tors of the Laplace—Beltrami operator to provide a low fre-
quency harmonic functional basis which helps creating an
implicit skeleton. The skeleton is a high-level abstraction of
the shape of the mesh, lacking small features and details.
It deforms this skeleton by computing a new set of eigen
coefficients. These coefficients are solutions of a linear sys-
tem which can be computed in real-time. Finally, it adds the
details back to the skeleton to get the deformed mesh. We
point out that unlike other skeleton-based approaches our
implicit skeleton is simply the original mesh whose vertex
coordinates are derived from a truncated set of eigenvec-
tors.

Our eigen-framework retains the advantages of both the
cage-based and cage-less approaches. Figures 2, 10, and 13
illustrate this point. Our deformation software is easy to use
and efficient. We are also able to handle both isometric as
well as nonisometric deformations like stretching gracefully,
as shown in Fig. 3. More examples can be found in the video
submitted with this paper.
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(a) Our Method

(a)ARAP

(b) HC (¢) Our method

Fig. 3 Comparisons when we stretch the arm and bend the leg of
the armadillo. Note that our method handles stretching better than as—
rigid-as-possible (ARAP), and extreme bending better than harmonic
coordinates (HC)

1.2 Comparison with previous work on spectral
deformation

Recently, Rong et al. [25, 26] proposed a deformation frame-
work using the eigenvectors of the Laplace operator. Al-
though this seems similar to our approach, the reasons why
we use eigenvectors are different. In particular, Rong et al.
perform as-rigid-as-possible [29] deformations by trying to
preserve the Laplace operator. However, they use the eigen-
vectors to change the problem domain from spatial to spec-
tral, thereby reducing the size of the optimization problem
to the number of eigenvectors used. Usually, they need at
least 100 eigenvectors, and more eigenvectors make their fi-
nal deformation look better.

Our method, on the other hand, just needs a functional
basis of low frequency harmonic functions in which the
meshes are represented. We use low frequency eigenvectors
in order to get a smooth fit for a target deformation since our
goal is to guarantee a smoothly varying deformation rather
than isometry. Hence, we can guide deformations by using
as few as 8 eigenvectors. Furthermore, since we do not try
to preserve the Laplace operator, and hence isometry, we
can handle stretching better than [25, 26], as Fig. 4 illus-
trates.

Also, [25, 26] use deformation transfer based techniques
to recover details, and sometimes produce artifacts in the
deformed mesh, as shown in Fig. 12. We develop a more
sophisticated iterative technique to recover the details with
greater accuracy. Finally, in [25, 26], the positions of the
constrained vertices need to be changed each time the user
wish to change the scope of the deformation, increasing
users’ burden to specify the intended deformation.

Fig. 4 Stretching the arm of the armadillo. Note that spectral mesh
deformation (SMD), causes the entire mesh to deform in order to pre-
serve the mesh volume

2 Eigen-framework
2.1 Laplace—Beltrami operator

Consider a smooth, compact surface M isometrically embed-
ded in R3. Given a twice differentiable function fM—=>R,
the Laplace-Beltrami operator Ay of f is defined as the di-
vergence of the gradient of f.

The Laplace—Beltrami operator has many useful proper-
ties and has been widely used in many geometric process-
ing applications; see [20, 34] for surveys on Laplacian mesh
processing applications. For example, it is well known that
the Laplace operator uniquely decides the intrinsic geom-
etry of the input manifold M. Hence, isometric manifolds
share the same Laplacian, which makes the Laplace operator
a natural tool to capture or describe isometric deformation.
Indeed, this idea has been used to build local coordinates for
mesh editing and deformation to help produce as-rigid-as
possible type of deformation [28, 35]. The eigenfunctions
of the Laplace operator form a natural basis for square in-
tegrable functions defined on M. Analogous to Fourier har-
monics for functions on a circle, Laplacian eigenfunctions
with lower eigenvalues correspond to low frequency modes,
while those with higher eigenvalues correspond to high fre-
quency modes that describe the details of the input mani-
fold M.

In our problem, the input is a triangular mesh approxi-
mating a hidden surface M. In such case, we need a discrete
version of the Laplace operator computed from this mesh.
Several choices are available in the literature [2, 7, 12, 23,
24]. In this paper, we use the mesh-Laplacian developed in
[2], although other discretizations of the Laplace operator
should also be fine. Both the mesh-Laplace operator itself
and its eigenvalues have been shown to converge to those
of the hidden manifold as the mesh approximates the mani-
fold better [2, 8]. See [6] for a discussion of the effects that
the various discretizations have on Laplacian based surface
deformation techniques.

2.2 Eigenskeleton

Given the Laplace operator Ay of an input manifold, let
é1, @2, ... denote the eigenfunctions of Apy. These eigen-
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functions form a basis for £2(M), the family of square in-
tegrable functions on M. Hence, we can re-write any func-
tion f € L2(M) as f =2, o'y, where o' = (f, ¢;) and
(-, -) is the inner product in the functional space £>(M). Un-
der this view, the function f can be considered as a vec-
tor a = [a!, a?, .. .] in the infinite-dimensional eigenspace
spanned by the Laplacian eigenfunctions.

Now, consider the coordinate functions (fx, fy, f;) de-
fined on M whose values at each point are simply the x-, y-,
and z-coordinate values of the point, respectively. By rewrit-
ing these coordinate functions, we can represent a surface
by three vectors (ay, ay, o) in its eigenspace. We call these
the coordinate weights of M. The embedding of a manifold
is fully decided by its coordinate weights once the eigen-
functions are given.

Finally, since higher eigenfunctions have higher frequen-
cies and hence capture smaller details, we can truncate the
number of eigenfunctions (i.e., use only the top few coordi-
nate weights) for reconstructing the surface to get varying
levels of detail.

Eigenskeleton Given a surface mesh, also denoted by M,
with n vertices, we compute the eigenvectors of the mesh-
Laplacian computed from M, denoted still by ¢1, ..., ¢,. We
now restrict ourselves to the first few, say m < n, eigenvec-
tors of the shape. This gives us a higher level abstraction of
the surface that captures its coarser features. Specifically, let
P ={p1, p2, ..., pn} be the set of points reconstructed from
the vertex set V = {vy, va, ..., v,} of M using only the first
m eigenvectors @1, ¢, ..., ¢y, of the mesh-Laplacian. That
is, if

fo=) i, H=)_dlgi,  fi=) ole

i=1 i=1 i=1

then p; = {fx(v,-), fy(vi), fz(vi)} fori =1,...,n.Consider
the mesh K = K;,, with vertices p; and the connectivity same
as that of M. We call this mesh the eigenskeleton' of M. For
different values of m, the eigenskeleton K, abstracts the in-
put surface M at different levels of detail.

3 Algorithm

Our algorithm will compute the target configuration by de-
forming the eigenskeleton. In particular, the eigenskeleton
K,n is decided by the 3m coordinate weights ai, ot
a)l,, e, a;" and ag, e ag’. We will deform the eigenskele-
ton by computing a new set of coordinate weights by solv-

ing only a linear system. Since the number of eigenvectors

I'The concept of eigenskeletons is not new and has been used for mesh
compression in [17]. For more applications, please refer to the survey
papers [20, 34].
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Algorithm 1: Deformation framework

Input : Input mesh M

Output: Deformed mesh M*
1 begin
2 Compute eigenskeleton K for M
3 While (user initiates deformation) {
4 Step 1: Interpret user-specified deformation and
5 compute a coarse target configuration K
6 Step 2: Obtain K*, a smooth approximation to K
7 Step 3: Add shape details to obtain M*
8 |}

used is typically much smaller than the number of vertices
involved in deformation, a solution can be obtained in real-
time. We will see later that, other than being efficient, the use
of coordinate weights also has the advantage that the defor-
mation tends to be smooth across the entire shape. Since the
new eigenskeleton lacks smaller features, we design a novel
and effective algorithm to add back details using the one-to-
one correspondence between the vertices of the eigenskele-
ton and the original mesh. The high level framework for our
algorithm is described in Algorithm 1. Next, we describe
each step in detail.

3.1 Step 1: Coarse guess-target configuration

Our software uses a standard and simple interface for the
user to specify the intended target configuration. First, the
user selects a mesh region that he wishes to deform. We call
it the region of interest, R, and let Vg C V denote the set
of vertices in this region. Next, the user specifies the type of
transformation desired for the region of interest, which can
be either a translation-type or a rotation-type. The user then
indicates the target configuration by simply dragging some
point, say v € Vg, to its target position V.

From the type of transformation combined with the po-
sition of v and V, our algorithm computes either a trans-
lational vector t = v — v if the desired transformation is a
translation-type, or a rotational pivot p and a rotation matrix
r if the desired transformation is a rotation-type. We then
compute a coarse target configuration K for the eigenskele-
ton K using the following simple procedure: For all points
v; ¢ Vg, the target position for the corresponding point p; in
the eigenskeleton is simply p; = p;. For each point v; € Vg,
if the type of transformation is translation, then the target
position is p; = p; + t. If the type of transformation is rota-
tion, then the target position is p; =r(p; — p) + p.

In other words, we simply cut the region of interest and
apply to it the target transformation indicated by the user,
while the rest of the shape remains intact. Such an ini-
tial guess of target configuration is of course rather unsat-
isfactory. In fact, the deformation is not even continuous
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Fig. 5 The dragon model with its eigenskeleton created using 8 eigen-
vectors

Fig. 6 Left picture: A coarse discontinuous initial guess. Rotating the
entire region of interest (colored red) causes the discontinuity at its
boundary. We use the mesh connectivity information from the original
mesh to further emphasize this point. Right picture: After Step 2, we
obtain a smooth transition across the boundary

(along the boundary of the region of influence R, there is a
dramatic, noncontinuous change in the deformation). How-
ever, we will see later that in Step 2, our algorithm takes
this initial target configuration and produces a much better,
smoothly bent eigenskeleton. See Figs. 5 and 6 for an exam-
ple: in order to bend the body of the dragon, we specify a
rotation on the back half of the dragon. We then apply this
rotation on the entire region of interest in the eigenskeleton
to obtain a target configuration K, as shown in the left im-
age in Fig. 6. Note that Step 2 will produce a nice, global
deformation for the eigenskeleton, as shown on the right in
Fig. 6.

Observe that the translation-type and rotation-type mo-
tions are only high-level guidance for producing the final
deformation in Step 2. The final deformation is of course
not necessarily rigid. A stretching effect, for example, can
be achieved by a simple translation-type motion. From the
user’s point of view, the amount of work to specify the defor-
mation is very little and rather intuitive, while the algorithm
reconstructs a more complex deformation from the user’s
coarse input.

3.2 Step 2: Eigenskeleton deformation

After Step 1, we have a guess-target configuration K for the
eigenskeleton K. In this step, we wish to compute an im-
proved target deformed eigenskeleton K* from the guess-
target configuration K. In Step 3 described in next section,

we will add details back to K* to obtain a deformed surface
M* for the input surface M. The following diagram illustrates
successive structures.

Get Step 1 » Step 2 Step 3
M — K K K* — M*
skeleton guess target improve target add details

g * *
Vi —> pi —> Ppi —> pj —>

Recall that p; is the position of the ith vertex v; in the
guess-target skeleton K. Now consider the coordinate func-
tions ( fx, fy, f2) of the guess-target skeleton K. Note, each
function f,, where a € {x, y, z}, is a function M — R on
the input surface M. The guess configuration K is often far
from being satisfactory. In particular, by cutting the region
of influence and simply translating and rotating this part, a
discontinuity exists at the boundary of region of influence.
In other words, there is no smooth transition across the cut.
See the enlarged picture in Fig. 6 left image. This means
that the coordinate functions f, are not smooth across the
cut. To get a smooth deformed skeleton, we wish to find a
smooth approximation f;* for each fa. This will give rise
to an improved deformed skeleton K* with the ith vertex
pi = (L fYGL FLD.

To this end, note that since the eigenfunctions ¢;s of
M form a basis for the family of square-integrable func-
tions on M, each fa can be written as a linear combi-
nation of all eigenfunctions ¢;s for i = 1,..., n. Further-
more, eigenfunctions with low eigenvalues are analogous to
modes with low-frequency while those with high eigenval-
ues correspond to high-frequency modes. Since we aim to
obtain a smooth reconstruction of fa, we want to ignore
high frequency modes. Hence, we find a smooth reconstruc-
tion of fa using only the top m low-frequency eigenfunc-
tions ¢1, ..., ¢, of M. This is achieved as follows: Suppose
fr= Z'}':ld,gqu, and Aj = (&, &), a?) for j=1,...,m.
We want to find weights (&, &y, &) that minimize the fol-
lowing energy function where ¢;[i] is the value of the jth
eigenfunction ¢; on the vertex v;:

2

E=Y"IY"Aj¢ilil - pi (D

i=11j=1

Intuitively, the discontinuity in the coordinates of guess-
target configuration K requires high frequency eigenfunc-
tions to reconstruct it, and using only low-frequency modes
produces smoother f's, which induces better deformed
skeleton K*. See the right picture of Fig. 6—the skeleton re-
constructed from new coordinate weights (@, &y, ;) after
Step 2 shows a smooth transition from the region of interest
to the rest.
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3.2.1 An alternative interpretation

Before we describe how we minimize the above energy
function, we provide an alternative interpretation for the for-
mulation of our energy function. Recall after Step 1, we have
a guess-target configuration K for the eigenskeleton K, and
pi is the position of vertex v; in this skeleton K. Intuitively,
if K turns out to be the eigenskeleton of an isometric de-
formation M of M, then there exist new coordinate weights
(ax, ay, az), such that

2

m
> Ajpjlil—pi| =0 VvieV
j=1

where A; = (&){, &; &g ) represents the jth entry of each
@,. This is true because the manifold M has the same eigen-
functions as M, and its corresponding coordinate functions
can be written as a linear combination of the eigenfunctions
of M (i.e., @1, ..., ¢,). The new coordinate weights &, are
simply the first m coefficients for ¢y, ..., ¢, in this linear
combination.

If the deformation is not isometric, then we can try to
find the best fit (&, &f,, @) for j € [1,m] by minimizing
the above quantity over all vertices in V, that is, minimiz-
ing the energy function as defined in Eq. (1). Experimental
results show that our method tends to preserve isometry in
practice when such a deformation is possible; see for exam-
ple Fig. 10 and Table 2. At the same time, since we do not try
to preserve the Laplace operator, we can handle nonisomet-
ric deformations like stretching in a more natural manner,
compared to [25, 26, 29]; see, for example, Fig. 4.

3.2.2 Minimizing the Energy function E

There are 3m variables in the energy function in Eq. (1). To
minimize E, we compute its gradient with respect to Ay

IE Y o
v 2Z¢k[z]<;f‘/¢j[l] - Pi)

i=1

= Z(ZAj((]bk 0 = ((6n - fu) (e f)- (e .ﬁ>))

j=1

where ( fx, fy, f;) are the coordinate functions of the guess-
target skeleton. Now, setting the partial derivatives to zero
for all Ay, we get

m

D ik ¢ Ay = ((n - f) (Bx - Fyd (dw - o))

j=1

which leads to a linear system of equations in the following
form: @ A* = b, where @ is an m by m matrix with @; ; =
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(¢i-®;),> A* is an m by 3 matrix with A¥ = A; and b is also
an m by 3 matrix with the ith row as ({(¢; - fx), (¢ - fy), (¢i -
fz)). Using A* as coordinate weights, we reconstruct the
new deformed eigenskeleton K*.

3.3 Step 3: Shape recovery

We now have the deformed eigenskeleton K*. Since we use
only the top few eigenvectors for deformation, this skeleton
lacks small features and fine details of the original mesh. To
obtain the deformed mesh M*, we need to add appropriate
details back to K*.

In order to keep track of all the shape details, when cre-
ating the original eigenskeleton K, we also keep track of the
difference between v; and its reconstruction p;. We call it
the detail vector which is given by d,;, = v; — p;. However,
since the mesh is deforming, we cannot simply add d,, back
to p;.

To address this issue, we keep track of d,, in a local coor-
dinate frame around p;. In particular, for each p;, we com-
pute three axes that are given by: (i) the normal at p;, (ii)
projection of an edge incident at p; onto a tangent plane at
pi, and (iii) a third vector orthogonal to the previous two.
This frame remains consistent with the local orientation of
the vertex. For each detail vector d,,, we record its coordi-
nates in this local frame, which is the projection of d,, onto
the three axes. After the eigenskeleton is deformed to a new
configuration K*, we compute the new frames, and recon-
struct d,, using the same coordinates but in the new frame.
We then obtain the deformed location v; for vertex v; by
adding the new detail vector back to the skeleton point p;;
thatis, ; = p; +dy-

A drawback of this local-frame based scheme is that the
resulting eigenskeleton becomes very thin near the extrem-
ities, with a lot of small features collapsing together, when
very few eigenvectors are used. This leads to poor normal es-
timation around sharp features. See the dragon foot in Fig.
7(a). To overcome this difficulty, we compute two sets of
new detail vector sz,.: one is obtained by using the local-
frames as described above, denoted by CZS}); and the other,
denoted by &5,.2), is obtained by simply applying the target
deformation transformation computed in Step 1 to the orig-
inal d,;. The advantage of J,Sl.z) is that it tends to preserve
local details. However, just using LZIEIZ) alone has the problem
that the changes around boundary of R are often dramatic.
See the body of the dragon in Fig. 7(b).

2In the ideal case, the Laplace—Beltrami operator is symmetric, which
makes its eigenvectors orthonormal, and @ the identity matrix. How-
ever, we use area weights when building the Laplace—Beltrami oper-
ator, which makes it asymmetric, and @ a matrix with non-zero off
diagonal entries.
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(b) Transformed
vectors

(c) Interpolated
vectors

(a) Local frame
vectors

Fig. 7 Adding details back to the dragon

To get the best out of both strategies, we obtain a fi-
nal detail vector sz,- by interpolating between the two de-
tail vectors d~l(,[1) and &512) In particular, we assign a large
weight to the local-frame based detail vector (i.e., 35})) near
the boundary of R and diminish away from the boundary
both inside and outside R. We do so because we observed
that the normal estimation (and hence ‘ZI(J,'I)) is reliable away
from the extremities and near the boundary of the region
of interest and that dﬁ? provides accurate recovery of the
sharp features. This works for most models commonly used
in the real world, although it is theoretically possible for a
mesh and its corresponding skeleton to be very thin even in
regions away from the extremities. The details of this inter-
polation scheme are described in Sect. 4.1. Figure 7 shows
results for recovering the details of the deformed dragon us-
ing each individual strategies (a, b) and using the integrated
strategy (c).

4 Implementation
4.1 Recovery details

For interpolating the detail vectors, we need to assign a
weight to each vertex which should depend on how far it
is from the boundary of the region of interest. To do this, we
need to (1) identify the boundary d R of the region of interest
R; (2) compute a per-vertex function denoting the distance
from the boundary dR; and (3) use this function to assign
the interpolation weights.

The boundary vertices are identified by considering all
vertices in R and simply choosing the ones whose one-ring
neighborhood contains vertices that are not in R. We pre-
compute the one-ring neighborhoods on the original mesh
just once to reduce computation time during actual defor-
mation of the mesh.

Next, we first compute the following function for each
vertex v;: g(v;) = minyeyr dg(vi, v), where 9 R is the set of
boundary vertices of the region of interest R, and d (v;, v)
denotes the geodesic distance between two vertices. Again,
we precompute the all-pair geodesic distance matrix once
for the original mesh and use it subsequently for all defor-
mations.

Once we have g, we find the approximate diameter of R
as diamR = maxy,cg g(v). We use the diameter to compute
two cutoff values §; = %, and &, = % The interpola-
tion weights are then computed as

1 if g(vi) <4
w(v) =10 if g(vi) > &
-8 otherwise
82—61

The final detail vector at each vertex v; is then

d —<w<v~> iy + (1= w()) ‘?‘(’"2)) |45
= (w2 Cwp) - Y jac
ISPl a2y

Note that the two detail vectors &5,,” and &5?) have the
same length. The above formula simply interpolates their
directions to obtain &U,.. Intuitively, the closer a point is to
the boundary dR of the region of interest, the larger role
the local-frame detail vector (?l(”l) plays to guarantee smooth
transition. When a point is far from 9 R, the skeleton tends
to be much thinner, and in this case we rely more on the
transformation-based detail vector LZ,S?) to reconstruct dy, .

4.2 Choice of number of eigenvectors

The eigenvectors capture details at different scales. Conse-
quently, the use of different number of eigenvectors for de-
formation causes changes at different scales.

In general, the eigenskeleton created with only the top
few eigenvectors causes shape changes at a global level. To
capture local changes, we need a larger number of eigenvec-
tors. Specifically, if the region of interest R is small, then we
need more eigenvectors to build the skeleton so that R is re-
constructed reasonably well in this skeleton and the change
of the corresponding coordinate weights are sufficient to de-
form R. See Fig. 8 where if we choose too few eigenvec-
tors, the eigenskeleton of the ear collapses into roughly a
point, and cannot represent the ear at all. Since deformation
is computed for the eigenskeleton, the deformation of the ear
cannot be described by such a skeleton. Using more eigen-
vectors, we can capture the ear in the skeleton and further
deform it.

On the other hand, if the region of interest is large, the
change usually needs to be spread over a large area. If
we now choose too many eigenvectors, minimizing the en-
ergy function in Step 2 tries to preserve local details of the
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Fig. 8 Far left: head of camel. Right: Eigenskeleton of the head of the
camel constructed using 8, 50, and 300 eigenvectors, respectively

eigenskeleton (as there are more terms, i.e., A ;s with large
J, describing them). Roughly speaking, the optimization of
the weights of the lower eigenvectors is overwhelmed by
the large number of higher eigenvectors. Hence, the defor-
mation of the eigenskeleton returned in Step 2 tends to have
some dramatic changes for a few points while trying to pre-
serve local details elsewhere. Therefore, in the case of a
large region of interest, we need to choose a small number
of eigenvectors to build the eigenskeleton so that the weight
for global deformation is emphasized.

In summary, the number of eigenvectors ney, to be used
to reconstruct the eigenskeleton should be chosen based on
the size of R, the region of interest. At the same time, it
turns out that the deformation returned by our algorithm is
rather robust with respect to ney, as long as ney is within a
reasonable range. We thus use the following simple strat-
egy to decide ney. First, compute §3 = ﬁ”‘}]\em, where
diam(V \ R) = max,gg g(v) is the approximate diameter of
the complement of the region of interest. Now choose ey as

8 if 83 > 0.75
ney =13 50 if0.75> 683 >0.1
300 otherwise

This simple strategy works well for all the models we
experimented with. However, the user can easily override
these defaults to choose their own value for ney.

4.3 Additional modifications

Finally, we observe that since the eigenskeleton can be
rather coarse when ney is small (8 or 50), the local frame es-
timation sometimes simply becomes too error-prone on Kj
to recover a smooth shape through the interpolation strategy.

For this reason, we iteratively improve the quality of the
eigenskeleton based on the algorithm introduced in Sect. 3
as follows: Recall that K¥ denotes the deformed eigenskele-
ton reconstructed using m eigenvectors. Instead of directly
recovering the deformed mesh M* from K7, we first recover
another intermediate eigenskeleton Rn/ from K;ev, with n’ >
ney using Algorithm 1. This is achieved by using the detail
vectors to record the change from K, to K,, instead of K,
to the original mesh M. In particular, in our software, ney = 8
or 50, and n’ = 300 (this iterative approach is not needed if
ney = 300). The result is an eigenskeleton that already cap-
tures the main deformation, and that also contains sufficient
details.

@ Springer

Fig. 9 Adding details back to the dragon. Left: Directly from
eigenskeleton. Right: After iterative improvement

Next, we feed K, as the coarse-guess configuration to the
linear solver in Step 2 to obtain a new deformed eigenskele-
ton K¥,. This is done to smooth out any errors that may have
been introduced due to poor local frame estimation on Kj; .
We then use this new eigenskeleton K7, and local-frame
based detail estimation (instead of the interpolation method)
to recover the shape-detail of the deformed mesh M*. See
Fig. 9 for an example. The final deformation algorithm for
the case that ney = 8 or 50 is summarized in the following
diagram.

Iteration 1:

Step1 Step 2 Step 3 B
*
K"ev Knev K"ev . Kn/
Interpolation based
Iteration 2:
5 Step 2 Step 3
Kn’ K*, M*
n

local-frame based

For the case where n., = 300, the original Algorithm 1 is
applied as before. We remark that potentially one can per-
form more iterations to improve the deformation quality.
However, we observe in practice that two iterations provide
a good trade-off between quality and simplicity/efficiency.

4.4 Interactivity

To make the software interactive, we precompute the eigen-
vectors for the mesh along with the matrix @ since it de-
pends on the original mesh only. Notice that @ is symmetric,
and hence can be factored using Cholesky decomposition.
We also precompute the all-pairs geodesic distance matrix
used for interpolating detail vectors. To maintain interactive
rates, we only deform the eigenskeleton. Once the user is
satisfied with the shape of the eigenskeleton, the details are
added. When deforming the eigenskeleton, the right-hand
side (b) for our linear-solver can be quickly computed by
multiplying the matrix of eigenvectors with a matrix con-
taining the coarse guess. We can then compute the new co-
ordinate weights by performing simple backward and for-
ward substitutions. The entire process is simple and can be
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Table 1 Timing data (in seconds) for our algorithm
Model (# vertices) Ney Stepl & 2 Step 3
Armadillo (25k) 50 0.018 0.125
Dragon (22.5k) 8 0.013 0.161
Camel (7k) 8 0.002 0.049
(a) Original plane (b) As-rigid-as-possible 300 0.012 0.013
Plane (10k) 50 0.016 0.061
Bar (13.5k) 50 0.017 0.074
Children (20k) 50 0.017 0.095

(¢) Harmonic Coordinates

(d) Our method

Fig. 10 Bending a bumpy plane (dense mesh)

oo

(a) As-rigid-as-possible (b) Our method

Fig. 11 Bending a bumpy plane (coarse mesh)

computed in real-time. Adding details can be a little slow
(see Table 1) since we need to compute the normal for each
vertex, and hence is separated from the interactive part.

5 Results

We implemented our deformation algorithm using C,
OpenGL and MATLAB. For comparisons, we wrote our
own code for as-rigid-as-possible deformations [29] and
used the implementation of cage-based deformation us-
ing harmonic coordinates provided in open-source software
called BLENDER. For spectral surface deformation, we used
the code provided by the authors.

Figure 3 compares our method with harmonic coordi-
nates and as-rigid-as-possible deformations. For as-rigid-
as-possible deformation, red dots denote the fixed vertices,
while yellow dots represent the vertices that are moved. The
partial cages used for deforming using harmonic coordinates
are depicted using black edges. For our method, the red por-
tions are the regions of interest. Figures 10 and 11 show the
results of bending a plane with smooth bumps using differ-
ent techniques. Harmonic coordinates are not able to orient
the details correctly while for as-rigid-as-possible, the qual-
ity of the deformation seems to depend on mesh density.

Table 2 Comparison of relative RMS errors in deformations using as-
rigid-as-possible (ARAP) and our method (ED)

Model ARAP ED

Armadillo (Stretch Arm) 0.0023 0.0022
Armadillo (Bent Knee) 0.001 0.0007
Armadillo (Combined) 0.0052 0.0021
Plane 0.0028 0.0022

(a) Original model (b) Our method (c) SMD

Fig. 12 Moving the arm of Neptune using our method and spectral
mesh deformation (SMD)

Fig. 13 Twisting a bar using our method

The timing data for different stages of our algorithm are
presented in Table 1. Timings of Steps 1 and 2 are cou-
pled together since they are used in each step of interactive
deformation. Step 3 is used after the user is satisfied with
the shape of the skeleton. Table 2 compares the root mean
square error in edge lengths. Our method introduces very lit-
tle error in edge lengths, similar to as-rigid-as-possible ap-
proach which aims to optimize such error. Figure 13 shows
the result of twisting a bar using our method, while Fig. 14
shows that we can handle meshes of arbitrary genus. More
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Fig. 14 Editing the dancing children

deformations using our method can be found in the video
submitted with this paper.

We also present comparisons with spectral mesh defor-
mation in Figs. 4, 12. The results of spectral mesh defor-
mation are global and cannot be constrained to small re-
gions. For example, in Fig. 4, even though only the arm was
stretched, the entire mesh got deformed in an attempt to pre-
serve the volume and the Laplace operator of the mesh. Our
method is able to handle such deformations more naturally.
Also, the detail recovery method used in spectral mesh de-
formation can introduce artifacts into the deformed mesh.
For example, in Fig. 12, although only the arm was moved,
the staff of Neptune got slightly deformed as well. Even the
hand looks unnatural after the deformation. This happens
because 100 eigenvectors are not enough to capture the finer
details of the model.
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