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Abstract We present a new painterly rendering method that
simulates artists’ content-dependent painting process and
the natural variation of hand-painted strokes. First, a new
stroke layout strategy is proposed to enhance the contrast
between large and small paint strokes, which is an important
characteristic of hand-painted paintings. Specifically, the in-
put image is partitioned into nonuniform grids according to
its importance map, and determined by the grid size, an in-
dividually constructed paint stroke is applied in each grid.
Second, an anisotropic digital brush is designed to simulate
a real paint brush. In particular, each bristle of the digital
brush has an individual color, so that strokes rendered by
the new brush can have multiple colors and naturally varied
textures. Finally, we present a novel method to add lighting
effects to the canvas. This lighting imitation method is ro-
bust and very easy to implement, and it can significantly im-
prove the quality of rendering. Comparing with traditional
painterly rendering approaches, the new method simulates
more closely the real painting procedure, and our experi-
mental results show that it can produce vivid paintings with
fewer artifacts.
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1 Introduction

Non-photorealistic rendering (NPR) transforms realistic vi-
sual media to achieve various artistic styles. In contrast to
photorealistic rendering whose focus is on the expression of
realistic details, NPR aims to send abstract and emotional
information in a similar way as real art works. NPR tech-
niques are widely used to imitate hand-painted paintings,
drawings and illustrations [2, 6, 20, 24]. These computer-
based techniques reduce significantly the cost of expensive
manual creation. In addition, with the rapid growth of In-
ternet, the acquisition of high quality images and videos is
becoming increasingly easier. Thus, the demand of changing
images or videos into different artistic styles is also increas-
ing exponentially which provides a strong motivation for the
study of NPR.

As a typical NPR technique, painterly rendering trans-
forms realistic images or videos in an artistic way such that
the result looks like hand-painted. Many different methods
have been developed for this task. Litwinowicz [16] pro-
posed a method to add impressionistic effects to images and
video clips. Using curved brush strokes of different sizes,
Hertzmann [6] rendered a digital painting on multiple lay-
ers. Hays and Essa [5] presented an image-based painterly
rendering approach and extended it to video painterly ren-
dering. All these works show impressive rendering results.

Similar to hand painting, images produced by painterly
rendering are created by painting strokes on a canvas. The
strokes are usually painted on several layers with each layer
using a different stroke size. Specifically, paint strokes have
larger sizes on lower layers and smaller sizes on upper lay-
ers, and correspondingly the painting procedure is a refin-
ing process. However, this traditional painting approach has
two problems. First, for regions containing details, the large
strokes initially painted on the lower layer contribute noth-
ing to the final result, and they may hinder the small strokes
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Fig. 1 “Portrait of Caspar Goodrich” (1887), by John Singer Sargent.
(a) The original painting. (b) The face region, in which small paint
strokes are used to depict details. (¢) The background region, in which
large paint strokes are used to emphasized the abstract impression

from painting the details on the upper layer. Second, using
small strokes to refine the result painted by large strokes
will damage the abstract impression generated by the large
strokes, which is often the desired artistic effect for smooth
regions. For hand painting, strokes with different sizes are
applied not only on different layers but also in different re-
gions on the canvas. Paint strokes often have a larger size
in smooth regions and a smaller size in regions full of de-
tails. As shown in Fig. 1, there is a clear contrast between
large and small paint strokes, and using different stroke sizes
for different regions adds a distinct characteristic to hand-
painted paintings.

Traditional painterly rendering methods usually paint a
stroke as an anti-aliased line (straight or curved) of a solid
color without any texture. Although the real stroke texture
can be mapped onto the stroke path, the result still looks
more or less mechanical due to limitation of predefined
stroke textures. On the contrary, for hand painting, paint
strokes always have multiple colors and naturally varied tex-
tures.

To overcome the above problems, this paper presents a
novel painterly rendering algorithm. The new method uses a
new strategy for arranging digital strokes, such that strokes
with different sizes are used in different regions on the can-
vas. Furthermore, an anisotropic brush is designed to simu-
late natural strokes with multiple colors and varied textures.
Finally, we propose a simple and robust method to effec-
tively imitate the lighting effect. After a brief review of re-
lated work in Sect. 2, the algorithm is explained in details
in Sect. 3. Some experimental results are given in Sect. 4 to
demonstrate the effectiveness of the new method.

2 Related work

Painterly rendering can be traced back to Haeberli’s work
[4], where a natural scene was converted into an impression-
istic image by using an ordered collection of brush strokes.

@ Springer

In particular, each stroke had several attributes including lo-
cation, color, size, direction and shape, and most of these
attributes were interactively controlled.

Litwinowicz [16] presented an automatic method to
transform images and video clips into impressionistic style.
In this automatic method, brush strokes were arranged on
a regular grid with fixed spacing. The length and radius of
strokes were predefined, and the color of each stroke was
sampled from the original image. When the input is a video
clip, the optical flow was used to guide the movement of
strokes between adjacent frames so that the temporal coher-
ence could be retained.

A new method with multiple painting layers was pre-
sented by Hertzmann [6], where the image was rendered on
a sequence of layers and each layer had a different brush
size. Larger brushes were used to draw a rough sketch on
lower layers and smaller brushes were used to refine the
details on upper layers. Curved brush strokes were also in-
troduced to imitate curved strokes in real paintings. Each
stroke was assigned with a single color and rendered as a
solid cubic B-spline. Later, Hertzmann and Perlin [8] further
extended this work to cope with videos, where each frame
was painted as a still image. To improve temporal coherence,
the difference between frames was calculated, after which
the painting process was performed only in the regions with
significant changes.

Gooch et al. [3] proposed a new strategy for stroke lay-
out. While Hertzmann [6] arranged strokes on a symmetrical
grid, Gooch et al. [3] used a segmentation-based method.
First, the input image was segmented into features, whose
approximate medial axes were extracted to form a set of
tokens. Then, these feature tokens were used to determine
stroke properties such as path, width and color. In this paper,
we also present a new stroke layout strategy. Unlike previ-
ous works, our method arranges strokes on a nonuniform
grid to preserve fine features of the image. The details will
be explained in Sect. 3.1.

Hertzmann [7] proposed a special technique to add light-
ing effects to painterly rendered images. Specifically, a pair
of opacity and height maps were assigned to each stroke to
construct the height map of the whole image, after which the
lighting effect was added to the image by bump-mapping
the original painting based on the height map. In this pa-
per, we present a new method that achieves a similar effect
and is very easy to implement. The details are described in
Sect. 3.4.

Hays and Essa [5] proposed a uniform painterly render-
ing technique for images and videos. Different from most
previous methods, strokes in this paper were placed on an
arbitrarily large canvas. The orientation of each stroke was
computed by using RBF interpolation of key-point orienta-
tions. When processing video clips, the properties of strokes
were constrained over time, and edges at various frequencies
were used to guide the creation and refinement of strokes.
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Computation of stroke orientation is an important issue
for a painterly rendering algorithm, and it has been widely
studied [17, 22, 23]. Recently, Lee et al. [14] presented a
novel method to determine the orientation of strokes for
videos. In their work, the motion information was extracted
from image sequences of a scene and then used to determine
the stroke orientation in regions with significant motions. In
regions with little motion, the orientation of strokes was de-
termined by the image gradient field. The stroke orientation
determined by this composite approach shows an advantage
in expressing the movement of objects.

Several example-based methods were proposed to pro-
duce painting results through analyzing and learning fea-
tures of real paintings [9, 11, 19]. In these methods, one
or more example paintings are given as templates. Then
some key features (e.g., color and texture) are extracted from
the templates and transferred to the input realistic image to
make it have a painting appearance.

Recently, several object-based painterly rendering tech-
niques were proposed [12, 13, 15, 21, 26]. Based on image
parsing techniques, Zeng et al. [21] presented a semantics-
driven painting approach. The input image was first de-
composed into a parse tree representation consisting of
constituent components. Then each image component was
painted by selecting appropriate brushes from a pre-defined
brush dictionary and placing them on the canvas. The se-
lection of brushes was guided by the image semantics de-
scribed in the parse tree so that each image component has
an individual painting style. Zhao and Zhu [26] presented an
interactive abstract painting system which is guided by the
psychological principle. They further improved the method
introduced by Zeng et al. [21] with a few adaptations and
applied it to render input photographs. In addition, a nu-
merical ambiguity analysis method was proposed to assess
and control the abstract level of the result painting. Kagaya
et al. [13] proposed an novel video painting system. Sim-
ilar to the object-based image painting technique, the in-
put video clip was segmented into the background and the
temporally moving (or deforming) objects. The user could
specify style parameters for each object in some keyframes.
Then these parameters will automatically propagate to the
entire video and each object will be painted according to
its specific style parameters. Our new method is also con-
tent dependent, but follows a different strategy. First, while
object-based methods try to paint different objects with dif-
ferent styles, we focus on the arrangement of brushes with
different sizes and naturally varied textures. Second, our ap-
proach is more flexible in that the painting result can be
simply adjusted by modifying the importance value of each
pixel. For instance, using edge detection result as the im-
portance map, our method can produce results with sharp
edges and clear contrast between large and small brushes.
Third, our approach is easier to implement and more robust

because the content object is a relatively high-level concept
and is sometimes difficult to accurately extract from input
images and videos.

3 Algorithm

The new algorithm consists of four major parts addressing
respectively the layout of strokes (i.e., position and size), the
orientation of strokes, the rendering method and the lighting
effect.

3.1 Layout of strokes

Similar to many existing methods, multiple stroke sizes are
used in this paper and they are also applied to multiple lay-
ers. However, instead of using a fixed stroke size for each
layer, we use different stroke sizes for different parts of
the image and, on the same layer, strokes can have dif-
ferent sizes depending on the image content. The idea is
to design an importance driven stroke layout strategy [18],
which paints smooth regions with larger strokes while paint-
ing details with smaller strokes. Given an input image, this
is achieved via three steps: computing the importance map,
partitioning the canvas into grids according to local impor-
tance and assigning different stroke sizes to different grids.

In order to obtain a reliable importance map, a bilateral
filtering is first performed on the input image to remove
noises and to keep edge features. The result of bilateral fil-
tering is a reference image, which is then used to compute
the importance map. Areas close to edges are often consid-
ered more important, and consequently they require more
attention when painting. Thus, we compute the importance
energy E(x,y) of a pixel (x, y) in the reference image with
the following equation

2 2
E(x,y):\/<al(ax’y)> +<al(x’y)) , )
X ay

where I (x, y) denotes the grayscale intensity and the gradi-
ents are calculated using Sobel operator. Depending on con-
tent features, different measures can be adopted to adjust the
importance map. For instance, face detection can be used to
increase the energy in the face area [25].

After the importance map is constructed, we divide the
canvas into a set of rectangular grids by cutting repeatedly
along the x and y directions (see Fig. 2(b)). At the begin-
ning, the whole canvas is one grid. Then, cutting through
the longer edge, the canvas is divided into two smaller grids.
For each new grid, this division process is repeated until the
total importance energy in the resulting grid is less than a
given threshold T,. A grid is divided into two parts to maxi-
mize the difference between the average energies of the two
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(a)

(c)

Fig. 2 Importance map and canvas partition. (a) Input image. (b) Importance map with canvas partitioned twice along the x and y directions.
(c) The final result of canvas partition. Partitions are marked using different colors, and their sizes decrease as the color changing from blue to red

resulting grids and, at the same time, to minimize the differ-
ence between the area of the two grids. To find the optimal
cutting point of a partition, we solve the following optimiza-
tion problem

) E?maller 45 S})igger 1%

argminj — bigger ' Ssmaller ’ @)
! E i +48 i

where i is the index of valid cutting points, E_l.sma‘"er and

E}ngger denote respectively the smaller and larger average

energy of the two resulting grids, S,.Sma“er and S}ngger denote
respectively the smaller and larger areas of the two result-
ing grids, § is a small positive constant which is set to 0.01
in our implementation, and y is used to adjust the weight
between the two terms in the equation, which is set to 1.0
for all examples in this paper. In addition, a maximum and
a minimum threshold are defined to control the size of fi-
nal grids. If the area of a grid is larger than the maximum
size, it must be divided into two smaller grids. If the area of
a grid is smaller than the minimum size, it will not be di-
vided any further. In our implementation, the maximum and
minimum sizes are set to the maximum and minimum stroke
sizes specified by the user in terms of area.

As shown in Fig. 2(c), an nonuniform rectangular mesh is
formed from canvas partition. The importance energy of pix-
els in smooth regions of a reference image are usually small.
Hence, the partition operation in these regions quickly ends
after a few divisions reaching the threshold 7,, which leads
to larger grids in smooth regions. On the contrary, for re-
gions containing fine features, more divisions are performed
before reaching the threshold 7, and consequently the re-
sulting grids in these regions are relatively small.

Strokes are distributed to the partitioned canvas accord-
ing to the size of each grid. We sort the grids in descending
order according to their area and loop from top to bottom the
grid list. Within each grid, two potential anchor points are
defined. Denoted by pmin, the first anchor point is defined as
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the pixel with the minimum coverage (see Sect. 3.3 for de-
tailed definition of the coverage map). Denoted by pmax, the
second anchor point is the pixel whose color has the great-
est difference from the corresponding pixel on the reference
image. If the coverage of pp;, is smaller than a given thresh-
old T, a stroke will be placed at this point. Otherwise, the
color difference between the canvas and the reference im-
age at pmax is checked and, if it is greater than a threshold
T,, a stroke will be placed at ppyax. For a specific grid, if
none of these two conditions is met, then no stroke will be
placed. The size of the stroke is selected from a list contain-
ing user-specified standard values and, according to the area
of the grid, it is set to the closest standard value. The lay-
out of strokes is completed for a layer when the loop ends
and every grid is checked. In our approach, 3 to 5 layers of
strokes are usually sufficient to produce a good result.

3.2 Orientation of strokes

Haeberli [4] suggested using the gradient direction to guide
strokes, and the stroke direction was set perpendicular to the
local gradient. This approach works well in regions contain-
ing fine features, but the stroke directions become chaotic
in smooth regions where local gradients get close to sin-
gular. Hays and Essa [5] proposed an alternative method
to overcome this problem. A few points with large gradi-
ent magnitudes were selected to form a key-point set and
at each key point, the stroke direction was defined perpen-
dicular to the local gradient. For other points on the can-
vas, the stroke directions were computed through an RBF
interpolation (see, e.g., [1]). This method can produce con-
sistent orientation fields for smooth regions, but in regions
with details, the strokes with interpolated directions often
fail to capture the edges. As a result, the strokes may go
across the edge and cause damage to the content structure.
Litwinowicz [16] proposed a method that falls in between.
Specifically, for points with large gradient magnitudes, the
orientation was set to the normal of the local gradient, and
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for other points with small gradient magnitudes, the orienta-
tion was interpolated using thin plate spline.

In this paper, we use a method similar to Litwinow-
icz [16] to generate the stroke orientation field. Based on the
importance map, the orientation of each point is computed
as

0(x,y) = E(x,y)- Ogn(x,y)
+ (1= Ex, ) Orpr(x,y), A3)

where Ogn denotes the orientation field obtained from the
normals of local gradients, Orpr denotes the orientation
field computed from RBF interpolation and E(x, y) is the
importance energy normalized to interval [0, 1]. This simple
approach ensures that in smooth regions, the stroke direction
is mainly determined by the RBF-interpolated orientation,
and in the regions with fine features, the stroke direction is
mainly determined by the local gradient.

3.3 Stroke rendering

A widely used method for stroke rendering is drawing anti-
aliased lines. Although easy to implement, the strokes ren-
dered by anti-aliased lines differ significantly from real
hand-painted strokes. As shown in Fig. 3(b), an anti-aliased
line has only a solid color without any texture. To simu-
late hand-painted strokes, we introduce an anisotropic brush
model as shown in Fig. 3(a), which is also used in our previ-
ous work [10]. Each visible pixel, whose intensity is greater
than O in the brush map, represents a bristle on the brush.
The intensity of pixel indicates the contact status between
the bristle and the canvas. White means completely touched
and black means completely separated. A stroke is rendered
by specifying a color to every bristle and dragging the brush
map on the canvas. As shown in Fig. 3(c), the stroke ren-
dered by this method has multiple colors and varied textures
along the stroke path.

The brush map (i.e., Fig. 3(a)) is predefined and for
each stroke, the digital brush described above is initialized
through three steps: (1) The brush map is uniformly resized
(using bicubic interpolation) to the specified stroke size;

a®

(b)

g

(a) (c)

Fig. 3 Brush map and the associated strokes. (a) Magnified brush
map. Each block represents a pixel. (b) Stroke rendered by an an-
ti-aliased line. (c) Stroke rendered by the anisotropic brush (a)

(2) The intensity of each pixel in the brush map is multi-
plied by a user-specified factor to adjust the transparency
of the stroke; and (3) Pigment colors are assigned individ-
ually to visible pixels whose intensities are greater than O
in the brush map (the details of pigment color assignment
are described in the next paragraph). After initializing the
brush, the stroke is painted along a path consisting of a set
of ordered points. Specifically, the center of the brush map
is placed in turn at each point on the stroke path and, for
every brush position, the corresponding pixels on the canvas
are painted with color

Toristle
255

Ceanvas =

Torist
- Christle + <1 - %s;e) - Ceanvas> (4)

where Cyyrisile represents the color of each bristle, Ceanyas 18
the color of the corresponding point on the canvas and Ipyise
is the intensity value of the associated bristle. In the above
equation, the transparency of the stroke is taken into account
through the intensity of the brush map.

The painting process starts with filling the canvas with a
solid color similar to the color of a real canvas. Then, fol-
lowing the strategy described in Sect. 3.1, strokes are dis-
tributed to the canvas and rendered immediately upon cre-
ation. For every stroke, the color of each bristle is sampled
from the reference image, followed by an adjustment sim-
ulating the natural color variation of hand-painted strokes.
First, the center of the brush map is placed at the anchor
point of the stroke, and the color of each bristle is sampled
from the corresponding point on the reference image. Sec-
ondly, denoting the individual bristle of the brush with sub-
script prisiie, the color of each bristle is adjusted by

Christle = @ - Christle + (1 — @) + Canchor + Cperturbation’ 5

where Cynchor 18 the color sampled from the reference image
at the anchor point of the stroke, o € [0, 1] is an adjustable
parameter, and Cperurbation 1S an optional random color spe-
cific to each stroke. To obtain the path of a stroke, we use
the method proposed by Hertzmann [6] to search for several
control points starting from the anchor point, which are then
connected together to form a smooth curve (the curve can go
cross grid boundaries). The number of control points is de-
termined by the maximal length of a stroke, a user-specified
parameter. From one end to the other, all points on the curve
are checked in order to form the stroke path, and the check-
ing procedure is terminated when either of the following
two conditions is satisfied. (1) The color difference between
the reference image and the canvas at the current point is
smaller than that between the reference image and the av-
erage color of the brush. (2) The orientation difference be-
tween the current point and the anchor point is greater than a
given threshold 7,. Those points that have not been checked
are discarded, and the checked points form the stroke path.
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Till now, the stroke size, the transparency (specified by the
user), the brush color (up to each individual bristle) and the
stroke path are all determined, and the stroke can be accord-
ingly rendered on the canvas.

A coverage map is also prepared to record the painting
process and indicate the coverage extent of each pixel on
the canvas. The coverage map is initialized to black, which
means no pixel on the canvas is covered by pigment. After
rendering the image canvas with the colored brush, the cov-
erage map is updated by setting all the bristle colors to white
and painting with the same stroke. As described in Sect. 3.1,
the coverage map is used in the determination of the anchor
point of each stroke.

3.4 Lighting effect

Adding lighting effects to the painted canvas can signifi-
cantly improve the rendering quality and makes the result
more similar to a hand-painted painting [7]. We present an
effective method to imitate the lighting effect which is very
robust and easy to implement. A canvas height map is first
constructed to indicate the height of each pixel on the can-
vas. Unlike Hertzmann’s method [7], in which a height and
an opacity map are assigned to each stroke, we use instead
the brush map and the anti-aliased line to render the height
and the opacity maps of each stroke. The pixel intensity on
the height map of a stroke is assigned as the average inten-
sity of bristles that pass through the corresponding point on
the canvas. The opacity map of a stroke is obtained by ren-
dering the stroke path on a black background using a white
anti-aliased line (see Fig. 4), and the width of the anti-aliased
line is set to a value slightly less than the diameter of the
brush (i.e., the width or height of the brush map). Then,
using the opacity maps of individual strokes as the weight
function, the canvas height map can be readily constructed
as the weighted sum of the stroke height maps.

Instead of using the Phong shading model to perform
bump-mapping, we imitate the lighting effect by simply ad-
justing the intensity of each pixel on the canvas. For each
pixel (x, y), its intensity adjustment is proportional to height
difference D(x, y)

d=0x,y)—m/2, ©
D(x,y) =h(x +cosd,y+sind) — h(x, y),

p—

(b)

Fig. 4 The height and opacity maps of a stroke. (a) The height map.
(b) The opacity map

@ Springer

where d represents the direction perpendicular to the stroke
orientation O (x, y), h denotes the pixel height, i.e., the cor-
responding pixel intensity on the canvas height map. The
intensity of pixel (x, y) is increased if D(x, y) is positive
and vice versa. The intensity adjustment also depends on
the original intensity of the pixel. The adjustment has to be
a relatively small value if the original intensity is too large
or too small (i.e., close to O or 255); and a relatively large
amount of adjustment could be allowed if the original inten-
sity is neutral, i.e., close to the mean 127. Specifically, for
a pixel (x, y) on the canvas, the intensity adjustment can be
expressed as

I(-xvy) =I(x,}’)+a'D(an)
x (min{/ (x, y),255 — I (x, y)}/127.5), @)

where a is a tuning parameter to control the intensity of
lighting effects. Increasing the value of a will enhance the
effect of specular reflection. Since the canvas is a color im-
age, the intensity adjustment is performed separately on the
R, G and B channels.

4 Results

A sequence of experimental results are presented in this sec-
tion to demonstrate the performance of the new method.
For comparison, we also give results produced by other
painterly rendering algorithms, which includes Litwinow-
icz [16], Hertzmann [6, 7], Hays and Essa [5] and Zhao and
Zhu [26]. While the results of Litwinowicz [16] and Hertz-
mann [6] are generated by our own implementations, the re-
sults of Hertzmann [7] and Hays and Essa [5] are obtained
from the corresponding paper and the project page, respec-
tively. Zhao and Zhu [26] result is produced by the software
provided on their project page.

Figure 5 shows the rendering results of Fig. 2(a) gen-
erated respectively by the proposed method and two other
methods. From the results, it is clear that our method pro-
duces a better contrast between larger and smaller strokes. In
our method, the obscure background is painted with larger
brushes, and the foreground containing details is painted
with smaller strokes. The clear contrast between the sophis-
ticated foreground and the flat background emphasizes the
message of the painting. In Hertzmann [6], the areas painted
by large strokes on the bottom layer are almost completely
covered by smaller strokes painted on upper layers and as a
result, the foreground and background objects are blurred to-
gether giving a dull appearance. Meanwhile, Hertzmann [6]
does not distinguish image content at different regions and
on the same layer, a fixed stroke size is used for the entire
canvas. Thus, some local features such as edges are often
rendered by strokes that are too large to capture the details
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(a)

Fig. 5 Images rendered from Fig. 2(a). (a) Our result. (b) The re-
sult rendered by Hertzmann [6]. (¢) The result rendered by Zhao and
Zhu [26]. When producing this result, the input image is interactively

(b)

segmented into foreground and background, with the abstract level of
the foreground set to the lowest and the abstract level of the background
set to medium

Fig. 6 Examples rendered respectively by (a) Litwinowicz [16], (b) Hays and Essa [5], and (c) our approach

and correspondingly the results at these areas appear rough
and bumpy. In Zhao and Zhu [26], the input image is in-
teractively segmented into a hierarchy of components, after
which the painterly rendering algorithm is performed within
each component. Benefiting from image segmentation, large
contours are well preserved in the output image (see the edge
of the flower in Fig. 5(c)). However, this approach often fails
to reproduce the small details that are not trivial to segment
(see the stamen region in Fig. 5(c)). It is observed from our
limited experiments that Zhao and Zhu [26] tends to give
more abstract results, even when the abstract level has been
set to the lowest, and the contrast between large and small
strokes rarely exhibits in their results. Similar disadvantages
are also found in other traditional painterly rendering algo-
rithms. In Fig. 6, the contrast between larger and smaller
strokes is not obvious in paintings produced by Litwinow-
icz [16] and Hays and Essa [5]. The stroke sizes used in
the entire image seems to be similar, and edges are not well
represented. In contrast, edges in our result are successfully
preserved, which benefits from our new stroke layout strat-
egy and also the use of the importance map generated by
edge detection.

In the traditional painterly rendering method, the render-
ing results produced by larger strokes on lower layers are

Table 1 Comparison of stroke numbers between our new approach
and Hertzmann [6]. Six different input images are rendered by Hertz-
mann [6] and our approach, respectively (our rendering results are
shown in Fig. 9). The dimensions of input images are listed in the sec-
ond column. The total number of strokes used in the two approaches
are listed respectively in the third and the fourth columns

Input image Dimension Our approach Hertzmann [6]
Dog 1024 x 842 11232 48116
Kiwi fruit 800 x 773 8368 38325
Windmill 1024 x 768 18729 67851
Deer 900 x 783 9194 40735
Man 664 x 999 16860 40681
Street 900 x 900 26072 94468

usually refined by smaller strokes painted on upper layers.
However, for smooth regions in the input image, it is com-
pletely unnecessary to paint them again with smaller strokes
since artificial noises could be added to the image. Also, it
is often a waste of work to paint the sophisticated regions
with large strokes, which are to be completely covered and
refined by smaller strokes. By using different stroke sizes in
different regions, our new method has a potential to signif-
icantly reduce the number of paint strokes while achieving
a better quality. As shown in Table 1, the number of strokes
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used by the new method is far less than that used in Hertz-
mann [6].

To investigate the performance of the new method for
adding lighting effects, a comparison with Hertzmann [7]
is performed. In order to avoid the influence of other
painterly rendering operations, we add the lighting effect
to the same input image and use the same height field with
Hertzmann [7]. Figure 7(a) shows a painting rendered by
Hertzmann [6] from a realistic source image, and Fig. 7(b)
shows the lighting effect added by using bump-mapping [7].
Shown in Fig. 7(c) is the lighting effect added to the same
input image Fig. 7(a) using our approach and the same hight
field as Hertzmann [7]. Comparing Fig. 7(b) and Fig. 7(c),
it can be observed that the two lighting effects appear to be
very similar except that Hertzmann [7] makes the original
painting darker while our approach makes it brighter. How-
ever, our approach is easier to implement. Furthermore, the

Fig. 7 Lighting effect comparison between Hertzmann [6, 7] and our
approach. (a) A painting rendered from a realistic source image, using
Hertzmann [6]. (b) Lighting effect produced by Hertzmann [7] for im-
age (a). (c) Lighting effect produced by our approach, using the same
height field generated by Hertzmann [7] and added to the same input
image (a). (d) Our rendering result for the same realistic source image

Fig. 8 Rendering effects of different techniques developed within
the new algorithm. (a) is generated using the full version of the new
painterly rendering algorithm. (b) is generated using the stroke layout

@ Springer

height field generated by Hertzmann [7] seems to be exag-
gerated. The feedback from a few artists confirms that our
height field generated by the anisotropic brush is closer to
real paintings. The final painterly rendering result produced
by our new algorithm for the same realistic source image is
shown in Fig. 7(d).

Besides comparing with other painterly rendering algo-
rithms, we also compare the different techniques developed
within our new algorithm, including the stroke layout strat-
egy and the integrated stroke rendering and lighting method.
Figure 8 shows a group of results painted using our new ap-
proach, but with different settings. In particular, Fig. 8(a) is
rendered using the full version of the new method. Fig. 8(b)
is painted with our new stroke layout strategy switched off
and replaced by that proposed by Hertzmann [6]. It can be
observed that the edges in the image are not well preserved
and many fine features have been lost. In addition, the con-
trast between large and small strokes is very moderate in
Fig. 8(b) giving a flat impression. Figure 8(c) is produced
by keeping the proposed stroke layout strategy but replac-
ing the stroke rendering and lighting method with drawing
anti-aliased lines. As expected, the details are successfully
captured in Fig. 8(c), but the strokes rendered by using anti-
aliased lines appear to be very mechanical.

More results rendered by the proposed approach are
given in Fig. 9 at the end of the paper. These examples fur-
ther demonstrate that the new approach has a stable perfor-
mance and can be successfully applied to a wide range of
images to achieve different painting styles.

5 Conclusion

Based on a novel strategy for stroke layout, we proposed
in this paper an effective and robust painterly rendering
method. First, according to an importance map built from
the input image, the canvas is non-uniformly divided into
grids with different area. Then strokes with user-specified

(c)

strategy proposed by Hertzmann [6]. (c) is painted using anti-aliased
lines without lighting effect
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Fig. 9 Painterly rendering results of our new method. The importance maps of some reference images have been slightly adjusted by interaction,
e.g. the energy in the face region of Man has been enhanced
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standard sizes are distributed to the partitioned canvas ac-
cording to the size of individual grids. Strokes of larger
sizes are usually allocated to smooth regions in the image,
while strokes of smaller sizes are placed in the regions full
of details. This strategy simulates the clear contrast between
large and small strokes, which is often a key characteristic
for hand-painted paintings. In addition, an anisotropic brush
model with hand-painting features is designed to render the
strokes. The paint strokes rendered by our approach has mul-
tiple colors and varied textures, which is more similar to the
strokes in real paintings. After rendering, an effective and
easy-to-implement method is presented to add lighting ef-
fects to the result image. Demonstrated by various exam-
ples, the proposed painterly rendering method can produce
visually pleasant results for a wide range of paintings.
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