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Abstract Tracking, recognition and interaction based on
3D freehand are a part of our virtual assembly system, in
which monocular camera is used to input online freehand
videos and the hand pose tracker requires a reliable initial
pose in the first frame. A novel approach to initializing 3D
pose and position of freehand is put forward in this paper
visualization of 3D hand model and modeling the operators’
cognitive behaviors. Our approach is composed of three
phases: hand posture recognition, coarse-tuning and fine-
tuning. The operator moves his/her hand onto the to meet the
needs of our virtual assembly system. The main contribution
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of this paper is that the three core techniques are for the first
time integrated together, including human–computer inter-
action (HCI) in the process of initializing, projection of the
3D hand model in the period of coarse-tuning time. Then,
the computer repeatedly fine-tunes the 3D hand model until
the projection of the 3D hand model is completely super-
imposed onto the operator’s hand image. We focus on ex-
ploring and modeling cognitive behavior of operator’s hand
upon which we design our initialization algorithm. Our re-
search shows that cognitive behavioral models are not only
beneficial to reducing cognitive loads for operators, because
it makes the computers cater for the changes of the opera-
tors’ hand poses, but also helpful to address high dimension-
ality of articulated 3D hand model. Our experimental results
also show that the approach presented in this paper is easier,
more pleasurable and satisfactory experience for the opera-
tors. Our initialization system has successfully been applied
to our 3D freehand tracking system and a simulation virtual
assembly system.

Keywords 3D Freehand pose model · Features extraction ·
Initialization · Visualization · Cognitive behavioral models

1 Introduction

There has been a great emphasis lately in Human Computer
Interaction (HCI) research to create easier use of interfaces
by directly employing natural communication and manip-
ulation skills for humans. Adopting direct sensing in HCI
will allow the deployment of a wide range of applications in
more sophisticated computing environments, such as Virtual
Environments (VEs) or Augmented Reality (AR) systems.
The development of these systems involves addressing chal-
lenging research problems including effective input/output
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techniques, interaction styles and evaluation methods. In the
input domain, the direct sensing approach requires capturing
and interpreting the motion of a hand. The hand is the most
effective, general-purpose interaction tool due to its dexter-
ous functionality in communication and manipulation [1].

One of the keys to track freehand by Monte Carlo method
is to acquire initial state of a hand pose with some accuracy
[1–4]. Especially in recursive and model-based freehand
tracking approaches, initialization of 3D-freehand-pose is a
necessary step, yet it is a troublesome problem because in
most of the studies, initial state of a hand pose is manually
complemented.

Motivated by the application of human–computer inter-
face in AR and VE, bare hand tracking requires a reliable
initial pose in the first frame. There are many difficulties in
the initialization. Firstly, it remains challenging to recover
3D structure from a single hand image in computer vision
domain. Secondly, freehand is a typical articulated object
with high dimensionality, and to find out the real 3D hand
model from nearly unlimited hand gestures is almost im-
possible unless approximate methods are used, just as most
of the single-frame pose estimation approaches do. Thirdly,
how to acquire measurements or image features automat-
ically and robustly from frame images sequence is still a
problem to be further researched.

2 Related work

2.1 Initialization

Initialization of 3D freehand pose is always related to
the problem of single-frame pose estimation. A person-
independent recognition method for hand postures against
complex backgrounds is proposed in [5] by combining dif-
ferent feature types at the graph nodes. To estimate arbi-
trary 3D freehand postures, N. Shimada [6] accepts not only
predetermined hand signs but also arbitrary postures in a
monocular camera environment. The estimation is based
on a 2D image retrieval. More than 16,000 possible hand
appearances are originated from a given 3D shape model
by rotating model joints and storing them in an appearance
database. A Specialized Mappings Architecture (SMA) ap-
proach, proposed by Rómer Rosales [7], is to map image
features to likely 3D hand poses by employing a machine
learning architecture, with the help of rotation and scale-
invariant moments of the hand silhouette. The SMA’s funda-
mental components are a set of specialized forward mapping
functions and a single feedback matching function. The joint
angle data in the training set is obtained via a CyberGlove,
a glove with 22 sensors that monitor the angular motions of
the palm and fingers. During training, the visual features are
generated by using a computer graphics module that renders

the hand from arbitrary viewpoints given the 22 joint angles.
Generally speaking, SMA provides continuous pose esti-
mates through regression. The chamfer distance, edge orien-
tation histogram and moment are used in [8] to estimate 3D
hand shape and orientation by retrieving appearance-based
matches from a large database of synthetic views, which are
rendered by 26 predefined prototype shapes. The hand shape
in the input image is assumed to be close to one of the 26
predefined shapes. A tree-based representation [9], where
the leaves define a partition of the state space with piece-
wise constant density, can be applied effectively to track 3D
articulated and non-rigid motion.

The single-frame pose estimation approach [10], based
on a local search, expects to work well at the initial phase,
because no more history information can be used. One of the
distinct features of single-frame pose estimation approach is
to retrieve hand poses from hand image database. This ap-
proach benefits from the appearance-based matching for 3D
parameter estimation, by looking up the ground truth labels
of the retrieved synthetic views. In [11], Stochastic Meta-
Descent (SMD) algorithm is employed in an eight-particle
tracker to track high-dimensional articulated structures with
far fewer samples than in the previous methods, as well as
to handle multiple hypotheses. Martinde LaGorce et al. [12]
assumed that hand is parallel to the image plane at initializa-
tion and linear constraints are defined on relative length of
the parts within each finger.

2.2 Cognitive behavioral model

Cognitive psychology is an approach in psychology that em-
phasizes internal mental processes. Cognitive models have
been successfully used in three main ways by human–
computer interaction (HCI) [13–15]. Cognitive models are
used to modify interaction to help operators with their tasks
[16, 17]. The cognitive behavioral model is based on the
cognitions influence on behavior and vice versa, it is use-
ful to HCI by predicting task times, assisting operators, and
acting as surrogate operators. If cognitive models could in-
teract with the same interfaces that operators do, the models
would be easier to develop and apply as interface testers.

2.3 Visualization

Visualization [18] has been around for a long time. It is
a process of transforming information into a visual form
enabling the viewer to observe, browse, make sense, and
understand the information. Through visual imagery, it
has been an effective way to communicate both abstract
and concrete ideas, and typically it employs computers to
process the information and computer screens to view it us-
ing methods of interactive graphics and imaging [19].
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2.4 HCI

As computers become integrated into everyday objects, ef-
fective natural human–computer interaction becomes criti-
cal: in many applications, operators need to be able to inter-
act naturally with computers the way face-to-face human–
human interaction takes place [20]. HCI design should con-
sider many aspects of human behaviors [21]. The opera-
tor activity has three different levels: physical [22], cogni-
tive [23], and affective [24]. The physical aspect determines
the mechanics of interaction between human and computer
while the cognitive aspect deals with ways in which oper-
ators can understand the system and interact with it. The
affective aspect is a more recent issue and it lies not only in
making the interaction a pleasurable experience for the op-
erator but also in affecting the operator in a way that makes
him or her continue to use the machine by changing atti-
tudes and emotions towards the operator [25]. The ultimate
goal of HCI is to provide an easier, more pleasurable and
satisfying experience for the operator. By now, we have not
found a way such as ours, which blends techniques of com-
puter interaction, visualization and theories of cognitive be-
havioral models, to settle down initialization issue for 3D
hand-tracking models.

Summarily, the above approaches, no matter how 3D
tracking or 3D reconstruction algorithm works, are not so
flexible as to satisfy the need of novel HCI in VR system.
For example, many hand-tracking systems, based on image
sequences or off-line videos, require the initial poses and po-
sitions identified manually to be the same as those in a hand
pose data set.

The main contribution of our work consists in fusing the
three core techniques, human–computer interaction in ini-
tializing, 3D hand model visualization and the operator’s
cognitive behavioral modeling, in an attempt to improve ac-
curacy and reduce computational cost derived from the high-
dimensional articulated hand structure.

3 The proposed method

3.1 Problem definition

We attempt to find a solution of V and R for the following
problem:
⎧
⎪⎪⎨

⎪⎪⎩

MinE{V,R}
V,R

V0,R0

E(V,V0) < Φ

(1)

where R is an operator’s hand pose from an online video
and V is a synthesized 3D virtual hand model which is syn-
thesized by the computer based on freehand model, V0 and

R0 are the initial synthesized 3D virtual hand model and
real hand pose, respectively. In the expression (1), E(·) is
the cost function used to evaluate the similarity of V and R,
MinE(·) is the 3D virtual hand model which is nearly the
same as the operator’s real hand pose, including both their
positions and poses, Φ is a threshold value.

3.2 Overview

Just as defined in the formula (1), the objective of 3D-
freehand-pose initialization is to reconstruct 3D hand mod-
els in accordance with the operators’ poses based on their
hand images from calibrated monocular cameras.

Our method is composed of pose recognition, coarse-
tuning for hand poses and fine-tuning for 3D models (see
Fig. 1).

The objective in hand pose recognition is to retrieve a
rough 3D hand model, which is similar to the operator’s ini-
tial hand pose. The objective of coarse-tuning process is to
move the operator’s hand towards the projection of the 3D
hand model while it keeps fixed, and the objective of fine-
tuning process is to fine-tune the 3D hand model making it
be the same as the operator’s hand while the operator’s hand
keeps fixed.

In order to provide a new approach to initializing 3D free-
hand model which is human-oriented, the following three
core techniques are for the first time being blended together
in our method: human–computer interaction in the process
of initializing, visualization of 3D hand model and modeling
the operator’s cognitive behaviors.

The key of this paper is as follows. First of all, by means
of blending cognitive psychology and case observations,
cognitive behavioral models for operators are set up. Then,
a novel 3D-freehand-pose initialization algorithm based on
operator’s cognitive behavioral models is proposed. Lastly,
experiments are performed to demonstrate the performance
of our method.

Fig. 1 The proposed 3D model
initialization approach. Our
algorithm is featured with
interaction between the bare
hand operator and the computer
in the process of initialization



610 Z. Feng et al.

Fig. 2 The kinematic hand model [1]

Fig. 3 The proposed 3D hand model with 26 encoded DOF

3.3 Hand mode

Based on the kinematic model [1] shown in Fig. 2, the 3D
freehand model designed for initialization is shown in Fig. 3.
The freehand consists of 27 bones, 8 of which are located in
the wrist. The other 19 constitute the palm and fingers. The
bones in the skeleton form a system of rigid bodies con-
nected together by joints with one or more degrees of free-
dom per rotation. Each knuckle is simulated by a column
with fixed radius and length, and the palm is simulated by a
cuboid. In our model, all joints are located in the same plane
on a finger, the plane is perpendicular to the palm plane with
thumb excluded. Any two fingers are not allowed to overlap.
There are 26 degrees of freedom (DOF): 20 local DOF and
6 global DOF. The fingers and the thumb have two DOF at
the anchoring joint allowing flexion with an angle as well as
spreading movement. The proximal interphalangeal and the
distal interphalangeal joints have one DOF each. The kine-
matic constraints are listed in Table 1.

Table 1 The kinematic constraints of hand joints (the unit: degree)

f θ

θmin
0 θmaxn

0 θmin
1 θmax

0

0 −30 20 −20 40

1 −10 10 0 90

2 −10 10 0 90

3 −10 10 0 90

4 −10 10 0 90

3.4 Modeling cognitive psychology

How should we make the initialization process pleasurable
and amusing? Researching the behavioral models of opera-
tors’ hands is an important way to achieve this purpose.

According to cognitive psychology [14], the behavior of
freehand is controlled by cognitive model, which reflects the
cognitive processes and disciplines of human psychology,
and this cognitive model keeps stable in the period of com-
pleting a specific cognitive task. A human performs cogni-
tive tasks according to mental models.

GOMS (Goals, Operations, Methods, and Selection
rules) models [26] are a well-developed tools for mental
evaluation in their current modern form, and we find that it
is still applicable for describing cognitive psychology mod-
els in our initialization system. We combine GOMS and the-
ory of cognitive load to model cognitive behaviors, placing
emphasis upon the way to describe Operations and Methods
in GOMS by the means of observation and case analysis.

3.5 Case investigation

In order to study Operations and Methods in GOMS and
acquire steady Cognitive Behavioral Model (CBM) in the
process of hand pose initialization, the participators were
invited to take part in our experiments: each of them was
equipped with a data glove on his/her right hand. A 3D hand
model was visualized in the scene and each participator was
requested to adjust his/her right hand from an initial natural
pose until the hand pose and the 3D model were the same.
In this process, all data from data glove sensors is reserved
for further analysis. A research scene on CBM is shown in
Fig. 4.

We just present the angle curves with time for the middle
finger and the forward direction vector of the palm shown
in Fig. 5: they are just a little clip of the 26 curves used in
analysis of CBM. We observed from Fig. 5 that the curves
can be divided into two parts, the one acutely changing in the
first period of time, which can be assigned to a coarse-tuning
process; and the other placidly changing in the second pe-
riod of time, which can be assigned to a fine-tuning process.
This observation stimulates us to introduce the technique of
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(a)

(b)

Fig. 4 A research scene on CBM. (a) The operator was equipped with
a data glove on his right hand. (b) The hand on the right is the fixed 3D
hand model and on the left is the synthesized 3D virtual hand based
on data glove data. We attempt to probe into some clues about how
operators change their hands for superposition of the synthesized hand
and the 3D hand model

interaction between human and computer, and it also pro-
vides us with cues to assign interactive and cooperative tasks
to the computer and the operator based on the two periods.
The CBM models are stated in the form of CBM features.

3.6 CBM features

Observation and analysis of the series of experiments yields
the following CBM featured points:

CBM-1: In the process of adjusting variables of pose vec-
tors, changes with large range occur in frontal period of
time while changes with small range occur in back period
of time.

CBM-2: A hand pose vector is always composed of vari-
able parts and unvariable parts. Taken gun-style pose as an
example, in the whole process of initialization, the middle
finger, the ring finger and the little finger are kept unvari-
able.

CBM-3: Compared with the approach of asking operators
to imagine and form their required hands only according to
required regulations or constraints, allowing the operators
to actively adjust their hand poses towards visible 3D hand
models shown on displays is more coincident with opera-
tors’ cognitive customs and less with their cognitive loads.

(a)

(b)

Fig. 5 (a) The change curves with time for a middle of the finger.
(b) The forward direction vector of the palm expressed as the angles
of forward direction vector of the palm with x-, y- and z-axes. The
curves start with the initial hand gesture and end with the situation
when freehand returns to the initial state. The operator was required to
wear a data glove with hand-position tracker system on his/her right
hand. The time unit is millisecond. The angle unit is degree

CBM features are based on interaction between operators
and computer.

3.7 Fine-tuning process

The superiority of operator over the computer is that he/she
can flexibly make decisions to all the situations in the
process of completing a cognitive task, so it is reasonable
to introduce the technique of interaction between human
and computer into our initialization system. How to make
computers to adapt to humans, or how to make initializa-
tion process easier, more pleasurable in experience for the
operators, is the main objective in our system.
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Operator’s initial freehand pose is always far from the
predefined one, meaning that to search the solution for the
problem definition (1) requires computationally expensive
searching algorithm. In order to deal with this problem, we
assign the operator to do this intelligent work corresponding
to the frontal period of time stated in CBM-1. The operator
adjusts his/her bare hand’s position and pose in agreement
with CBM-2 to make the online freehand images to be su-
perposed onto the projection of the given synthesized initial
3D hand model while the 3D hand model is kept fixed.

Once the operator’s freehand fall into the neighborhood
of the 3D freehand model, the computer will provide the
operator with feedback, flickering and highlighting, and the
computer begins to fine-tune the 3D hand model using the
approach similar to a particle filtering (PF) [27] in which the
CBM-2 is followed in order to greatly reduce the particle
number. Fine-tuning is assigned to the back period of time
stated in CBM-1.

The above two phases go by turns between human and
computer until the operators feel satisfied or the Hausdorff
distance between the human image and the projection of the
3D hand model onto the image is in the required scope.

According to CBM-3, the human–computer interaction
to some extent depends on the way of feedback and effec-
tiveness of visualization. In our study, many approaches are
used for visualization. For example, the 3D hand model is
rendered and outputted by means of OpenGL, the new hand
images are displayed in real time with a visual style.

What the computer does is to adjust 3D hand model
once the operator accomplishes adjusting his/her freehand.
Even if approximate poses are obtained by pose classifi-
cation, it is still difficult for the computer to further fine-
tune 3D freehand models with fast speed until the 3D hand
model is the same as the operator’s hand pose because of
high-dimensionality problem. It is fortunate that CBM-2 can
help us alleviate this problem. For example, if the computer
knows or predicts that some part of the variables in a hand
pose vector will change with time, it will focus on identify-
ing the values of these variables and pay little attention to
the left variables to be unchanged with time. This approach
is equivalent to reducing dimensionality of the hand pose
vector.

The fine-tuning process by computer is as follows:

(1) Generate N particles Xi
1 of X1, i = 1,2, . . . ,N , using

Gaussian model in agreement with the CBM features.
(2) Compute weight ω of each particle by

h(i) = Hausdorff
(
X

(i)
1 ,Ω

)
, (2)

s_h(i) = e−h(i)

, (3)

ωi = s_h(i)

∑N
j=1 s_h(i)

. (4)

(3) State updating

X =
N∑

i=1

ωiX
(i)
1 . (5)

(4) X is evaluated by

E = Hausdorff(X,Ω). (6)

In the formulas (2) and (6), Hausdorff(X,Ω) is the Haus-
dorff distance between the projection of hand model X onto
hand image plane and the hand image. The hand image fea-
tures are extracted by multiple scale approach [28].

4 Experimental results

4.1 Experimental settings

We use a color CCD calibrated camera ZT-QCO12 with a
4 mm lens that captures 640 × 480 video at 30 Hz. Our
computer is Intel®, CoreTM, Quad CPU 2.66 GHz, 3.25G
memory. We employ a 3D hand model with 26 degrees of
freedom (DOF), 6 DOF for the global transformation and
4 DOF for each finger. The length of each knuckle on the
finger and the size of the palm are determined beforehand.

4.2 Initialization of 3D hand model

Our method is compared with the two widely used ap-
proaches, the single-frame pose estimation approach [10]
and the SMD approach [11], and for simplification, SF and
OM stand for the single-frame pose estimation approach and
our proposed method, respectively.

The 3D-freehand-pose initialization process by OM is
shown in Fig. 6.

This process is composed of the three phases: hand pose
recognition [29], coarse-tuning and fine-tuning. The coarse-
tuning process is performed by the operator and the fine-
tuning process is performed by computer.

We used three quantitative measures to evaluate initial-
ization algorithms: accuracy, time cost and cognitive bur-
den. Accuracy is evaluated by Hausdorff distance between
hand images and projection of 3D hand models onto the im-
age planes (which is also called as Hausdorff distance in
the remaining part of this paper for simplicity). Cognitive
burden was evaluated by the four factors: tiredness, jovial-
ity, freedom and workability. The tiredness is described the
extent of toil the user experiences in the process of initial-
ization; the joviality describes the degree of amusement the
user feels; the convenience describes the quality of being
suitable to user’s purposes; and workability describes the
extent to which the initialization approach is feasible. The
four factors are scored between 0 and 100 by the users.
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(a)

(b)

Fig. 6 The 3D-freehand-pose initialization process by OM. (a) Pose
recognition [29], obtaining an initial 3D model. (b) The process of in-
teraction between human and computer. In (b), the top-left is the vi-
sualization of 3D hand model and image features. On the right is the
initialized 3D hand model. The bottom-left is a frame image from the
monocular camera

We asked an operator to accomplish an initialization task,
using OM, SF and SMD respectively, 50 times for each, and
the average results are shown in Fig. 7. The time costs by
OM, SMD and SF are 2535.3 ms, 8176.6 ms and 936.66 ms
respectively (Fig. 7a). Hausdorff distances of OM, SMD and
SF are 32.569, 37.205 and 74.825 respectively (Fig. 7b). OM
has the least Hausdorff distance of the three methods.

The investigation of cognitive burden of OM, SF and
SMD was conducted and the results are shown in Fig. 7c. It
is shown that OM is easiest, most pleasurable for the opera-
tors for the online use because of the least cognitive burden.

The Hausdorff distances in each of 50 times are shown
in Fig. 8. On a whole, the Hausdorff distance of OM is the
least.

We further carried experiments in the case of different
operators. Fifty students were asked to perform the same ex-
periment, the experimental results are shown in Fig. 9.

Figure 9 demonstrates that the evaluation results are ac-
cording to the same operator.

(a)

(b)

(c)

Fig. 7 The average time cost, accuracy and feedback for cognitive
load, with the same operator participating in the experiments OM, SF
and SMD, 50 times in each. (a) The average time of OM, SF and SMD.
(b) The average accuracy of OM, SF and SMD. Accuracy is evaluated
by Hausdorff distance. (c) The average tiredness, joviality, freedom and
convenience of OM, SF and SMD. These experiments were performed
by the same operator

4.3 Analysis of the experimental results

Our initialization system benefits much from visualiza-
tion. Because of the use of visualization, it is possible
that human–computer interaction is carried through harmo-
niously, and that the operators can feel intuitively how the



614 Z. Feng et al.

(a)

(b)

Fig. 8 The experimental results of 50 times by the same operator.
(a) The time cost of OM, SF and SMD. (b) The Hausdorff distance
in each of 50 times for OM, SF and SMD. Hausdorff distance is used
to evaluate 3D hand models after initialization is performed. These ex-
periments were done by the same operator

orientations and ranges of their hands should be adjusted, no
matter how big the distance between the objective position
and the current position is.

The time cost of our algorithm is composed of the three
parts: the time cost in hand pose recognition by computer,
in coarse-tuning process by operators and in fine-tuning
process by computer. The time cost by coarse-tuning process
depends mainly on skills for the operator to manipulate our
initialization system, while the time cost by computer is
mostly impacted on the number of particles used because

(a)

(b)

(c)

Fig. 9 For 50 different operators, the average curves of time cost, ac-
curacy and feedback for cognitive load. (a) The average time of OM,
SF and SMD. (b) The average accuracy of OM, SF and SMD. (c) The
average tiredness, joviality, freedom and convenience of OM, SF and
SMD

of high dimensionality of a 3D hand structure. On the other
hand, based on the CBM-2, the dimensionality of freehand
pose vectors is greatly reduced.

What we benefit most from CBM and interactive behav-
ior between human and computer is that it makes our initial-
ization system fast, accurate, robust and intelligent, as well
as human-oriented for operating, convenient for online use,
beneficial to reducing cognitive loads of operators. These
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(a)

(b)

Fig. 10 The operator is moving a vehicle part from one place to an-
other with his bare hand. The first scene is in the process of initializa-
tion of freehand. The last three scenes are tracking process by PF [27],
our operator are moving a vehicle part from one place to another in
our assembly system. This experiment is performed in complex back-
ground

superiorities over other initialization systems are important
for HCII (Human Computer Intelligent Interaction) or PUI
(Perceptual User Interface), and are also parts of the objec-
tives in our assembly system.

4.4 Application of OM

Our initialization system has been applied to our bare 3D
freehand tracking which is a part of our virtual assembly
system (see Fig. 10).

5 Discussion and conclusion

Human–computer interface with intelligence, nature, amus-
ingness and convenience is one of the important components
in our virtual assembly system. Tracking, recognition and
interaction based on bare 3D freehand are a part of the cores
in our assembly system. The freehand pose tracker requires
a reliable initial pose in the first frame. Estimating the free-
hand pose in a single frame without a strong prior of the
freehand pose is challenging. Unfortunately, initialization
has not been paid enough attention for many years and there

are few related or specialized papers or products available to
retrieve from or to refer to.

One motivation for addressing this challenging problem
is for the purpose of initializing tracking without imposing
too many constraints on the user and making initialization
human-oriented for operating, convenient for online use, and
beneficial to reducing cognitive loads of operators.

A novel algorithm for initializing human 3D freehand
model is proposed in this paper. The main contribution
of this paper is that the three techniques—interaction be-
tween human and computer, modeling cognitive behaviors
for operators, and visualizing information in the process of
initialization—are fused together to meet the needs of fast
speed, high accuracy, high intelligence.

The visualization system based on computer vision with
monocular camera has been implemented with VC++6.0,
and many experimental results demonstrated that our sys-
tem is direct, amusing, natural, intelligent and convenient.
Furthermore, this system has successfully been applied to
our 3D freehand tracking system and simulation of virtual
assembly system.

Cognitive behavior in itself is very complex. How to in-
tensively explain, analyze and model cognitive behavior is
intended as our future work.

Acknowledgements This paper is supported by NSFC (No.
60773109), NSFC (No. 60973093), Natural Science Foundation of
Shandong Province (Y2007G39), Natural Science Foundation for Dis-
tinguished Youth Scholar of Shandong Province (No. JQ200820),
Key Project of Natural Science Foundation of Shandong Province
(2006G03), Science and Technology Plan of Shandong Province Edu-
cation Department (J07YJ18).

References

1. Erol, A., et al.: Vision-based hand pose estimation: a review. Com-
put. Vis. Image Underst. 108, 52–73 (2007)

2. Julier, S.J., Uhlmann, J.K.: A new extension of the Kalman filter
to nonlinear systems. In: Procedure of AeroSense: The 11th Inter-
national Symposium on Aerospace/Defence Sensing, Simulation
and Controls, pp. 82–193. SPIE, Bellingham (1997)

3. Cui, J.S.: Studies on three-dimensional model based posture esti-
mation and tracking of articulated objects. PhD Thesis, Tsinghua
University, Beijing, China (2004)

4. Erol, A., Bebis, G., Nicolescu, M., Boyle, R., Twombly, X.: A re-
view on vision-based full DOF hand motion estimation. In: Pro-
ceedings of the IEEE Workshop on Vision for Human–Computer
Interaction (V4HCI), San Diego, California, vol. 3, pp. 75–83
(2005)

5. Triesch, J., von der Malsurg, C.: A system for person-independent
hand posture recognition against complex background. IEEE
Trans. Pattern Anal. Mach. Intell. 23(12), 84–95 (2001)

6. Shimada, N., Kimura, K., Shirai, Y.: Real-time 3-D hand posture
estimation based on 2-D appearance retrieval using monocular
camera. In: Proc. Int. Workshop RATFG-RTS. pp. 23–30 (2001)

7. Rosales, R.: The specialized mappings architecture with applica-
tions to vision-based estimation of articulated body pose. PhD
Thesis. Boston University, Boston (2002)



616 Z. Feng et al.

8. Athitsos, V., Sclaroff, S.: Estimating 3D hand pose from a clut-
tered image. Proc. IEEE Int. Conf. Comput. Vis. Pattern Recogn.
2, 432–439 (2003)

9. Stenger, B., Thayananthan, A., Torr, P.H.S., Cipolla, R.: Filtering
using a tree-based estimator. Proc. IEEE Int. Conf. Comput. Vis.
2, 1063–1070 (2003)

10. Tomasi, C., Petrov, S., Sastry, A.: 3D tracking = classification
+ interpolation. In: The Ninth IEEE International Conference on
Computer Vision, pp. 1441–1448 (2003)

11. Bray, M., Koller-Meier, E., Goo, L.V.: Smart particle filtering for
3D hand tracking. In: The Sixth IEEE International Conference on
Automatic Face and Pose Recognition, pp. 675–680. IEEE Com-
puter Society, Los Alamitos (2004)

12. LaGorce, M., Paragios, N., Fleet, D.: Model based hand tracking
with texture, shading and self-occlusions. IEEE Proc. IEEE Conf.
Comput. Vis. Pattern Recogn. pp. 1–8 (2008)

13. John, B.E.: Cognitive modeling in human–computer interaction.
In: Proceedings of Graphics Interface, pp. 161–167 (1998)

14. Card, S.K., Moran, T.P., Ewell, A.: The Psychology of Human–
Computer Interaction. Lawrence Erlbaum Associates Inc., Hills-
dale (1993)

15. John, B.E., Kieras, D.E.: Using GOMS for operator interface de-
sign and evaluation: which technique? ACM Trans. Comput. Hum.
Interact. 3(4), 287–319 (1996)

16. Anderson, J.R., et al.: Cognitive tutors: lessons learned. J. Learn.
Sci. 4(2), 167–207 (1995)

17. Ritter, F.E., Baxter, G.D., Jones, G., Young, R.M.: Supporting cog-
nitive models as operators. ACM Trans. Hum. Comput. Int. 7(2),
141–173 (2000)

18. Tang, Z.: Visualization of 3D Datasets [M]. Singhua University
Press, Beijing (1999)

19. Cleveland, W.S.: Visualizing data [M]. Hobart Press, New Jersey
(1993)

20. Jaimes, A., Sebe, N.: Multimodal human–computer interaction:
a survey. Comput. Vis. Image Underst. 108(1–2), 116–134 (2007)

21. Karray, F., Alemzadeh, M., Saleh, J.A., Arab, M.N.: Human–
computer interaction: overview on state of the art. Int. J. Smart
Intell. Syst. 1(1), 137–159 (2008)

22. Chapanis, A.: Man Machine Engineering. Wadsworth, Belmont
(1965)

23. Norman, D.: Cognitive engineering. In: Norman, D., Draper, S.
(eds.) Operator Centered Design: New Perspective on Human–
Computer Interaction. Lawrence Erlbaum, Hillsdale (1986)

24. Picard, R.W.: Affective Computing. MIT Press, Cambridge
(1997)

25. Te’eni, D., Carey, J., Zhang, P.: Human Computer Interaction:
Developing Effective Organizational Information Systems. Wiley,
Hoboken (2007)

26. John, B.E., Kieras, D.E.: The GOMS family of operator interface
analysis techniques: comparison and contrast. ACM Trans. Com-
put. Hum. Interact., 320–351 (1996)

27. Gordon, N., Salmond, D.J., Smith, A.F.M.: Novel approach to
nonlinear and non-Gaussian Bayesian state estimation. IEE Proc.
F 140, 107–113 (1993)

28. Feng el al, Z.: Research on features extraction from frame image
sequences. In: International Symposium on Computer Science and
Computational Technology (ISCSCT’2008), pp. 762–766 (2008)

29. Stefan, A., Athitsos, V., Alon, J., Sclaroff, S.: Translation and
scale-invariant gesture recognition in complex scenes. In: Pro-
ceedings of the 1st International Conference on PErvasive Tech-
nologies Related to Assistive Environments, Athens, Greece,
pp. 1–8 (2008)

Zhiquan Feng is a professor of
School of Information Science and
Engineering, Jinan University. He
received the Master’s degree from
Northwestern Polytechnical Uni-
versity, China in 1995, and PhD de-
gree from Computer Science and
Engineering Department, Shandong
University in 2006.
He has published more than 50 pa-
pers on international journals, na-
tional journals, and conferences in
recent years. His research inter-
ests include: human hand track-
ing/recognition/interaction, virtual

reality, human–computer interaction and image processing.

Minming Zhang is an Associate
Professor Computer and Engineer-
ing Department, Zhejiang Univer-
sity. She got the Bachelor’s degree
from Computer Science Depart-
ment, Nanjing University in 1990,
and the Master’s and PhD degrees
from Computer Science and Engi-
neering Department, Zhejiang Uni-
versity in 1995 and 2008.
She has published more than 30 pa-
pers on international journals, na-
tional journals, and conferences in
recent years.
She is the co-author of two books

related to computer graphics and multimedia. Her research interests
include: virtual reality/virtual environment, multi-resolution modeling,
real-time rendering, distributed VR, visualization, multimedia and im-
age processing.

Zhigeng Pan received his Bache-
lor’s and Master’s degrees from the
Computer Science Department in
1987 and Nanjing University, and
PhD degree from Zhejiang Univer-
sity in 1993.
Since 1996, he has been working at
the State Key Lab of CAD&CG as
a Full Professor. He is a member of
SIGGRAPH, Eurographics, IEEE,
a senior member of the China Im-
age and Graphics Association. He
is on the director board of the Inter-
national Society of VSMM (Virtual
System and Multimedia), a member

of IFIP Technical Committee on Entertainment Computing (acting as
representative from China).
Currently, he is the Editor-in-Chief of the International Journal of Vir-
tual Reality. He is on the editorial board of International Journal of
Image and Graphics, International Journal of CAD/CAM, Journal of
Image and Graphics, Journal of CAD/CG. He is the program co-chair
of EGMM’2004 (Eurographics workshop on Multimedia), Edutain-
ment’2005 and VEonPC’2005, and is the program co-chair of Edutain-
ment’2006, conference co-chair of ICAT’2006, Cyberworlds’2008.



3D-freehand-pose initialization based on operator’s cognitive behavioral models 617

Bo Yang is a Professor and Vice-
president of University of Jinan,
Jinan, China. He is the Director
of the Provincial Key Laboratory
for Network-based Intelligent Com-
puting and also acts as the Asso-
ciate Director of Shandong Com-
puter Federation, and Member of
the Technical Committee of Intel-
ligent Control of Chinese Associ-
ation of Automation. His main re-
search interests include computer
networks, artificial intelligence, ma-
chine learning, knowledge discov-
ery, and data mining. He has pub-

lished numerous papers and gotten some of important scientific awards
in this area.

Tao Xu was born in 1979, is cur-
rently a lecturer in the School of In-
formation Science and Engineering,
University of Jinan, Jinan, Shan-
dong, PRC. His research interests
include computer vision, object track-
ing, pattern recognition. He received
his BSc degree in School of In-
formation Science and Engineering
from University of Jinan in 2001,
his MSc degree in College of Com-
puter and Communication Engi-
neering from China University of
Petroleum, Dongying, Shandong, in
2007.

Haokui Tang was born in 1972,
his research interests include image
analysis and understanding, com-
puter vision.

Yi Li female, born in 1961, Asso-
ciate Professor, Master Supervisor.
Her main research interest is infor-
mation control.


	3D-freehand-pose initialization based on operator's cognitive behavioral models
	Abstract
	Introduction
	Related work
	Initialization
	Cognitive behavioral model
	Visualization
	HCI

	The proposed method
	Problem definition
	Overview
	Hand mode
	Modeling cognitive psychology
	Case investigation
	CBM features
	Fine-tuning process

	Experimental results
	Experimental settings
	Initialization of 3D hand model
	Analysis of the experimental results
	Application of OM

	Discussion and conclusion
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


