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Abstract This paper presents a new stylized augmented re-
ality (AR) framework which can generate line drawing and
abstracted shading styles. In comparison with the state-of-
art work, our framework can significantly improve both the
visual immersion of a single frame and the temporal coher-
ence of augmented video streams in real time. In our frame-
work, we first render virtual objects over the input cam-
era images and then uniformly process the combined con-
tents with stylization techniques. For generating line draw-
ing stylization, we first propose a specially designed shading
method to render the virtual objects, and then use an adapted
Flow-based anisotropic Difference-of-Gaussion (FDoG) fil-
ter to yield the high-quality line drawing effect. For gen-
erating the abstracted stylization, a focus-guided diffusion
filter and a soft color quantization operator are sequentially
applied to the augmented image, and then the processed re-
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sult is combined with the detected edges to produce the final
abstraction effect. The presented algorithms are all sympa-
thetic to highly parallel processing, allowing a real-time per-
formance on contemporary graphics hardware.

Keywords Stylization · Augmented reality · Line
drawing · Abstraction · Coherent · Real-time

1 Introduction

Augmented reality is a field of computer research which
deals with the combination of physical real-world environ-
ment and the virtual computer-generated objects. The ulti-
mate goal of AR technique is to keep the virtual and physi-
cal contents visually indistinguishable. The majority of AR
systems use conventional photorealistic rendering methods
for displaying virtual models. However, due to the lack of
knowledge about the actual lighting conditions in the real
surroundings, there is often apparent distinction between
real and virtual contents.

An efficient way to improve users’ immersion of AR
scenes is to use nonphotorealistic rending (NPR) technique
to create a stylized blending of the virtual and physical
worlds. Fischer et al. [10] first presented a stylized AR sys-
tem which achieves “sketch-like” and “cartoon-like” styles.
After that, more NPR styles have been introduced into AR
applications, including brush stroke [11] and watercolor-like
[4] styles. The stylized AR algorithm with high efficiency
has also been developed [9]. Some of the current stylized AR
algorithms, such as [11] and [10], use different stylization
operators on virtual and real contents, and then simply over-
lap them. Thus the coherent appearance of the resultant aug-
mented video streams cannot be guaranteed. Other stylized
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Fig. 1 Stylization for augmented reality: (a) is a conventional AR
frame containing a virtual model of sculpture, in which there exist the
apparent distinctions between real and virtual contents; (b) is the effect

of line drawing for AR, which significantly reduce such discrepancies;
(c) shows the abstraction result and (d) is the focus-level of abstraction
using the information of real–virtual contents

AR systems, such as [9] and [4], uniformly stylize the com-
bined contents after the virtual objects are rendered on the
camera images. Although the visual coherence of a single
frame can be improved, these algorithms have not been op-
timized for improving the temporal coherence. Thus, there
is still much room left to improve the coherence of the re-
sultant video streams generated by the stylized AR system.

We present a new stylized AR framework which has been
optimized for both the visual immersion of a single frame
and the temporal coherence of augmented video streams.
In our framework, the stylized AR video streams are gener-
ated by first rendering virtual objects over the input camera
images and then uniformly processing the combined con-
tent. We can generate two stylized AR effects: line drawing
and abstraction with focus-level control (as shown in Fig. 1).
Both types of stylization can be achieved in real time.

For generating the line drawing style, unlike the previ-
ous stylized AR systems which render the virtual objects by
standard procedures, we use a specifically designed shading
method to guarantee that both the silhouette and the inter-
nal boundaries of the virtual objects can be detected in the
following steps. Instead of the Canny edge detector [2] used
by Fischer et al. [10], we use an adapted FDoG filter [17],
which is famous for the smoothness of its edge detection re-
sults, as our edge detector. Another benefit of our algorithms
is that the detected edges could be nonbinary. This will not
only make the line drawing effect of the combined image
much more coherent but also increase the temporal coher-
ence in the AR video streams. Thus the quality of our line
drawing stylization can be guaranteed.

For generating the abstracted stylization, a focus-guided
diffusion filter is applied to the combined contents to blur
small discontinuities while preserving the sharpen regions.
Besides, the virtual–real information in AR scenes can con-
trol the focus of abstraction by using such a diffusion fil-
ter. We also propose a soft color quantization step to further
deepen the viewers’ impression and increase the temporal
coherence. The processed result is combined with the de-
tected edges to produce the final abstraction effect. To our

knowledge, there is hardly any stylized AR system including
the quantization step. Moreover, for the edge detection and
image filtering procedure, as we use the same neighboring
window, the two key steps can be finished in one rendering
pass using multiple render targets (MRT) techniques. Thus
the efficiency of our stylized AR algorithm is also guaran-
teed.

2 Related work

Stylized AR The psychophysical study on the effectiveness
of stylized AR has shown that it is significantly more dif-
ficult to distinguish virtual objects from real objects [12].
Haller et al. [14] directly combine the computer generated
images (by NPR methods) with the real images and thus
the visual coherence of the resultant images is not satis-
fied. Fischer et al. [10] present a stylized AR system with
the goal of improving immersion. Specifically, they achieve
“sketch-like” style by using the Canny edge detector [2] for
line extraction of the camera image and silhouette rendering
for the 3D models. The “cartoon-like” style is achieved by
using the bilateral filtering [28] of the camera images and
nonlinear shading of 3D models. Because the virtual objects
and real environments are stylized by different algorithms,
some disharmonic parts still exist in these styles. Chen et al.
[4] present “watercolor-like” NPR rendering for AR applica-
tion. In [9], Fischer et al. use a novel post-processing filter,
which is implemented on the modern graphics processing
unit (GPU), for cartoon-like color segmentation and high-
contrast silhouettes. Both these systems first render the vir-
tual objects over the real camera images and then use the
same stylization operator to process the combined images.
Thus the visual coherence of the AR scenes generated by
these systems can be improved. However, they both ren-
der the virtual objects by the standard rendering and take
no consideration of the temporal coherence of the AR video
streams. To our knowledge, the output video streams of most
existing stylized AR systems tend to suffer from temporal
noise.
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Line drawing Line drawing is one of the most popular
styles used in NPR applications because it offers effec-
tive and natural visual representation of scenes [5]. Count-
less methods have been studied on the line drawing of 3D
models; accordingly, many types of lines come into being:
occluding contours [15], ridges and valleys [23, 26], sug-
gestive contours [6, 7], apparent ridges [16], demarcating
curves drawn in black [20], highlight lines drawn in white
[8, 21] and so on. As most of these line types are too expen-
sive to compute, these methods are not fairly well qualified
in the real-time AR applications. There are also many edge
detectors in 2D image applications [2, 24, 27]. Gooch et al.
[13] present a facial illustration system based on a DoG fil-
ter, which is the computationally simple approximation to
Marr and Hildreth edge detector [22]. Winnemöller et al.
[29] extend this technique using a slightly smoothed step
function to increase the temporal coherence. Kang et al. [17]
modify the line extraction filter, and propose the flow-based
[1] anisotropic DoG (FDoG) filter, which dramatically en-
hances the spatial coherence of lines and also suppresses
noise. However, FDoG edge detector is computationally ex-
pensive, and thus it cannot be directly used in real-time AR
systems. In order to achieve real-time performance, we opti-
mize the FDoG filter, which allows a GPU-based implemen-
tation.

Abstracted shading Abstraction of images and videos is
another rendering style that focuses on facilitating visual
communication and data reduction. Winnemöller et al. [29]
present an automatic, real-time video and image abstraction
framework that abstracts imageries by employing the soft
DoG filter for line drawing and the separable bilateral fil-
ter [25] for region smoothing. Zhao et al. [30] propose a
video abstraction system built upon [29], which chooses the
edge-aware bilateral grid [3] operator to approximate the
anisotropic diffusion filter for acceleration. Kang et al. [18]
recently presented a flow-based image abstraction system
based on shape or color filtering guided by a vector field that
describes the flow of salient features in the image. Specifi-
cally, they adopted FDoG filter [17] for extracting lines and
flow-based bilateral filter (FBL) for removing all “insignif-
icant” details. Our abstracted shading style for AR system
is based upon [18]. However, we implement the algorithms
on modern GPUs with MRT technique for real-time perfor-
mance.

3 Our approach

We propose a new stylized AR framework that automatically
generates stylized images for augmented video streams,
with the goal of improving the visual immersion and tem-
poral coherence of virtual and real contents. Our frame-
work uses identical nonphotorealistic rendering techniques
for both camera images and virtual objects to achieve two

different stylized AR effects: line drawing images consist-
ing of pure silhouette lines, and abstracted shading images
considering not only outlines of regions but also their inte-
rior filled with uniformly colored patches. Figure 1 shows
the effects of these stylization types.

An overview of our stylized AR framework is shown in
Fig. 2. For line drawing stylization, we apply a special de-
signed shading method to render the virtual objects over the
luminance image, which is derived from the CIE-Lab color
space of the input camera image. Note that the designed
shading result is also a luminance image. Then the com-
bined image is processed using the optimized FDoG filter
to generate the coherent line drawing result. For abstrac-
tion stylization, we first render the virtual objects over the
input camera image using traditional photorealistic render-
ing methods. Then the combined image is processed by the
diffusion and quantization techniques. At last the result is
combined with the detected edges to generate the final ab-
stracted shading results. It is worth mentioned that using the
mask map achieved from the virtual–real information, our
diffusion filter can be diversely applied on the different re-
gions of the combined image.

3.1 Line drawing

Line drawing is a simple and effective tool for shape visu-
alization and visual communication, since it enables quick
recognition and appreciation of the subject with little dis-
traction from relatively unimportant contents. The applica-
tion of this style to AR systems can significantly reduce the
discrepancies between virtual objects and real environment,
resulting in improving the visual immersion.

In our stylized AR framework, we first render the virtual
objects over the video background images in a special de-
signed luminance shading manner. Then the combined im-
ages are processed with the line extraction method. We use
the following formula for shading the virtual objects:

Color = D · |N · V | · Lm (1)

where

D = 1 − log

(
z

zmin

)/
log

(
zmax

zmin

)
.

We derive the depth value D ∈ [0..1] from the computed
depth z via two parameters zmin and zmax, which are the
nearest and farthest distances to the viewpoint respectively.
N and V are the unit normal and view vector. Lm indicates
the luminance of the surface material or texture of the vir-
tual objects. The reason that we choose this shading method
instead of other photorealistic renderings is that it cannot
only highlight view-dependent silhouettes and strong fea-
ture lines of the objects in terms of geometry properties, but
also reveal the boundaries between smooth regions with dif-
ferent materials or textures.
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Fig. 2 Our stylized AR framework

Our solution to line extraction is based on the flow-based
anisotropic filtering framework introduced by Kang et al.
[17]: we first construct the smooth edge flow field from the
input image by a kernel-based nonlinear vector-smoothing
technique, and then use the anisotropic DoG filter to extract
lines. Because Kang’s method is too computationally expen-
sive to be directly used in our framework, we design a mod-
ified approach that not only can run on modern GPUs for
a real-time performance, but also can achieve smooth lines
with much coherence.

Given an input image I (x), t (x) denotes the normalized
edge direction of a pixel x, which is a vector perpendicular
to its gradient g(x) = ∇I (x). The edge flow construction
filter is defined as follows:

tnew(x) = 1

k

∫∫
Ω(x)

ωm(x, y)ωd(x, y)tcur(y) dy (2)

where Ω(x) represents the neighboring pixels of x, and k

is the vector-normalizing term. The magnitude weight func-
tion ωm(·) is defined as

ωm(x, y) = 1

2

(
1 + [

ĝ(y) − ĝ(x)
])

where ĝ(z) denotes the normalized gradient magnitude at z.
Note that this weight function monotonically increases with
respect to the magnitude difference ĝ(y) − ĝ(x), and thus
can ensure the preservation of the dominant edge direction.
The other parameter ωd is called the direction weight func-

tion:

ωd(x, y) = tcur(x) · tcur(y)

with tcur(x), the ‘current’ edge direction vector at pixel x.
This weight function induces tighter alignment of edges
with close direction while avoiding swirling flows [17].

Note that (2) is computationally expensive and cannot be
directly used in our system. Inspired by the idea of separable
bilateral filtering [25], we accelerate the edge flow construc-
tion by iteratively applying the following 1D filters:

tnew′
(x) = 1

kt

∑
y∈T (x)

tcur(y)ωm(x, y)ωd(x, y), (3)

tnew(x) = 1

kg

∑
y∈G(x)

tnew′
(y)ωm(x, y)ωnew′

d (x, y). (4)

Here T (x) and G(x) denote the neighboring pixels in the
edge and gradient directions respectively; kt and kg are cor-
responding normalizing terms.

Instead of separately accelerating in x and y dimensions
[18], we conduct two 1D nonlinear vector-smoothing op-
erations, one along the edge direction and the other along
the gradient direction, to reduce the time consumption with-
out noticeable artifacts. The edge flow field is updated by
iteratively applied (3) and (4). In this processing step, gra-
dient g(x) evolves accordingly but the normalized magni-
tude ĝ(x) is unchanged. The initial normalized edge vector
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tcur
0 (x) is obtained by taking perpendicular vector from the

initial gradient vector, which is computed by the Sobel op-
erator in our framework.

After the edge flow field is constructed, we detect edges
by applying an anisotropic DoG filter whose kernel shape
is defined by the edge flow. We first apply a 1D linear DoG
filter F(·) only in the gradient direction of each pixel, and
then accumulate the individual filter responses along the
edge flow by the filter H(·), as a way of collecting enough
edgeness information. Rather than using a black-and-white
image, we define our edge operator D(·) using a slightly
smoothed step function [29] to increase temporal coherence
in video streams:

D(x,ϕe, σm,σc, σs, τ )

=
{

1.0, H(x) ≥ 0,

1.0 + tanh(ϕe · H(x)), otherwise
(5)

where

H(x) = 1

kh

∑
s∈Ts

Gσm

(‖s − x‖)F(s), (6)

F(s) = 1

kf 1

∑
t∈Gt

Gσc

(‖t − s‖)I (t)

− τ
1

kf 2

∑
t∈Gt

Gσs

(‖t − s‖)I (t). (7)

In the above formulas, Ts and Gt denote the neighbor-
hoods along the edge flow curve and the gradient direc-
tion respectively, as illustrated in Fig. 3. Gσ (‖x − y‖) =

1
σ
√

2π
e
− ‖x−y‖2

2σ2 is Gaussian function, with ‖x −y‖ represent-
ing the 1D distance between pixels x and y. Here we set
σs = 1.6σc to let (7) be an approximation to Laplacian-of-
Gaussian [22]. Another parameter σm controls the length of
the elongated flow kernel and also the degree of line coher-
ence to enforce. The parameter τ determines the sensitivity
of the edge detector, and ϕe controls the sharpness of edge
representations. Once σc and σm are given by the user, it
automatically determines the size of Gt and Ts .

Intuitively, our algorithm for edge detection can be im-
plemented on GPU through two rendering passes in the
fragment shader. In the first pass, (7) is computed for each
pixel, and next pass is performing (6). In fact, this process
can also be iteratively implemented to improve the line co-
herence. Specifically, after each performance of (5), we re-
initialize the filter input by superimposing the edge pixels
(D(·) < 1.0) upon the original image I (·) and then using this
combined image as input to re-compute (5) (the edge flow
field remains unchanged). Figure 4 shows the line drawing
effect of an AR video frame with the virtual model of a mon-
ster.

Fig. 3 (a) Kernel for constructing the edge flow field. (b) Difference
of Gaussians (DoG) used for edge detection

Fig. 4 Line drawing effect for an AR frame with a virtual monster
object

3.2 Abstracted shading

Besides pure line drawing, the abstracted effect can also im-
prove immersion in AR systems. The aim of abstraction is
to convey important visual cues to the viewer by simplify-
ing regions of low contrast while enhancing high contrast
regions. Accordingly, image and video abstraction usually
contains two steps: image diffusion and edge detection. In
our stylized AR framework, we propose a focus-guided dif-
fusion filter to blur small discontinuities while preserving
the sharp regions. The edge detection step is implemented
by the method introduced in Sect. 3.1.

For an input image I (x) and an output image O(x),
which are already mapped into CIE-Lab color space, our
focus-guided diffusion filter is constructed by the following
formula:

O(x̂, σd, σr)

= 1

k

∫∫
Ω(x̂)

(
C − Gσd

(‖x − x̂‖))ω(x, x̂, σr )I (x) dx (8)
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where

ω
(
x, x̂, σr

)
= (

1 − m(x̂)
)
Gσr

(∥∥I (x) − I (x̂)
∥∥) + m(x̂). (9)

In the above two equations, x̂ is a pixel in the out-
put image O(·); Ω(x̂) denotes the set of spatially neigh-
boring pixels of x̂ and x is any pixel belonging to Ω(x̂);
k is the normalization factor. Gaussian function Gσd

(‖x −
x̂‖) = e

− ‖x−x̂‖2

2(σd )2 is the weighting factor of the spatial dis-
tance between pixel locations while Gσr (‖I (x) − I (x̂)‖) =
e
− ‖I (x)−I (x̂)‖2

2(σr )2 is used to weight the photometric similarity
between nearby pixels. Here we define m(·) as the focus-
control map, which determines how the input image is dif-
fused by applying (8).

Our definition of (8) extends the well-known bilateral fil-
ter to become more customizable for focus-level control.
If we set m(·) = 1.0, (8) becomes an inverted Gaussian
blur filter. C − Gσd

(‖x − x̂‖) is the spatial weight, where
C is a user-defined constant. In contrast to the traditional
Gaussian blur that assigns heavier weights to the nearer pix-
els, this inverted form can ensure that the further pixels are
assigned heavier weights than the nearer ones. As a result,
it is easy to eliminate the single spot noise and get more
blurred result. For another case of m(·) = 0.0, (8) becomes
a bilateral filter by a spatial weight in the form of inverted
Gaussian [31]. Compared with the standard bilateral filter,
this Inverted-Gaussian-Spatial Bilateral filter not only can
preserve the distinct edges but also can remove small spots
in large smooth areas more efficiently than the classical bi-
lateral filter.

In our application, it is easy to create a focus-control map
m(·) by means of the virtual–real content information. In an
augmented image, we can either set m(·) = 0.0 for the re-
gions where the virtual objects are and m(·) = 1.0 for the
other regions of the image, or vice versa. Therefore it is es-
sential to be able to focus on a given zone of the image, and
efficiently grab visual attention.

In order to achieve a real-time performance, here we still
assume that (8) could be approximated by 1D filters sepa-
rately, without strict mathematical proving as in [18, 25]:

Og(x̂, σdg, σrg)

= 1

kg

∑
x∈Gt

(
C − Gσdg

(‖x − x̂‖))ω(x, x̂, σrg)I (x) dx,

(10)

Ot(x̂, σdt , σrt )

= 1

kt

∑
x∈Ts

(
C − Gσdt

(‖x − x̂‖))ω(x, x̂, σrt )I (x) dx,

(11)

where 1
kg

and 1
kt

represent corresponding weight normaliza-
tion terms. Ts and Gt denote neighborhoods along the edge
flow direction and the perpendicular (gradient) direction (as
shown in Fig. 3).

The goal of region smoothing can be achieved by alter-
nating Og and Ot in an iterative fashion. Fortunately, the re-
sults show that this separable version works well. Few visual
artifacts can be noticed in most cases. More importantly, be-
cause of the same convolution kernel, with the help of MRT
technique, we can perform edge operator (see (6), (7)) and
diffusion filter (see (10), (11)) in the same rendering pass.

To further deepen the viewers’ appreciation of the image
and improve the temporal coherence of the generated video
streams, we perform a soft color quantization step on the
above diffused images. First, we define an emphasis func-
tion E : [0,1] → [0,1] by

E(x,β) = x

eβ(1 − x) + x
. (12)

The emphasis function E is used to exaggerate or reduce
local variations via a user-defined parameter β (as shown in
Fig. 5). Then the quantization function can be defined:

Q(x̂) = [
qn + E

(
qr , (−1)qnβ

)]
	q, (13)

where Q(x̂) is the quantized result of the input diffused im-
age Ox̂). In (13), 	q is the quantum width, qn = 	O(x̂)

	q

 is

the nearest floor boundary and qr = frac(O(x̂)
	q

) is the frac-
tional portion. In comparison with the discontinuous func-
tion used by [29], (13) is formally a continuous one, which
can make the transition sharpness in large smooth regions
less noticeable. Thus much more coherent abstraction effect
can be provided. Figure 6 shows the abstracted shading re-
sults.

4 Experimental results and discussion

We have developed our stylized AR framework based on the
ARToolKit framework [19], which tracks the user viewpoint
by means of calculating the real camera position and orien-
tation relative to physical markers in real time. Our exper-
imental environment includes a PC with a 2.66 GHz Intel
Core 2 Q9400 CPU and an NVIDIA Geforce GTX 285 GPU
and a Logitech webcam. The algorithms are implemented
using OpenGL shading language and Cg shader programs
to accelerate the rendering in the GPU. Most computations
of the algorithms are performed in fragment shaders with the
help of Frame Buffer Object (FBO) technique. The maximal
video resolution is 960×720 and the corresponding frame
rate is 15 fps. For the resolution of 640×480, the rate is more
than 30 fps. This proves that our framework can achieve a
real-time performance.
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Fig. 5 (a) The emphasis
function is to exaggerate
(β < 0) or reduce (β > 0) local
variations. (b) Quantization
function based on the emphasis
function

Fig. 6 Focus-guided abstraction results. (a) The default abstraction
(m(·) = 0 for everywhere) of the original AR image with the same
level of abstraction everywhere. (b) (c) The abstraction results with
different focus-levels, which are guided by the masks shown in the

bottom right corners. The masks for generating (b) and (c) are cal-
culated based on the real–virtual information. The black parts on the
masks correspond to the clearer parts of the abstracted images

We have implemented our new stylized AR algorithms
and the related algorithms in [10] and [4] for comparison.
Figure 7 lists the stylization results generated by these algo-
rithms. In Fig. 7, (b) and (c), the edges of the virtual model
are much smoother and cleaner than those of the other re-
gions. Thus the visual coherence is not satisfied. In compar-
ison with the other methods, our algorithms can extract a set
of cleaner, smoother and more coherent lines for both vir-
tual and real contents, see Fig. 7(d). Moreover, our method
can convey more important feature lines inside the rendered
virtual objects, which are missing in Fig. 7, (b) and (c).

Figure 7(e) shows the “cartoon-like” stylization effect by
[10]. And Fig. 7(f) shows the abstracted shading effect by
our algorithm. Then it is clear that our method can produce
much more coherent abstraction effect. Besides the better
line drawing effect, the visual coherence of our abstracted
shading effect is also guaranteed by the same diffusion and
soft color quantization steps applied to the whole combined
image. On the contrary, [10] applied the bilateral filter to
the camera image parts and the traditional hard color quan-
tization to the 3D objects rendering, respectively. Thus the
coherence of its result is not satisfied, as shown in Fig. 7(e).
Figure 7(g) provides the focus-controlled abstraction of our

method, in which it focuses primarily on the regions of the
virtual statue. Figure 7(h) is another abstraction style by our
method, where the appearance of the image becomes much
blurrier using the inverted Gaussian filter.

Figure 8 shows more stylized AR images generated by
our algorithms. These results demonstrate that our stylized
AR framework can greatly improve the visual immersion of
a single AR frame. As we use the slightly smoothed edge
representation and the soft color quantization operation, the
temporal coherence of the stylized AR video streams can
also be guaranteed (see the video attachment).

5 Conclusion

A new stylized AR framework is proposed in this paper for
further improving the immersion of AR applications. We
show how to use our framework to generate line drawing
and abstracted shading styles for AR systems. An adapted
FDoG edge detector and a focus-guided diffusion filter are
included in our framework to improve both the visual im-
mersion of a single frame and the temporal coherence of
the augmented video streams. Instead of the standard pho-
torealistic rendering methods used by most existing stylized
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Fig. 7 Comparison with other stylized AR techniques. (a) Conven-
tional AR scene, in which the statue of a woman is virtual. (b) “Sketch-
like” stylization by [10]. (c) Edge detection by [4]. (d) Line drawing

result by our method. (e) “Cartoon-like” stylization by [10]. (f) De-
fault abstraction by our method. (g) Focus-guided abstraction by our
method. (h) Nonfocused abstraction by our method
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Fig. 8 More screenshots from our stylized AR framework. The first
row displays three different conventional AR scenes. The second row
shows the corresponding line drawing results. The next row shows the

default abstraction results. The fourth row gives the abstraction with the
inverted Gaussian blur filter and the last row shows the focus-guided
abstraction by the mask maps in lower right corners
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AR systems, our framework uses a special designed shading
for displaying the virtual objects, which can convey some
important feature lines using our edge detection algorithm.
Furthermore, our focus-guided diffusion filter and the soft
color quantization operation are able to achieve the mean-
ingful focus-level of abstraction and grab visual attention
efficiently. In addition, because of using the same convolu-
tion kernel, the two key steps in abstracted shading, edge
detection and diffusion can be finished in one pass by using
MRT technique. Thus our framework allows a real-time per-
formance on modern graphics hardware. As AR applications
are quite popular nowadays, especially on mobile devices, it
is interesting to test our stylized framework on mobile plat-
forms.
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