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Abstract This paper provides a com-
prehensive survey on the techniques
for human facial modeling and
animation. The survey is carried
out from two different perspectives:
facial modeling, which concerns how
to produce 3D face models, and facial
animation, which regards how to syn-
thesize dynamic facial expressions.
To generate an individual face model,
we can either perform individualiza-
tion of a generic model or combine
face models from an existing face
collection. With respect to facial ani-
mation, we have further categorized
the techniques into simulation-based,
performance-driven and shape blend-

based approaches. The strength
and weakness of these techniques
within each category are discussed,
alongside with the applications of
these techniques to various exploita-
tions. In addition, a brief historical
review of the technique evolution
is provided. Limitations and future
trend are discussed. Conclusions are
drawn at the end of the paper.
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1 Introduction

Facial modeling and animation have been a research chal-
lenge and focus for many years. They play the most sub-
stantial role in depicting human characters. The recent
advance in facial animation that allows us to produce
a rich set of stunning effects on synthetic humans has
already brought profound impact on the industry. Mean-
while, within the computer graphics community, new ef-
forts are still emerging and research interests in synthe-
sizing high quality facial animation show no sign of abat-
ing.

Examples of early work in facial modeling and ani-
mation include [27] and [3]. These works have generated
very simple and artificial looking face models and expres-
sions (e.g., models with connected vertical and horizontal
lines in [3]). Moreover, the control of facial animation in
these works involved a complicated parameterization pro-
cess and hence appeared to be difficult for untrained users.

However, since the appearance of these pioneer works,
significant progress has been materialized by the re-
searchers from the computer graphics community, which
have developed a large number of techniques to gener-
ate high quality face models and highly realistic facial
expressions. However, despite this progress, the exist-
ing computer synthesized human facial animation still
requires costly resources and sometimes involves consid-
erable manual labors. Furthermore, the outcomes are not
yet completely realistic. Therefore, at the current stage,
solutions are cost effective, but fully realistic facial anima-
tion is still not entirely available.

This survey aims at providing a comprehensive survey
for the existing techniques in the area of facial modeling
and animation, giving analysis to the strength and weak-
ness for a wide range of techniques. Here we pay special
attention to more recent techniques, which allow the pro-
duction of highly realistic results, as compared to other
surveys given in the past [24, 26]. In particular, the ana-
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lysis on the latest techniques allows us to look into their
suitability to different applications and foresee the future
research trend in this area. In addition, the survey also
provides a historical view on the evolution of these tech-
niques.

The survey is carried out from two perspectives:

• Face modeling, where we introduce the techniques for
producing high quality face models up to the latest.

• Facial animation, where we concentrate on the tech-
niques that allow facial animations with high realism.

Facial modeling and facial animation are two strongly
interrelated issues. In fact, generating realistic facial ani-
mation often involves modeling techniques, for example,
to build multiple face layers such as in [20], or to carry out
deformation on the face models for desired facial expres-
sions. Therefore, the quality of facial animation is deter-
mined by both the employed methods of facial modeling
and facial animation. Such a relationship is demonstrated
further in our discussions in the rest of the paper.

Figure 1 outlines the structure of the techniques that
are covered by this survey. The details of these techniques
are given in the following sections.

This paper is structured as follows: Sect. 2 provides
a historical view on the technical evolution; Sect. 3 de-

Fig. 1. Categorization of facial modeling and animation methods

scribes two main approaches for face modeling, generic
model individualization (Sect. 3.1) and example-based
face modeling (Sect. 3.2). Section 4 introduces three main
approaches for facial animation, including simulation-
based approach (Sect. 4.1), performance-driven animation
(Sect. 4.2) and blend shape-based approach (Sect. 4.3).
Section 5 provides analysis to their strength and weakness
from an application perspective; Sect. 6 gives the limi-
tation of the current techniques and the future research
trend. Finally, the conclusion is given in Sect. 7.

2 Brief history

Great interest has been received in computer simulation of
human faces and their movements during last few decades.
An early example of success was the facial action cod-
ing system (FACS), which was introduced by Ekman and
Friesen in 1978 to describe primitive facial activities.
Early work on computer facial modeling and animation
dated back to 1970s, during which the first 3D facial ani-
mation was created by Parke [27]. This was followed by
a few landmark works in 1980s, which included the de-
formable face model from [3], the classic work on facial
animation using pseudo muscles from [42].
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Subsequently, a much larger number of significant
works were published during the 1990s. Apart from
those inherited the pseudo-muscle-based approach, such
as in [38], many researchers strived to target high qual-
ity face models by adopting natural face measures for the
modeling, such as anthropometrics, [8]. Meanwhile, peo-
ple also started to use scanned 3D models from scanners,
which created face models with a great deal of detail and
hence allowed them to largely overcame “cartoon styled”
artifacts, [4]. To produce facial animation on the scanned
models, pseudo muscles needed to be located, [20]. In
addition, aiming at a natural looking facial animation,
cameras started to be employed to capture facial move-
ments, such as in [12, 31], which constituted the early
stage of performance-driven facial animation.

More recently, with the rapid advance of hardware, the
performance-driven approach has played a more signifi-
cant role. For example, high quality facial expression with
fine details was created from a set of existing photos using
different techniques, as in [5, 14, 23, 46, 47]. Meanwhile,
video analysis on human faces was applied to capture
facial movements and hence improve the realism of syn-
thesized facial animation, such as in [6, 40].

On the other side, with the aim of improving the
comprehension on the mechanism of facial movements,
anatomy-based high quality face models have been built
in recent years. This has included the multi-layer model
from [15], which simulated a head model with skin,
muscle, skeleton, etc, and the volumetric model of a hu-
man head from [37], which covered a range of head struc-
tures including muscles, tissues etc.

However, despite the recent technical advance within
this area, the currently available techniques are still not
able to meet the requirement from many envisaged ap-
plications. To compromise with limited computation re-
sources, considerable amount of simplification has to be
made in anatomy-based face models. Also, due to the
limitation from the current image and video analysis, the
performance-driven approach has to involve a large num-
ber of equipments and the accuracy is still subjective to
further enhancement. Therefore, facial modeling and ani-
mation is still an on-going research issue, and there is a long
way before the satisfactory completion of the technology.

3 Face modeling

The aim of face modeling is to generate realistic face
models with high visual fidelity. The basic way to repre-
sent the shape of a face is to use a triangle mesh. A more
complex model involves multiple layers which mimic the
anatomical structure of a face.

With the advance of data capturing hardware, many 3D
face models have been created via using 3D laser scanner.
On the other side, over the last few years, researchers have
proposed and developed various techniques on producing

quality face models. These techniques can be divided into
two categories:

• Generic model individualization, which is based on
the idea of creating a face model for a specific subject
by carrying out feature-based deformation to a generic
model – more details are given in Sect. 3.1.

• Example-based face modeling. This is to create a face
model with desired facial features through the linear
combinations of an existing face model collection –
more details are given in Sect. 3.2.

3.1 Generic model individualization

Generic model individualization generates a facial model
for a specific individual through the deformation of
a generic model. This is also named as model adaptation.
Given the positions of some selected facial features from
an individual face, such as eyes corners, mouth and nose
positions, the adaptation generates the model for the indi-
vidual by aligning the corresponding facial features of the
generic model towards these given feature positions.

As the basic inputs of the generic model individual-
ization approach, the features the individual face can be
positioned in different ways. For example:

1) In [31], the feature positions are given manually
through a number of multi-viewed photographs. For
more details, see Sect. 3.1.1.

2) In [8] anthropometric measurements are used to de-
scribe faces with particular features. For more details,
see Sect. 3.1.2, 3.1.3 and 3.1.4.

3) In [45] the individual face is described by a frontal
view image, and image analysis is used to detect the
face features. For more details, see Sect. 3.1.5.

4) Face features are given by data tracking of video
streams using multiple cameras in [49] For more de-
tails, see Sect. 3.1.6.

Notably, all the model individualization methods in-
volve deforming a generic model to an individual model.
The techniques involved in this process decide the effi-
ciency and effectiveness of the individualization. We will
discuss these techniques in Sect. 3.1.7.

3.1.1 Individualization from multiple views

Generating face model constitutes an important step in
the work of Pighin et al. [31] which presents a method of
generating facial expressions from photographs. To cre-
ate a model for an individual subject, the method adapts
a generic face model to the subject, which is portrayed
by a number of photographs (images) taken from differ-
ent view angles. To assist this adaptation process, features
points such as eye corners, nose tip, mouth corners are
manually identified in these images – see Fig. 2. A scat-
tered data interpolation technique is used to deform the
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Fig. 2a–e. Model-fitting process: a a set of input images with marked feature points, b facial features annotated using a set of curves,
c generic face geometry (shaded surface rendering), d face adapted to initial 13 feature points (after pose estimation) e face after
99 additional correspondences have been given [31]

generic model to fit into the feature points identified from
the images.

Furthermore, the work of [31] goes beyond face mod-
eling towards facial animation. To do this, the above
modeling process has to be repeated for several different
facial expressions of the same subject. This creates a facial
model for each facial expression. Then a 3D shape morph-
ing technique is applied to these facial models to generate
transactions in between these models to create facial ani-
mations. This issue will be further discussed Sect. 3.3.

However, this proposed method of face modeling in-
volves considerably large amount of manual work. For
example, a large number of facial feature points have to be
given manually in the multiple viewed images. This is ex-
tremely inconvenient and time consuming. Therefore, this
algorithm only can work offline.

Lee et al. [21] perform generic face model individu-
alization using photographs from two views: a front view
and a side view. To facilitate this, a generic model is also
divided into a number of feature regions around each iden-
tified feature, and the individualization is based on the
facial features obtained from the feature detection, which
is carried out in two successive steps: a global matching,
which is used to find locations of facial features using
statistical data from the images, and a detailed matching,
which recognizes the shape for each facial feature using
a specific method designed for the feature.

The global feature matching achieves a high accuracy
rate. Among the faces that are tested, which cover a wide
range of human races, ages, hair colors, and both genders,
the authors find the proper position of 201 features out
of 203. However, they do not attempt to handle faces with
other accessories, such as glasses.

The detailed matching, which employs multi-resolution
edge detection methods, achieves different success rate for

different features. For example, the forehead recognition is
over 90%, the eyes and mouth extraction are around 80%,
and the nose identification reaches about 70%.

After the feature detections from the two input views,
the features points from these 2D views are combined
into 3D points, based on which the deformation of the
generic model takes place. The deformation starts from
a global transformation to align the 3D points with the
generic model, followed by Dirichlet freeform deform-
ation to match the shape of the generic model against the
feature points.

3.1.2 Individualization using anthropometric measure-
ments

To create models that match different individuals, DeCarlo
et al. [8] propose a facial modeling approach based on
facial anthropometric measurements. These measure-
ments are used as the fundamental elements to describe
and generate a wide range of geometrical 3D head models.

Anthropometry is a biological science of measuring
human body. More specifically, it stores statistical meas-
urements of human body parts in libraries. These libraries
contain data which characterizes human bodies by gender,
color and age. Data from the anthropometry studies is used
in many applications such as plastic surgery planning,
human-factors analysis, and 3D human head construction,
etc.

The anthropometric measurement – see Fig. 3 involved
in [8] includes around 130 feature points and their relative
distances, describing the characteristics of a human face.
These feature points are based on the Farkas [10] system.
Given such a measurement of an individual face, the al-
gorithm generates a static facial model using variational
modeling. Variational modeling is an optimization method
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Fig. 3. Anthropometric landmarks on the face [8]

which generates a face model constrained by the features
described by the anthropometric measures.

A major disadvantage of using anthropometric meas-
urement as in DeCarlo et al. [8] is that the anthropomet-
ric measurements only provide a statistical description of
a human face and hence cannot offer more specific human
face features such as hooked nose or double chin. More-
over, the employed optimization process involves consid-
erably large computation resource.

3.1.3 Functional face model adaptation

Zhang et al. [48] present an algorithm which allows us to
adapt a functional generic face model to an individual face
model. The generic model is equipped with a number of
pseudo muscles in order to support facial animation – see
Sect. 4.1 for more details of pseudo muscle-based facial
animation.

The process starts with the specification of a small set
of anthropometric landmarks on the 2D images of both the
generic and scanned model. The 3D positions of the land-
marks are recovered automatically by using a projection
mapping approach. A global adaptation is then carried out
to adapt the size, position and orientation of the generic
model towards the scanned model, referring to a series of
measurements based on the recovered 3D landmarks. Fol-
lowing the global adaptation, a local adaptation deforms
the generic model to fit all of its vertices to the scanned

Fig. 4a–e. The reference head: a head geometry with landmarks, front view; b side view; c skull and facial components; d skull landmarks
related to subset of skin landmarks; e facial detail showing spring mesh connecting skin and muscles [15]

model. Meanwhile, the underlying muscle structure of the
generic model is automatically adapted as well, such that
the reconstructed model not only resembles the individual
face in shape and color but also allows facial animation
from the adapted pseudo muscles.

3.1.4 Multi-layer model individualization

To continue from [8], Kähler et al. [15] present their tech-
nique to generate animatable 3D face models. Compared
to the models in [8], this work is featured by generating
head models with multiple layers to simulate anatomical
head structures including skin, muscle, skull, mass-spring,
and other separated components (e.g., eyes, teeth, tongue),
etc – see Fig. 4. For each model, up to 24 major muscles
are used for facial expressions and speech articulations.
The skin and muscles are attached to the skull via a mass-
spring system. These head models allow real-time anima-
tion based on the simulation of facial muscles and elastic
skin prosperities.

To facilitate the modeling for individuals, a generic
model is provided with the above five layers. Similar
to [8], some landmarks are taken from a standard set of
the anthropometric literature, which are small dots placed
on the model to define the features. These tagged an-
thropometrically meaningful landmarks allow us to fit the
generic model to scanned 3D face models, creating a wide
variety of animated face models. Moreover, by using the
anthropometric measurements to simulate the growth of
a human head, the technique is capable of generating ani-
matable human heads at different ages.

As an extension from this method, Kahler et al. apply
the technique to scanned real skull data. As a result, they are
able to reconstruct expressive faces from the skull data in an
application which is named as “reanimating the dead” [16].

3.1.5 Model adaptation-based on topographic analysis

Besides the use of anthropometric landmark data as intro-
duced in the previous sections, Yin & Weiss [45] sug-
gest the use of topographic representation to give facial
features for face model individualization from a generic
model. To generate the topographic representation, an
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input face model is needed. Then a topographic analysis
treats the face image as a topographic terrain, and labels
each of its pixel as one of the topographic labels, including
peak, ridge, saddle, hill, float, ravine, or pit. The hill-
labeled pixels are further divided into convex, concave,
saddle or slope hill. Following the topographic analysis,
the individualization carries out an optimization using the
criteria measured by these labels. This optimization adapts
a generic model to an individual model.

3.1.6 3D face model from video streaming

The method from Zhang et al. [49] presents an approach
of generating facial models and expressions by using mul-
tiple video cameras. Video cameras are used to capture
model data via stereo matching. A fitting process is then
employed to fit a face template to the captured data.

The data capture hardware consists of 6 synchronized
video streams (4 monochrome and 2 colors), running at
60 fps (frames per second). This provides a stereo sys-
tem, which uses three of the cameras to capture from the
left side while the other three cameras are from the right.
A spacetime stereo algorithm is employed during this data
capture, which calculates a time sequence of depth maps
using stereo matching.

Then, a template fitting and tracking process is used to
fit a face template to the depth maps in the first frame and
then perform tracking through the whole sequence. The
result of this fitting gives high quality meshes with vertex
correspondence over the time. The output of the data cap-
ture gives high-resolution 3D meshes at 20 fps sequence,
capturing the face geometry, color and motions.

Once acquired, this sequence of models can be inter-
actively manipulated to create expressions using a tech-
nique which is named “faceIK” by the authors. More de-
tails about the facial animation are given in Sect. 4.3.1.

A main disadvantages of this algorithm is that it is
quite resource demanding as it involves special equip-
ments to capture the face geometry and motion. Also, the
work is only presented for the animation of a single face
without considering variations of different individuals.

3.1.7 Model adaptation methods

All of the above generic model individualization methods
involve model adaptation, a technique which deforms
a generic model to an individual (target) model. Basically,
this is a scatter data interpolation problem, which drives
the movement for each vertex on the generic model to-
wards the target model, given only a sparse set of feature
point positions as input.

A common approach to solve such a problem is to con-
struct and minimize an interpolation function based on ra-
dial basis functions [15, 31]. To further improve the qual-
ity of the model adaptation, Kahler et al. [15] develop an
automatic procedure which allows us to refine the adapta-

tion by using model subdivision without requiring users to
input a large number of dense feature points.

In addition, in the work of DeCarlo et al. [8] employs
variational modeling for the model adaptation. It works
on B-spline face models. The anthropometric measures
are used as linear and non-linear surface constraints and
subsequently surface fairing with these constraints are ap-
plied. This generates smooth surface models which match
the anthropometric features.

Zhang et al. [48] deforms a generic model to an in-
dividual model through global and local adaptation. The
global adaptation involves size and orientation adapta-
tion based on some landmarks that are semi-automatically
identified, while the local adaptation includes moving the
model vertices locally to fit into the individual model. Es-
sentially, the global adaptation is a process of face pose
recovery and model scaling, and the local adaptation pro-
vides small adjustments for the vertices positions accord-
ing to the local geometry.

In [45], second-order differential equations are used to
define the adaptation of the generic model. Within these
equations, topographic features are used to define the in-
ternal and external forces. The external force drives the
deformation of the model, while the internal force main-
tains the shape of the model during the deformation. The
result of the deformation matches the generic model to
a single frontal view of an individual face.

In [49], the specific adaptation problem is to fit a gen-
eric model to a depth map captured from the videos by
using Gauss–Newton optimization. The depth map rep-
resents the face geometry by a depth value h at each
point (x, y). Similar to [45], the fitting metric has two
terms, a depth matching, which measures the difference in
depth between the generic and target model, and a regu-
larization term, which maintains a good shape for generic
model after the deformation.

3.2 Example-based face modeling

The techniques introduced in this section concern creating
face model through the combination of existing models.
Such methods require support from a collection of face
models. Given desired facial features, for example, by
using a face photograph as in [4], optimization method is
used to find the right combination coefficients. The lin-
ear combination of the collected face models with these
optimized coefficients provides a close match between the
synthetic model and the desired facial features. Notice-
ably, linear interpolation is also used to create facial ani-
mations from a number of example expressions, such as
in [31, 46, 47]. These will be discussed in Sect. 3.

3.2.1 Morphable face modeling

Blanz & Vetter [4] present a face modeling technique
named as morphable modeling. A distinct strength of this
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modeling approach is that it allows generate a wide variety
of face modeling with minimal user input. More specific-
ally, a face model can be created from a single photograph
supplied by users and the created model matches the facial
features portrayed by the photograph.

The method requires an example set of 3D face
models. Morphable face modeling is based on transform-
ing the shapes and textures of these example face models
into a vector space representation. The shape and texture
of a new face model is represented by a linear combination
of these transformed vectors. Moreover, this method al-
lows face manipulations using complex parameters, such
as gender, fullness of a face and distinctiveness etc.

However, the implementation of the morphable face
modeling is not straightforward, since it requires a large
collection of 3D face models within which the dense point
to point correspondence between the models have to be es-
tablished. Also, the algorithm is time consuming – it takes
tens of minutes to acquire the geometry of a face from
a photograph.

Further, based on the morphable face modeling tech-
nique, Blanz et al. [5] propose a face exchange technique,
which allows the replacement of an existing face in a tar-
get photograph with a new face. To do this, only a single
image of the new face is required. By making use of the
morphable face modeling, one can create a 3D face model
for the new face as a combination of the existing face
model collection. By employing optimization method, one
renders the model with proper illuminations and postures.
This allows the rendered result to fit into the target photo-
graph and thence replace the existing face.

Remarkably, the morphable face modeling has been
utilized in the work of [13], in which 3D face model is
tracked from a real-time video sequence. It has been found
that 3D morphable modeling is extremely well suited to
the task of fitting a 3D model to a target video in real time.

3.2.2 Multi-linear modeling

Multi-linear facemodeling isanotherway tocreatea desired
face model from existing face model examples [40]. Simi-
lar to the morphable modeling in [4, 5], the multi-linear face
modeling requires careful pre-processing of the collected
examples to set up full vertex to vertex correspondence be-
tween the examples. Then, these examples are organized in
the form of a data tensor, which encodes model variations in
terms of different attributes, such as identity, expression and
viseme. This allows independent variation of each of these
attributes. By using the organized data tensor, an arbitrary
face model with desired facial expression can be modeled
as a linear combination of these examples.

In fact, the multi-linear face modeling was proposed
in [40] to make face models for face transfer. The face trans-
fer allows mapping video recorded performance of an in-
dividual face to the facial animation of another one. More
details of face transfer will be discussed in Sect. 4.2.3.

3.3 Discussion

Comparing between the generic model individualization
(GMI) approach and the example-based face modeling
(EFM) approach, we can see that a number of strength and
weakness of these two approaches:

• GMI only needs one generic model, without involv-
ing the support from a face model collection as in
EFM. Further, it is necessary that the face models
in the collection required by EFM are registered to
each other with vertex-to-vertex correspondence. Such
a collection might not be accessible for many poten-
tial users. As a conclusion, GMI is suitable for appli-
cations which have no access to large model collec-
tions.

• GMI requires a challenging process of providing facial
features. This involves either considerable amount of
manual work, or highly cost equipments & vision tech-
niques, as in [49]. In contrast, given a face model selec-
tion, EFM allows us to generate face models from one
single face image without requiring the identification
of facial features. Further, the techniques in EFM such
as [4] also allow us to recover face models with facial
expressions from single pictures.

• To our best knowledge, EFM only works for face
models with single layers, while researcher have
used GMI to develop multi-layered anatomical-based
models. Extension of EFM to accommodate multi-
layered models can be a difficult challenge as poten-
tially it needs to involve multi-layered model collec-
tion. Also, the optimization method required in EFM
may also be more complicated to deal with multi-layer
models.

Table 1 provides a summary for these two approaches and
their typical examples.

Table 1. Comparison between GMI and EFM

Examples Strength Weakness

GMI [31] 1. Only require 1. Need to identify
[21] a generic model facial features
[8]

[15] 2. Works for 2. Need consider-
[49] models with able user inputs
[48] multiple layers
[45]

EFM [5] 1. Do not need to 1. Need support of
[4] identify facial a registered face

[40] features collection

2. Only need a single 2. Difficult to
face image input generate multi-

layer models
3. Allow generate

facial expressions
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4 Facial expression and animation

Driven by the desire of improving visual realism of facial
animation and creating naturally looking facial expres-
sions, great effort has been made from the graphics com-
munity, which can be categorized as follows:

• Simulation-based approach, which employs simulation
methods to generate synthetic facial movements by
mimicking the contraction of facial muscles. More de-
tails are given in Sect. 4.1.

• Performance-driven animation tries to learn facial ex-
pressions from recorded videos or captured face move-
ments and subsequently makes synthetic facial expres-
sions by applying them to a face model. More details
are given in Sect. 4.2.

• The blend shape-based approach creates new facial ex-
pressions of a face from the linear combination of col-
lected expression examples of the same subject (face).
More details are given in Sect. 4.3.

4.1 Simulation-based approach

The motivation of the simulation-based approach is to
create synthetic facial expressions by simulating facial
muscle actions on a face model. This requires us to
define the functionality and locations for a number of
pseudo muscles on the face model. The functionality of
a pseudo muscle is defined in terms of its influence on the
face model, which depends on the employed simulation
method. The overall synthetic facial expression is deter-
mined by the combination of the pseudo muscle contrac-
tions [42]. Further, initiated by the idea of using pseudo
muscle simulation, a number of multi-layer models have
been developed to simulate the anatomical structure of
human face, including skull, muscle, soft tissue, skin
etc. [20, 37, 38]. This greatly improves the visual realism
of the synthetic expressions.

4.1.1 Pseudo muscles

The paper from Waters [42] presents a classic work in
synthesizing facial animation using pseudo muscles. The
movement (extraction) of each pseudo muscle is defined
to link to a particular area of the face model. For example,
if a facial expression with an open mouth is wanted, only
the muscles associated to mouth areas need to be adjusted.
This can potentially avoid the facial distortion created
by [3], in which a stretched point on the mesh can take
effect to the whole mesh shape. In general, the pseudo
muscles influence either the upper or lower face. The up-
per facial muscles are responsible for changing the appear-
ance of the eyebrows, the upper and lower lids of the eyes,
while the lower facial muscles determine the appearance
of the chin, ears, lips, and the areas around the eyes and the
neck.

Further, in [42], pseudo muscles are classified into
small groups according to their functionalities. The out-
come of this classification is also known as action
units (AU), which defines the pseudo muscle actions dur-
ing various facial movements. In other words, the AU
for a specific facial expression (e.g., smile) tells us which
muscles need to be activated to synthesize this facial ex-
pression. This physics-based simulation greatly reduces
the amount of work that must be input by an animator, as
he/she can directly specify required facial expressions by
controlling the movements of the AUs.

4.1.2 Synthetic skin layers

To improve upon the basic pseudo muscle-based facial
animation as presented in [42], the work from Terzopoulos
& Waters [38] proposes facial animation by contracting
pseudo (synthetic) muscles embedded in an anatomically
motivated face skin model.

More specifically, the face model is composed of three
synthetic skin layers which are made of spring-mass. The
physical simulation propagates the muscle forces through
the physics-based synthetic skin thereby deforms the skin
to produce facial expressions. This is a combination of the
pseudo muscle approach with the anatomy-based facial
modeling, which significantly improves the realism of
synthetic facial expressions compared to the earlier tech-
niques [27, 42].

This approach is also amenable to improvement
through the use of more sophisticated biomechanical
models and more accurate numerical simulation methods.
This is, of course, subject to an increase in computational
expense.

4.1.3 Biomechanical skin model

Lee et al. [20] addresses the challenge of automatically
creating individual facial models with highly realistic
facial expressions based on pseudo muscles. This method
allows us to adapt a well-structured generic face model
to an individual face model acquired by a 3D Cyberware
scanner in a highly automated manner. This adaptation
process is similar to the deformation techniques intro-
duced in Sect. 3.1. The outcomes of the algorithm are
functional facial models which allow significant amount
of facial details and high quality facial animation. The al-
gorithm is applicable to a wide range of individuals.

To allow facial animation, the generic geometric model
used by the algorithm consists of a number of different
layers. More specifically, on top of the face model, five
different layers are used, including the epidermis, dermis,
sub-cutaneous connective tissue, fascia and the muscles.
Each layer is described as a triangle deformable tissue,
which is connected respectively with all the other layers
– see Fig. 5. Such a skin tissue modeling is identified as
“physically-based modeling of human facial tissue”. This
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Fig. 5. Triangle deformable tissue [26]

biomechanical face skin model is claimed to be more ac-
curate than those used in the previous methods as in [38].

However, after the creation of a functional facial
model, considerable experience is required from users to
generate desired facial expressions. For example, to ani-
mate the face model, the user has to pull in/out or even to
move the elastic angles of the triangles. The disadvantages
of that process are the complexities and difficulties to
implement a reliable facial expression because it expects
from the user a very good consideration of transforming
the triangles. Moreover, it is difficult to model the de-
tailed skin deformations, such as expression wrinkles, and
consequently the results tend to be less realistic.

4.1.4 Anatomically accurate head model

The recent work from [37] has been claimed as the model-
ing of a living male subject with high anatomical accuracy.
This is a volumetric modeling based on the data acquired
from the subject, covering a range of structures including
facial musculature, passive tissues and underlying skeletal
structures. The rigid articulated cranium and jaw consist of
about 30 000 surface triangles, while the flesh is modeled
in the form of 850 000 tetrahedral, out of which 370 000
are simulated. 32 facial muscles are included. The data is
captured using laser and MRI scans. As claimed by the
authors, this model was constructed within a two-month
period from 5 undergraduate students – see Fig. 6 for an
illustration of the model.

Animating such a complex structure is a highly non-
linear process which involves controllable an-isotropic
muscle activations based on fiber directions. To allow for
the animation of such a complex structure, the authors pro-
pose a performance-based method, which is capable of
automatically determining muscle activations by tracking

a sparse set of surface landmarks on a performer. Then the
resulting animation is obtained by using a non-linear fi-
nite element method. Once the controls are reconstructed,
the model can be subject to many applications, such as
interaction with external objects, dynamic simulation to
capture ballistic motion. The facial expressions can be
edited in the activation space. The results are claimed to be
not only visually plausibly but also anatomically accurate.

Noticeably, the simulation-based approach has also
been applied to simulate human body structures and
movements. A typical example appears in Wilhelms &
Gelder [43], which performs body modeling with multi-
layers including skeleton, muscles and skin. All these
three components are connected in order to create the
animation movements between the skin, skeleton and
muscles. That process is presented as one of the first suc-
ceeded techniques for constructing a 3D body for animat-
ing purpose. However, according to Allen Van Gelder [11]
by assigning the same stiffness to all springs it appears that

Fig. 6. Anatomically accurate head model [37]
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the system fails to simulate a uniform elastic membrane,
for equilibrium calculations.

4.2 Performance-driven animation

A simple performance-driven animation is geometry warp-
ing based, in which prominent facial features are tracked
through a sequential of facial expression images and sub-
sequently their movement is copied to a new face to
synthesize facial expression [22, 29, 44]. On top of this,
a more delicate algorithm also involves the use of expres-
sion ratio image (ERI) in order to create fine details such
as face wrinkles [23]. Other examples of performance-
driven facial animation include: live facial performance
capture [12]; face transfer using multi-linear models [40];
vision-based facial animation control [6].

4.2.1 Geometry warping-based method

Geometry warping-based method gives the simplest form
of performance driven animation. The input of a geometry
warping-based method consists of two photographs from
the same person as source images – the first one is a neu-
tral face while the second one gives a facial expression,
plus a target neural face. By manually or automatically lo-
cating the facial features, such as eyes, mouth, nose in
these images, the algorithm calculates the movements of
these features during the facial movement using difference
vectors and subsequently applies the difference vectors to
the target neural face. This transfers the facial expression
from the source image to the target face.

4.2.2 Expression ratio image (ERI)

Normally, facial animation that generates from the geo-
metric deformation of facial models lacks fine details that
often appear in real human facial expressions, such as

Fig. 7. Expression ratio image approach. First image is with a neutral expression (input image). The second image is after the geometric
warping and the third one with ERI. The wrinkles in the third image are the result using the ERI [23]

creases and wrinkles. These fine details are normally cap-
tured by illumination change during the facial movement.
To address the challenge of presenting realistic facial ex-
pression, Liu et al. [23] present an image-based approach,
which employs the expression ratio image (ERI). ERI
allows the capture of the illumination change caused by
fine facial details from existing face images. The work
is inspired by the research in presenting and transferring
lighting and illuminations between images [7, 25, 36].

In fact, a large amount of tiny visible details of a facial
expression comes from the change of surface normal on
the face, which gives rise to the change of illuminations
under a fixed lighting environment. The idea of using
ERI comes from the observation that such an illumina-
tion change can be extracted in a skin-color independent
manner. An ERI is defined as a ratio image which captures
the illumination change from example facial expression
images. When applying such a ratio image to a neural face,
all the fine details of the facial expression from the ex-
ample images can be preserved – see Fig. 7 as an example.

However, this method works under the assumption that
the illumination change only happens when the facial ex-
pression changes and the source and target images have
similar lighting conditions. If one of the above conditions
cannot be held, the ERI-based approach is not able to cre-
ate a high quality output.

4.2.3 Face transfer using multi-linear models

The work presented by Vlasic et al. [40] allows mapping
facial movements from a recorded video to a target face.
Such facial movements include visemes (speech-related
mouth articulations), facial expressions and head pose.
The authors have termed this technique as “Face Trans-
fer”. Face transfer extracts the facial movements of an
individual subject and subsequently applies them to a tar-
get face – see Fig. 8 as an example.
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As introduced in Sect. 3.2.2, face transfer is based
on a multilinear modeling of 3D face meshes. Multilin-
ear models consist of a collection of face meshes and their
estimated variations in terms of different attributes, such
as their sizes, identifies and expressions. The modeling
allows each of the attributes to be adjusted separately,
which facilitates the editing of the facial performance. In
principle, if the face collection is sufficiently large, the
multilinear modeling allows us to generate any face with
any expressions and any visemes. However, as a proof
of concept, the collection used in [40] only offers very
limited size.

Continuously, the multilinear model can be linked
to an optical flow-based tracker. The tracker estimates
performance parameters and detailed 3D geometry from
video recordings. The mapping from the performance pa-
rameters back to the 3D shape is then calculated. Arbi-
trarily mixture of pose, identity, expressions, and visemes
from two or more videos are allowed.

An advantage of the face transfer technique is that it
neither requires performers to wear visible facial mark-
ers or to be recorded by special face-scanning equipment.
Hence, it provides an easy-to-use facial animation system
from the users point of view.

4.2.4 Real time facial expression tracking

Chai et al. [6] demonstrate vision-based control of 3D
facial animation by presenting a system which allows us
to extract animation control parameters from a video and
subsequently apply these parameters to a 3D face model to
create high quality facial animation. By using this method,
users are able to control the animation using recorded face
actions. It is expected that low quality videos is sufficient
for such a facial animation control.

The input of the algorithm is a single video stream
recording the user’s facial movement, a preprocessed mo-
tion capture database, and a 3D head model captured by
laser scanner.

The system has four components. First, video ana-
lysis, which tracks the head position in the video, iden-
tifies a small number of features and subsequently gives
expression control and head pose parameters. Second, pre-
processed motion capture data contain a set of head mo-
tion & expression data. The head motion and facial defor-

Fig. 8. With the multilinear model, the expression, and the viseme from the second and third left, respectively, can be transferred to
a neural subject face (the far left). The far right gives the result [40]

mations are automatically decoupled in the motion capture
data during the pre-processing. Third, expression control
and animation transform noisy and low resolution control
parameters into high quality motions. Fourth, expression
retargeting applies the synthesized motion to animate 3D
high resolution models.

The expression tracking step involves tracking 19 2D
features on the face: one for each point of the upper and
lower lip, one for each mouth corner, two for each eye
brow, four for each eye and three for the nose. The expres-
sion control parameters generated in the first step includes
the parameters to describe the movement of the features
such as the mouth, nose, eye and eyebrow of the actor
in the video. These noisy and low resolution parameters
are converted into high resolutions by using an example-
based motion synthesis method, which compares the low
resolution parameters with the motion data captured in the
second step, and subsequently synthesizes a proper high
resolution motion. Finally, to map the synthesized motion
to a target 3D model, an efficient expression cloning tech-
nique is used, which pre-computes a number of bases for
the facial deformation of the target model, and then blends
them to create run-time facial expressions according to the
synthesized motion.

4.2.5 Facial animation capture

Guenter et al. [12] create a system for capturing human
facial expression from a live performance and replaying it
in a highly realistic manner. The system allows capture the
geometry, color and shading information of a face expres-
sion and subsequently re-display it using a high quality
deformable polygon model decorated by a dynamic tex-
ture map.

A 3D scan is used to capture the geometry of the
actor’s face. To acquire the live performance of the face,
multiply cameras (6 calibrated cameras) are used to record
the face movement from different positions simultan-
eously. To help the data capture, a large number of sample
points (182 points) are placed on the face. Their positions
are reconstructed through the recorded videos from the
multiple cameras, which are then used to distort the face
geometry in order to create desired facial expressions.

Together with the tracking of the geometric data, the
multiple video cameras also capture multiple high reso-
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lution video images. These images are used to generate
a dynamic texture map for the face model which gives
a vivid appearance during the re-display of the facial ex-
pression. To generate the texture map, the images from the
cameras are weighted differently according to their pos-
itions.

4.2.6 Principal component-based facial motion capture
and analysis

Kshirsagar et al. [19] present their techniques for facial
motion capture using principal component analysis (PCA).
Through the PCA, a number of principal facial movements
are identified from the captured data, which provide in-
sight into the mechanism of general facial movement. This
is subsequently used to control the synthesis of new facial
expressions.

6 cameras and 27 markers are used for the capture.
These markers are compatible to MPEG-4 feature point
locations. The work is primarily aimed at speech anima-
tion. During the recording of a speech performance, the
movements of 14 markers are extracted after removing
global head movement.

By applying PCA to the captured data, 6 principal face
movements are obtained, which cover the major mouth
actions during speech, including open mouth, puckered
lips, parted lips, etc. Then, based on the observation that
suppressing or enhancing certain principal face move-
ments can generate satisfactory results during the practice
of facial expression mixture, various controls are applied
to the synthesis of by assigning different weights to differ-
ent principal movements.

4.3 Blend shape-based approach

The blend shape-based approach creates a desired facial
expression through the combination from a set of exist-
ing examples. This bears similar idea as the face modeling
method presented in Sect. 3.2, which also employs lin-
ear combination from a number of exiting face models.
The combination can be linear interpolation applied either
to images [46, 47], or to face models [31, 49], or can be
morphable modeling based, such as in [4].

4.3.1 Interpolation between models

Given a number face models with different facial expres-
sions, a straightforward idea is to generate facial expres-
sions in-between by using linear interpolation. This has
been used frequently in many applications of facial ani-
mation. For example, the work from [31] and [49] both
generate facial expression following the reconstruction of
face models with various expressions.

Noticeably, the work from [32] uses linearly combined
3D face models to recover face position and facial expres-
sion from an input video sequence. This recovery process

takes place in each frame of the video, and it employs
a continuous optimization method in order to find the best
matched model at each frame. The 3D model, which is
used for the fitting, is based on the linear combination of
a set of face models with different facial expressions. This
face model set is generated using the technique presented
in [31].

However, an obvious disadvantage of this approach is
that only facial expressions in between existing examples
can be created. Therefore, the technique requires consid-
erable large number of facial expression examples.

Also, linear interpolation does not possess high ac-
curacy and hence is not a prefect solution for generating
in between expressions. Remarkably, the recent work
from [49] overcomes the weakness of using linear in-
terpolation by presenting a technique named “faceIK”.
Essentially, faceIK is an inverse kinematics technique,
which blends the models to generate different facial ex-
pressions under user-specified controls. Moreover, the
authors also present a new representation name “face
graph”, which encodes the dynamics of the face sequence
and can be traversed to create desired facial anima-
tions.

4.3.2 Interpolation between images

The technique presented in Zhang et al. [46, 47] allows us
to generate high quality facial expression with significant
details such as wrinkles, given a set of example images
of different facial expressions. This technique can also be
applied to 3D models.

To use these example images, geometry positions of
the feature points in the example images need to be iden-
tified. Then, a photorealistic facial expression can be ob-
tained from a convex combination of the example expres-
sions based on these positions. Since this technique makes
use of high quality expression examples, it can generate
photorealistic and natural looking expressions with fine
facial details.

Further, to overcome the challenges of automatically
recovering feature points from the images, the authors de-
velop a technique to infer missing feature points from the
tracked face by using an example-based approach. This
allows us to be less demanding on the feature point re-
covery and tracking technique. In other words, the sys-
tem should still be well-functioned even if the number of
tracked feature points is fewer than what the system re-
quires.

4.3.3 Blend shape animation from model segmentation

To generate high quality facial expression for 3D face
models using blend shape methods, Joshi et al. [14]
present a method which segments the face models into
small regions. The shape blend animation based on this
segmentation allows us to handle specific part of a face
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without affecting other irrelevant parts and hence pre-
serve significant amount of complexity of human expres-
sions. The face model segmentation method presented
in [14] is claimed to be automatic and physically moti-
vated.

4.3.4 Reanimating faces and images using morphable
models

Continuing from their previous work [4], Blanz et al. [4]
present a technique that allows us to change facial ex-
pressions in existing images and videos. The morphable
modeling method, which was used previously for face
modeling (see Sect. 3.2.1), is extended here to cover facial
expressions. To achieve this, instead of only collecting
neutral faces as in [4], 35 laser scans of facial expressions
are also captured and stored in the face model collections.
Morphable modeling using such a face model collection
allows 3D reconstruction of non-neutral face models, i.e.,
it generates face models with expressions. The recon-
structed model can be adjusted to change its facial expres-
sion and rendered back to its original image or video.

The advantage of using this morphable modeling-
based approach is that it can work on any face shown in
a single image/video, without requiring example expres-
sion data from that particular person.

4.4 Discussion

Comparing the three major facial animation approaches
as mentioned above, we can conclude their strength and
weakness as follows:

• The simulation-based approach only needs to involve
computing resources. Basically, it employs and sim-
plifies a number of biomechanical muscle equations
for producing visually correct facial movements. The

Examples Strength Weakness

Simulation- [42] 1. Only require Artificial-looking
based [38] computing resources facial expression
approach [20]

[37] 2. Great potential in
medical applications

Performance- [44] Great potential to Need to involve
driven [23] achieve visual realism motion capture
approach [40] equipments

[6]
[12]
[19]

Shape blend [31] Easy implementation Need high quality
approach [49] facial expression

[46, 47] examples
[14]
[5]

Table 2. Comparison between the simul-
ation, performance-driven and shape
blend approach

performance-driven approach, which requires the cap-
ture of live facial expressions, involves considerable
high cost computer vision equipments for data captur-
ing. Given the state of the art of computer vision, the
performance of such a data capture process may not
be easy to improve rapidly in the near future. For the
blend shape approach, a collection of face models with
different facial expression is required. Again, obtaining
and accessing such a face collection can be not easy
from an ordinary user point of view.

• The performance-driven approach has the most poten-
tial for achieving more visual realism. In fact, the per-
formance of the simulation-based approach is always
limited by the underlying biomechanical simulation
method. Unfortunately, most of the biomechanical
simulations, including those claimed with high accu-
racy as in [37], take a great simplification from the
real world model. In contrast, the methodology of the
performance-driven approach, which learns facial ex-
pression from real performance, offers a mechanism
to be close to the real world animation as much as
possible.

• The shape blend approach is only capable of creating
animation in-between the existing examples, which is
a great limitation. Also, its performance heavily relies
on the quality of the example models, as well as the
employed interpolation methods.

• In principle, the simulation-based approach bears great
potential in medical applications. It can work in con-
junction with anatomical and medical data, medi-
cal simulation, which provides high quality medical
models. Such a simulation can potentially provide
guidelines for medical professionals in their prac-
tice.

Table 2 gives a summary of comparison of the per-
formance between these three major approaches.
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5 Applications

Facial modeling and animation faces a wide range of
demands from industry nowadays. This section will dis-
cuss how the techniques described within this paper
meet these demands, providing their suitability towards
different areas of exploitation. Here, we will focus on
major applications including movie industry, computer
games, medicine and telecommunication. Of course, it is
well understood that the actual potential of facial mod-
eling and animation goes beyond these limited number
of applications discussed here. In addition, as a typi-
cal example of applying facial animation to multime-
dia, we also introduce facial animation in MPEG-4
in Sect. 5.5.

5.1 Movie industry

The movie industry has received huge benefit from the ad-
vance of facial modeling and animation techniques. The
increasing number of computer-made movies, such as Toy
Story, Shrek, Monsters Inc, Monster House, King Kong,
has demonstrated that the current techniques are well suit-
able to create cartoon styled movies. To this end, tradi-
tional techniques, such as geometric face modeling and
simulation-based facial animation [20, 38, 42], are quite
competent for the job.

However, major work still needs to be done to achieve
results with high realism. Due to its post-processing na-
ture, movie production usually allows considerably long
processing in order to achieve the desired quality. Hence,
methods involving high cost resource are permitted, such
as large face models with significant details captured from
3D scanners, facial motion captured using costly equip-
ments, etc. However, given the state of the art, there is still
a long way to go before we are able to completely remove
artificial looking from computer synthesized faces and
produce outcomes that are indistinguishable with those
from real faces.

5.2 Computer games

The nature of computer games implies that rapid response
speed and, in many occasions, the power of real-time pro-
cessing is essential. Given the fact that a large number
of computer games take place in hand-held devices now-
adays, many of them employ face models with moderate
quality and artificial looking facial movement in order to
compromise with the speed issue.

Highly accurate computation for facial animation, such
as anatomy-based simulation or high degree of shape
blending (interpolation), is normally not necessary for
computer games. To maintain a good balance between the
speed and image quality, preprocessed or captured facial
movement data can be stored so as to take off the burden
from real time computing. Although this only supports a
limited number of facial expressions, it should be suitable

in the context of computer game design at present stage
as many current games only involve limited facial expres-
sions.

Hence, given the limitation of the current techniques
and computing power, there is an immense barrier to over-
come before we achieve completely freeform and realistic
facial animation in computer games.

5.3 Medicine

Computer-based simulation can help medical society to
enhance their knowledge to the underlying problem of
facial movement and expressions by creating insight views
for facial anatomy and structures. The aim of such an ap-
plication is to achieve highly accurate simulation rather
than just to gain a stunning looking. While early effort
on pseudo muscle-based simulation [42] did not provide
required precision, recent work on anatomy-based simu-
lation [37] makes a significant step towards this direc-
tion. Noticeably, this application also overlaps with the
research in medical visualization, which allows us to dis-
play the data of human anatomy in a highly accurate
manner.

5.4 Telecommunication

The capability of displaying a talking face is always
a desirable feature in telecommunication. Here the chal-
lenge is to reduce the time lag while the display quality
is improved. Due to bandwidth limit, transmitting high
resolution face images is usually practically prohibitive.
A feasible solution is to store high-resolution generic face
models locally, which can be adapted to different in-
dividuals involved in the communication. Given these
models, only movements of the models need to be trans-
mitted during the communication, which cost less band-
width. However, as we introduced above, a fully auto-
matic model adaptation is still not available, hence manual
identification of facial features is still necessary. Further,
completely traceless, fast and reliable facial performance
tracking is still a challenge. Therefore, large progress is
still required before we are allowed to view each other
vividly via computer facial animation techniques during
a telecommunication.

5.5 MPEG-4 facial animation

A superb feature of MPEG-4 is the support of integration
of natural and synthetic scenes through an object-based
audiovisual representation. It was also the first time to
standardize the tools supporting 3D facial animation. To
achieve high quality face modeling and animation out-
comes, three types of facial data are specified [1] – see
Fig. 9:

1) Facial animation parameters (FAPs). are designed to
allow the animation of a 3D facial model, reproducing
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Fig. 9. MPEG-4 facial animation data

facial movements, expressions, emotions and speech
pronunciation. The FAP set includes 68 parameters, 66
of which are low-level parameters related to the move-
ments of lips, jaw, eyes, mouth, cheek, nose, etc., and
the rest two are high-level parameters related to ex-
pressions and visemes. By using the FAPs, one can
generate different expressions, including joy, sadness,
anger, fear, disgust and surprise. Visemes are the visual
analog to phonemes and allow the efficient rendering
of visemes for better speech pronunciation.

2) Facial Definition Parameters (FDPs). FDPs allow us
to configure a 3D facial model, which is to be animated
by means of FAPs as described above. This can be
done by either adapting a previously available model
or by sending a completely new model alongside with
the information about how to perform its animation.
A MPEG file can potentially carry A) no FDP data, or
B) feature points, which constitute a set of 3D features
represented by their coordinates, or C) feature points
plus textures, which include additional texture infor-
mation for the model, or D) facial animation tables
(FATs), which are designed to define full animation
control of a complete new model.

3) FAP Interpolation Table (FIT). FIT allows interpol-
ation for the FAPs. This facilitates the definition of
facial animation as only a small set of FAPs needs to be
included in the MPEG file to describe a dynamic facial
animation. This small set of FAP is used to determine
the values of other FAPs during the animation using the
interpolation based on FIT.

6 Limitations and future trend

Rapid progress has been made in facial modeling and
animation in recent years. Comparing recent results with
those from early years, we can achieve much more vivid
and realistic looking faces synthesized from computers.

However, on the other side, great limitations still exist for
future improvement. Here, we provide a brief summary on
the major limitations of the current technology and discuss
how to address these challenges in future:

1) Although we can capture extremely high quality face
models with great deal of fine details through 3D scan-
ning, how to efficiently represent and effectively ma-
nipulate such a large model has become a critical issue.
These manipulations are important if we wish to mod-
ify or apply facial animation to the model.

2) While the simulation-based facial modeling and ani-
mation provides valuable insights to human facial
structure and its movement, the current computational
models have made significant simplification and hence
lack sufficient accuracy. One potential approach to
improve the accuracy is to combine facial animation
with Medical Visualization technology, which offers
truthful display of facial structures through captured
medical volumetric data (CT & MRI).

3) The performance-driven approach for facial animation
is greatly limited by current computer vision technol-
ogy. Due to these limitations, particular arrangements,
such as face marks and fixed camera positions, need
to be made during facial movement capture, and sub-
sequently complex data processing and analysis is re-
quired. However, frequently, many of these captures
still fail to provide convincing results.

4) Currently, most of the face-rendering techniques re-
quire at least two photographs in order to allow mul-
tiple views of a face. However, in many applications
users desire to create multiple views from a single
input image. The existing techniques which allow us to
do so [4] need support from a considerably large face
model database, in which the models have to be regis-
tered. This poses as a great limitation.

Correspondingly, in future, more work will be car-
ried out in conjunction with anatomy and medical visu-
alization to enhance the quality and accuracy of face
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models to meet the demands from medical science. On
the other side, although the performance-driven approach
has proved its great potential through its initial results, its
future depends much on the progress of motion capture
techniques in computer vision, including software analysis
and hardware performance. In addition, further efforts will
be needed to develop more robust techniques for face ren-
dering from a single input of a face image.

The techniques covered in this survey are mainly de-
signed to create face shapes and facial movements with
respect to time. To carry out a comprehensive simulation
to real face, combining these techniques with the mod-
eling and animation of other associated components is
necessary, such as hair, eyes, and tongue. In particular,
hair modeling has been consistently challenging in com-
puter graphics, due to its complicated and dynamic na-
ture. Although already being adopted by many commer-
cial software packages, hair modeling is only at its infant
stage. At present, computer-synthesized results are still
generally artificial looking and have large difference with
real hair, especially with respect to hair animation. For
more details of hair modeling, please see a recent survey
paper [41].

7 Conclusion

This paper has presented a comprehensive survey for the
techniques of human facial modeling and animation. We
have carried out the survey from two perspectives: facial
model and facial animation.

Facial modeling techniques concern how to make 3D
face models. This can be further categorized into the
generic individualization approach and the example-based
face modeling approach. The generic individualization ap-
proach is less resource demanding – it only requires one
generic model, while the example-based face modeling
approach needs a considerably large model collections.

On the other hand, the example-based face modeling can
create a face model from one frontal face image without
identifying face features, while the generic individualiza-
tion approach needs considerable input to identify facial
features.

For facial animation, it can be done by either the
simulation-based approach, or the performance-driven
approach, or the shape blend approach. The simulation-
based approach only requires computing resources, while
the performance-driven approach involves considerable
motion capture equipments. However, the simulation-
based approach only provides artificial looking anima-
tions, while the performance-driven approach has the po-
tential to be more realistic. The performance of the shape
blend approach depends largely on the existing facial ex-
pression examples. Although it is easy to implement, it
only allows synthetic expression in between the existing
examples.

Facial modeling and animation face many demands
from various applications, including movie industry, com-
puter games, medicine and telecommunication. Given the
current state of the art of the technology, great effort is
required before we are able to completely remove artifi-
cial looking from computer synthesized faces and produce
outcomes that are indistinguishable from those from real
faces. This is particularly true in computer game manufac-
ture where the capability for real time computation is often
significant.

Future computer facial animation depends largely on
the progress of computer vision technology, based on
which we can potentially produce vivid facial animation
via the capture of facial movements. On the other hand,
from the perspective of medical science, computer simu-
lation helps to enhance the knowledge to the underlying
problem of facial movement and expressions. In future,
more work will be needed in conjunction with anatomy
and medical visualization to enhance the quality and accu-
racy of face models.
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