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Abstract
A generic side mirror can be approximated to the combination of a half cylinder topped with a quarter of sphere. The flow 
structure in the wake of the side mirror is highly transient and the turbulence plays an important role affecting aeroacoustics 
through pressure fluctuation. Thus, this geometry is one of the test cases object of several numerical studies in recent years 
to assess the aerodynamic and aeroacoustic capabilities of the turbulence models. In this context, this study presents how the 
second-generation URANS closure STRUCT-� is able to properly predict the expected stagnation, flow separation and vortex 
shedding phenomena. Besides, the predictive accuracy for the noise generation mechanism is evaluated by comparing the 
spectra of the sound pressure level measured at several static pressure sensors with the numerical results obtained with the 
STRUCT-� . The response of this turbulence model has exceeded that from other hybrid methods and is in good agreement 
with the results from Large-Eddy Simulations or the experiments. To conclude the paper, the applicability of STRUCT-� to 
construct a Spectral Proper Orthogonal Decomposition method that helps identifying the most energetic modes to appropri-
ately capture the dominant flow structures is also introduced.
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1  Introduction

As electric cars become more and more popular, wind noise 
reduction results into an issue of great importance. Indeed, 
when the engine noise is removed from a car, all the other 
noise sources gain a more relevant role, [1]. Exposed compo-
nents such as side mirrors or underfloor details generate flow 
structures which are the primary sources of noise generation 
around the vehicle above approximately 120 kmh−1 , [2]. The 
flow structure in the wake of the side mirror is highly tran-
sient and will generate strong pressure fluctuation on the 
door panels and windows. This unsteady pressure fluctuation 
ultimately propagates into the carriage and exterior as noise, 
[3]. Therefore, it is evident the interest to properly simulate 
the flow around the side mirror with accurate, robust and 

computationally affordable turbulence models for a poten-
tial shape optimization. While the contribution of the side 
mirror to total aerodynamic drag for modern passenger cars 
amounts up to 5% , [4], its relative position to the vehicle 
A-pillars makes it a significant contributor of generated 
aerodynamic noise, and this feature has been the objective 
function in the optimization proposed in [5] or [6].

A generic side mirror (GSM) can be approximated to 
the combination of a half cylinder topped with a quarter 
of sphere. Even though such a simple geometry, it is well 
known that the flow around a cylinder is complex, and turbu-
lence plays an important role affecting aeroacoustics through 
pressure fluctuation. Among other flow phenomena, it is 
expected flow separation, Kelvin-Helmholtz instabilities and 
vortex shedding. Besides, the drag crisis observed around 
the critical Reynolds number for both cylinders and sphere 
is expected as well in the GSM, associated to the laminar-to-
turbulent boundary layer transition. These features highlight 
the challenge of an accurate prediction in both the near and 
far downstream regions.

Experiments of the flow around the GSM run by Daimler-
Chrysler are presented in [7] and [8] for Reynolds number 
ReD = 7.2 × 105 , and for ReD = 5.2 × 105 in [9], where D 
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is the diameter of the cylinder of the GSM. Similar experi-
ments have also been conducted and reported in [10] for 
ReD = 1.4 − 2.4 × 105 . Based on these works, the GSM 
became one of the test cases object of several numerical 
studies in recent years, focusing on the turbulence of the 
flow around the body. Different turbulence models have been 
considered in this benchmark case, from incompressible 
Large-Eddy Simulation (LES) in [2, 3] and compressible 
LES in [11] to a wide variety of hybrid RANS/LES meth-
ods. Among the latter, we can highlight the (SST-)Delayed 
Detached-Eddy Simulation (DDES) in [12], the (SST-)
Improved Delayed Detached-Eddy Simulation (IDDES) in 
[13], the eXtra Large Eddy Simulation (XLES) of [14] and 
the recently developed Stress-Blended Eddy Simulation 
(SBES) in [15]. Apart from them, the second-generation 
RANS model Scale-Adaptive Simulation (SAS), [16] has 
also been tested in this case. A second-generation URANS 
turbulence model, named STRUCT-� model [17], is consid-
ered in this paper as an alternative to the aforementioned 
approaches. The model adopts as its baseline URANS a 
k − � anisotropic non-linear eddy-viscosity model (NLEVM) 
with a cubic stress–strain relation while enabling controlled 
scale-resolution inside flow regions where the scale sepa-
ration assumption of URANS is not satisfied, [18]. This 
turbulence model has been validated in train aerodynamic 
studies in [19]. As it is well known that unsteady vortex 
shedding is expected in the case considered in this paper, 
which is better resolved using hybrid RANS/LES models as 
opposed to RANS, [20], it is proposed here the comparison 
of the performance of STRUCT-� with other LES or hybrid 
models for both aerodynamic and aeroacoustic applications.

The assessment against both experimental and numerical 
data available in literature demonstrates promising results, in 
terms of accuracy and computational cost, [19], making the 
model suitable for aerodynamic optimization studies. Par-
ticularly, the use of optimization methods which may use an 
extensive Design of Experiments (DoE) like Genetic Algo-
rithms (GA) [21], Particle Swarm Optimization (PSO), [22], 
or fractional factorial design [23] in vehicle aerodynamics 
and aeroacoustics requires a turbulence model with great 
efficiency, in order to support such large number of numeri-
cal simulations. Besides, accurate resolution of the influence 
of flow unsteadiness is necessary to predict both the aero-
dynamic and aeroacoustic response. It is in this context that 
the new STRUCT-� model can provide accuracy and speed 
advantages in comparison to existing hybrid models.

1.1 � Scope of the study

•	 The flow past a spherocylinder body is a standard valida-
tion case in fluid dynamics. Thus, the first objective of 
the paper is to analyze the performance of the STRUCT-� 
turbulence model in this particular case.

•	 A Spectral Proper-Orthogonal Decomposition (SPOD) 
analysis is included in the paper to further describe the 
flow field observed around the GSM. A reduced order 
model (ROM) is built based on the results obtained with 
the STRUCT-� simulation, proving the ability of this tur-
bulence model to be used in the construction of data-driven 
modeling techniques.

The paper is organized as follows. In Sect. 2, the formulation 
of the STRUCT-� turbulence model considered in our paper is 
described. Section 3 is devoted to the methodology followed 
in the paper. This encompasses the computational domain and 
the numerical set-up. The discussion of the results is presented 
in Sect. 4. Finally, the conclusions are given in Sect. 5.

2 � Turbulence model formulation. STRUCT‑� 
model

A new STRUCT-� model [17] of a fully self-adaptive STRUCT 
model proposed by [24] and [18] is considered in this paper 
and described in this section. This model is implemented in 
the commercial code Star-CCM+ . The original STRUCT 
model addressed the inadequacy of URANS models by intro-
ducing a nonlinear eddy viscosity formulation (NLEVM) and 
the inapplicability of the scale separation assumption in rap-
idly varying flows through locally resolving a significant por-
tion of the turbulent fluctuations in those regions. The resolved 
time scale is defined based on the second invariant of the 
resolved velocity gradient tensor with several advantages. The 
soundness of the STRUCT-� approach has been demonstrated 
through its application to a variety of flow cases, including 
configurations that had not been addressed successfully by 
other hybrid models, [17]. The hybridization is implemented 
in the original STRUCT approach by reducing the overall eddy 
viscosity using a reduction parameter which depends on the 
ratio of the resolved time scale and the modeled flow time 
scale. Meanwhile, the STRUCT-� version reduces the eddy 
viscosity implicitly by adding a source term C

�3k
|||II

||| , where 
|||II

||| is the second invariant of the resolved gradient tensor, also 
referred to as Q-criterion, in the rate of dissipation of turbu-
lence energy ( � ) transport equation of the standard k − � model 
with the form by [25] and coefficients by [26], similarly as the 
SAS-SST model:
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with Pk = −uiuj
�ui

�xj
 , and the coefficients C

�1 = 1.44 , 
C
�2 = 1.92 , �k = 1.0 and �

�
= 1.30 , respectively. The new 

value of C
�3 is selected through sensitivity study on several 

test cases and may be subjected to further improvements in 
the further. With this new STRUCT-� model, the hybridiza-
tion region no longer depends on the inlet turbulence. In 
addition, the reduced version is consistent with the original 
STRUCT idea implying the comparison of |||II

|||
1∕2

 and �∕k , 
i.e. the modification of the � equation would only become 
noticeable when |||II

|||
1∕2

 is larger than �∕k . The baseline 
URANS model is a cubic NLEVM formulation proposed by 
[18, 27].

The Reynolds stress tensor is calculated as follows,
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The coefficients in the equations 1 and 4 are
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Fig. 1   Computational domain. Mesh corresponding to the STRUCTFi case. From left to right, and from top to bottom, general side view, detail 
of the boundary layer mesh, top view and detail view of refinement volumes around the GSM, respectively

Table 1   General characteristics of meshes used in this paper, indicat-
ing the number of cells Ni of each one, as well as the resulting time-
averaged drag coefficient ⟨CD⟩ . For the sake of comparison, the same 
information of other numerical simulations is given: incompressible 
LES from [2], DDES from [12] and SBES from [15]

Case Ni ( ×106) ⟨CD⟩ Case Ni ( ×106) ⟨CD⟩

STRU​CTC​o 4.97 0.522 LES 31.10 0.444
STRUCTMe 9.20 0.513 DDES 14.00 0.445
STRUCTFi 12.92 0.497 SBES 6.86 0.472
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and
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This new STRUCT-� model has been tested on a variety of 
simple flow cases including all configurations that original 
STRUCT was evaluated on and has exhibited similar behav-
iour in wall-bounded flows. Additional challenging test cases 
include the Ahmed body, flow over periodic hills and natural 
transition on the back of a hydrofoil, [17], and freight train 
aerodynamics, [19].

3 � Methodology

3.1 � Computational domain and boundary 
conditions

The computational domain is based on the experiment 
conducted at Daimler-Chrysler Aerospace and published 
in [7] and [8]. The body consists in a half cylinder with 
diameter D = 0.2m , topped by a quarter of a sphere with 
the same diameter which gives a total height of H = 0.3m . 
The computational domain is an hexahedral box inside 
which the model is arranged as indicated in Fig. 1. The 
domain has an extension of 43D in the streamwise direc-
tion, a width of 30D and the height reads 15D. The GSM 
is placed 15D downstream of the inlet boundary.

The Reynolds number based on the GSM diameter 
is ReD = 5.2 × 105 , which gives a freestream velocity of 
39ms−1 that is imposed at the inlet boundary, consider-
ing also a turbulence intensity of 0.1% and a turbulent 
length scale of 0.1m . Besides, to study the Reynolds 
number effect, a second freestream velocity is considered. 
Following the study of [10], simulations have been run 

Fig. 2   Mean pressure distribution along the side mirror surface sen-
sors as a function of the mesh size and advection discretization 
schemes. Cases STRUCTFi, STRUCTMe and STRU​CTC​o are run 
using a second-order upwind scheme, while STRUCTFi MUSCL/CD 
is run only with the finest mesh and an hybrid third-order MUSCL/
CD scheme. Experiments from [9]

Fig. 3   SPL at surface sensor (a) #113 and (b) #121 as a func-
tion of the mesh size and advection discretization schemes. Cases 
STRUCTFi, STRUCTMe and STRU​CTC​o are run using a second-

order upwind scheme, while STRUCTFi MUSCL/CD is run only 
with the finest mesh and an hybrid third-order MUSCL/CD scheme. 
Experiments from [9]
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with ReD = 1.9 × 105 , which corresponds to a velocity of 
12.56m s−1.

3.2 � Numerical set‑up

The general purpose CFD code Star-CCM+ has been 
used to solve the Navier–Stokes equations considering 
the STRUCT turbulence model. The baseline model is the 
standard low-Re with a cubic NLEVM. For the STRUCT-� 
simulations, the corresponding constants have been modi-
fied according to those proposed by [27]. The spatial dis-
cretization schemes are second-order upwind for the con-
vective terms while for the time integration a second-order 
accurate, three time level implicit scheme was used. Con-
cerning the upwind scheme, its selection is based on the 
fact that high-order central schemes typically used in LES, 
as the bounded central difference (BCD) scheme applied 
in [2], often suffer from spurious oscillations with coarse 
grids at the far-field boundary and near the wall, [28]. An 
analysis of the discretization scheme is presented at the 
end of this section. The scheme used for reconstructing the 
velocity gradient is an hybrid Gauss Least Squares scheme 
implemented in Star-CCM+ that blends two gradient com-
putation methods, namely the Least Square method and the 
Green-Gauss method. A blended model also implemented 
in Star-CCM+ (all wall-treatment) is chosen to calculate 
the near-wall turbulence quantities.

Several meshes have been used to assure the results 
are grid independent. The STRUCT-� turbulence model 
has been tested with a coarse (STRU​CTC​o), a medium 
(STRUCTMe) and a fine (STRUCTFi) mesh of 4.97, 9.20 
and 12.92 × 106 cells, respectively. All the grids are gener-
ated with the same topology. As it is observed in Fig. 1, 
the computational domain is divided into five control 
volumes, whose size is kept constant for the two coarser 
meshes and for which a refinement ratio of 0.206 is set. 
The finest one still considers the same five control vol-
umes, but the two ones closer to the GSM are extended 
so that the refinement around the body and in the wake 
is larger. A trimmed hexahedral mesh with prismatic cell 
layers near the walls has been considered. A fine grid area 
is defined so as to follow the footprint of the expected 
shedding vortices from the cylindrical part and the crest 
of the quarter sphere. Since we are interested in computing 
the aeroacoustic noise sources, we have to guarantee an 
appropriate resolution of the vortex structure of the flow 
field. To ensure an accurate resolution of highest frequen-
cies, for the STRUCTFi case a fixed time step of 2 × 10−5 s 
was used for the time integration. This time step corre-
sponds to approximately 8 × 10−5 times the time taken for 
the fluid to travel the computational domain length, and 

is in good agreement with the time-step values of [2]. For 
the STRUCTMe and STRU​CTC​o cases, the time step has 
been increased consistently with the cell size in order to 
maintain a similar CFL. All cases cover 0.9 s of physi-
cal time. The numerical methodology followed to achieve 
full convergence in the simulations is the same as in [29], 
involving 0.1 s to converge a standard k − � steady simula-
tion, 0.4 s to converge the unsteady simulation and 0.4 s 
for the averaging or extraction of the SPL spectra. Table 1 
indicates the size of the three cases considered in the mesh 
sensitivity analysis and the corresponding drag coefficient 
on the GSM. For comparison, it is included also informa-
tion of other numerical simulations from available publica-
tions. Unfortunately, the ⟨CD⟩ measured in the experiments 
is not published so as to validate the numerical results. 
Nevertheless, the time-averaged static pressure distribu-
tion (in terms of pressure coefficient ⟨Cp⟩ ) reported from 
the experiments in [9] are used to discuss the results of 
⟨CD⟩ as both coefficients are somehow related. The higher 
drag force coefficient obtained from the STRUCTFi simu-
lation compared to the LES or hybrid methods cases is 

Table 2   Computational cost (in terms of number of cells and relative 
computational time when compared to the STRUCTFi simuation)

Case Model Mesh # cells ( ×106) tc

tc|STRUCTFi

LESCo LES Coarse 4.97 0.458
LESMe LES Medium 9.20 0.542
LESFi LES Fine 12.92 0.941
IDDESFi IDDES Fine 12.92 0.933
STRU​CTC​o STRUCT-� Coarse 4.97 0.348
STRUCTMe STRUCT-� Medium 9.20 0.561
STRUCTFi STRUCT-� Fine 12.92 1.000

Fig. 4   Mean pressure distribution along the side mirror surface sen-
sors as a function of the mesh size for the LES turbulence model, 
compared with the STRUCTFi case. Experiments from [9]
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probably due to a lower pressure recovery over the mirror 
rear side as it is identified in Fig. 6. All the turbulence 
models overpredict that pressure recovery when com-
pared to the experiments. An extensive discussion of our 
results compared to published results is presented in the 
next sections. Concerning only our simulations, it is the 
STRUCTFi simulation the one that approximates more to 
the experimental data. Figure 2 shows the pressure coef-
ficient ⟨Cp⟩ on the side mirror model, measured with the 
pressure sensors, which are located according to Fig. 18, 
for the three cases, namely STRU​CTC​o, STRUCTMe and 
STRUCTFi.

Figure 3 plots the sound pressure level (SPL) obtained 
for sensor #113 (Table 7 indicates also the position of this 
sensor at the plate) for the three cases previously mentioned. 
The SPL is computed as

where p0 = 2 × 10−5 Pa is the reference pressure and p̂ is the 
filtered Fourier transformed results of the fluctuating pres-
sure measured and calculated at the corresponding sensor. 
The time sequences were resampled and split into windows 
containing 212 samples. The sampling frequency is 50 kHz . 
A Hanning filter is applied to each window with an overlap 
of 50% . The differences are not significant as all the cases 
show a similar decay of the spectra and approximate roughly 
similar to the experiments up to 1000Hz . However, the com-
bination of the response of the three cases let us conclude 
that the differences between the fine and medium meshes 
are not negligable, so hereafter the fine mesh STRUCTFi is 
considered for all the simulations.

(7)SPL = 20 log10
p̂

p0
, As it has been mentioned previously, the advection dis-

cretization scheme selected in this paper is a second-order 
upwind scheme based on the conclusions given in differ-
ent references, [28] or [17]. Once the mesh refinement has 
been defined, we have run the STRUCTFi case using two 
schemes, namely the second order upwind and an hybrid 
third order MUSCL/CD schemes, to study the perfor-
mance of the STRUCT-� turbulence model with a central 
differences scheme. Figure 2 of the manuscript shows the 
MUSCL/CD scheme does not improve the pressure coeffi-
cient prediction of the turbulence model in almost any meas-
urement point. Indeed, at sensors #1 to #9 , located close to 
the separation line, the MUSCL/CD scheme gives lower val-
ues of ⟨Cp⟩ than the upwind STRUCTFi simulation and the 
experiments. Meanwhile, it overpredicts at sensors #17 , #18 
and #19 , which are located at the lower part of the stagnation 

Fig. 5   SPL at surface sensor a #113 and b #121 as a function of the mesh size for the LES turbulence model, compared with the STRUCTFi 
case. Experiments from [9]

Fig. 6   Mean pressure distribution along the side mirror surface sen-
sors as a function of the turbulence model
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line. Again, notable differences are detected at sensors #22 , 
#24 and #25 . The response at the rear face of the mirror is 
similar for both schemes. For the sake of brevity, once the 
MUSCL/CD scheme has performed worse than the upwind 
scheme when compared to the experiments for the ⟨Cp⟩ , their 
performance in the prediction of the SPL spectra is limited 
to two sensors, namely #113 and #121 , although the conclu-
sions are extensible to the rest of sensors. Figure 3 of the 
manuscript presents these plots. The performance of both 
schemes is similar up to a frequency of 1000Hz . It is true 
that for sensor #113 it might be considered the MUSCL/CD 
scheme overpredicts the SPL in the range 400 − 1000Hz , 
while for sensor #121 it is the upwind scheme simulation that 
overpredicts the SPL when compared to the other scheme 
and the experiments, but in both cases the differences are not 
so evident as they are for the ⟨Cp⟩ . Thus it is concluded that, 
globally, the upwind scheme is working slightly better than 
the MUSCL/CD scheme.

Finally, although we will compare in the next sections 
our simulations using the STRUCT-� model with the avail-
able published results of other turbulence models, here we 
assess its response with respect to the experiments and other 
turbulence models using the same meshes. In particular, we 
have run the Smagorinsky-Lilly LES and the k − � SST 
IDDES using the meshes indicated in Table 1. Both new 
turbulence models have been run using bounded central dif-
ferences scheme for the spatial discretization of the equa-
tions. The rest of numerical set-up is left identical as in the 
STRUCT-� cases. In Fig. 4, it is observed that, for the fin-
est mesh, the STRUCT-� has a superior response than the 
LES or the IDDES when the predicted pressure coefficient 
⟨Cp⟩ is compared to the experiments. Meanwhile, if the SPL 
spectra are analyzed, at sensors #113 , the IDDES case seems 
slightly closer to the experimental spectra than the LES or 
STRUCTFi cases, but this turbulence model performs worse 
than the others for sensors #121 , Fig. 5. In any case, the dif-
ferences are not significant to conclude any model exceeds 
in the SPL prediction. In the following, the comparison is 
limited to the STRUCT-� and the LES models for both the 
coarse and medium mesh sizes. Figures 2 and 4 present the 
prediction of ⟨Cp⟩ by turbulence models, i.e. STRUCT-� 
and LES, respectively. The main conclusion is that not big 

differences are observed between the LES cases in sensors #1 
to #9 , overpredicting the pressure coefficient measured in the 
experiments and that obtained with the STRUCT-� model, 
and performing similarly to the respective STRUCT-� cases 
for the rest of sensors. Concerning the SPL spectra, for a 
frequency range below the cut-off frequency at each sensor, 
the response of the STRUCTFi notably approximates the 
response of the LESFi case and the experimental spectra, not 
being significant the differences in the spectra predicted by 
all the LES cases. The computational cost in terms of wall 
clock time and number of iterations is presented in Table 2. 
These values correspond to a 2 processors, 192 cores AMD 
EPYC 9684X CPU at 3.72GHz . It is true that not requiring 
to solve the transport equations for k and � makes the LES 
approach, for the same mesh size, slightly faster than the 
STRUCT-� simulation. However, this advantage of LES is 
lost as the size of the mesh is reduced, and for the coars-
est mesh the STRUCT-� simulation is even faster than the 
corresponding one with the LES model. Meanwhile, the 
performance of the LES model worsens as the mesh size 
is reduced but it is observed that the STRUCT-� is capable 
to give a more robust prediction of the pressure coefficient 
and the SPL spectra for different mesh densities, and it is 
still comparable with the experiments even for the coarser 
mesh studied in this work. This feature evinces a potential 
for shape optimization as not high-fidelity simulations can 
be considered in the iterative process of the optimization 
method without losing a significant accuracy in the predic-
tion of the fluid magnitudes.

4 � Discussion of the results

4.1 � Aerodynamic force coefficients and pressure 
distribution

Once a grid has been chosen as our reference for validation 
of the turbulence model, and the selection of the discretiza-
tion scheme has been justified, the results obtained with the 
STRUCT-� model are compared with different published 
results involving alternative turbulence models. Figure 6 
shows the ⟨Cp⟩ values on the side mirror model obtained 
with the STRUCTFi simulation compared with the experi-
ments published in [9], the LES simulations from [2] and 

Table 3   Comparison of ⟨Cp⟩ at 
several sensors on the mirror 
surfaces obtained from the 
experiments [7], incompressible 
DES and LES from [2] and 
compressible LES from [11]

Case / Sensors #5 #10 #15 #20 #25 #30 #34

Experiments −0.629 −0.725 0.886 0.991 −0.753 −0.507 −0.484
Compressible LES −0.457 −0.592 0.879 0.991 −0.557 −0.498 −0.472
Incompressible DES −0.668 −0.896 0.866 0.956 −1.112 −0.453 −0.451
Incompressible LES −0.727 −0.898 0.898 1.000 −1.102 −0.477 −0.443
STRUCTFi −0.614 −0.817 0.915 0.996 −0.995 −0.487 −0.428
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several hybrid RANS/LES methods, including the SST-DES 
[13], the SST-DDES [12] and the SBES results from [15], 
as well as the SST-SAS [16].

Sensors #1 to #9 are located 6 mm upstream of the mir-
ror rear side, which means an angle � = 86.6 deg measured 
from the front stagnation point, see Fig. 18. Sensors #1 to 
#4 are placed in the cylindrical part of the mirror, while 
sensors #5 to #9 are found in the spherical region of the 
body. While most of the turbulence models underpredict the 
pressure in the cylindrical part (including our simulation 
with STRUCT-� ), differences in the behaviour of the afore-
mentioned turbulence models are observed for the spherical 
region. Here, again the LES in [2] and the SST-SAS from 
[16] result into lower pressure values than that from the 
experiments. However, both SST-DES and SST-DDES of 
[13] and [12], respectively, as well as our STRUCTFi simu-
lation, slightly overpredict the pressure coefficient in sensors 
#5 to #8. In these sensors, the average relative error of the 
STRUCT when compared to the experiments is of 2.94% . 
Meanwhile, sensor #9, located in the symmetry plane of 
the GSM, is underpredicted with the STRUCT-� turbulence 
model, indicating the flow is attached rather than detached 
as it is observed in the experiments. These variations in the 
response of the turbulence model, under and overpredict-
ing the pressure for the same azimuthal angle � might be 
explained by the different critical Re number at which the 
flow transition from laminar to turbulent occurs in a cylinder 
and a sphere, respectively. This issue is addressed afterwards 
in this paper.

Sensors #10 to #20 are located along the symmetry plane 
of the GSM. The agreement of our STRUCTFi simulation 
with the experiments and the other turbulence is notably 
satisfactory for all the sensors but for sensors #10 and #11, 

which are in the topward region. Particularly, the pressure 
corresponding to the sensors located in the cylindrical part 
(#16 to #20) is predicted with an average relative error of 
1.49% . When the STRUCT-� results are compared with that 
of the second-generation URANS turbulence models (SST-
SAS) or advanced hybrid models like the SBES of [15], the 
STRUCT-� simulation enhances the prediction even for the 
sensors placed in the spherical region. It is interesting to 
remark that sensors #16 and #20 are close to the upper and 
lower limits of the cylindrical part of the mirror (the former 
near the transition to the spherical shape and the latter close 
to the plate), and in these two sensors the value of ⟨Cp⟩ is 
a little less than 1.00, meaning that the mean flow was not 
totally stagnant there but moving upwards and downwards, 
respectively.

Sensors #21 to #25 (as well as #17 and #2) are placed 
along a horizontal curve in the front side of the body at 
y∕D = 0.667 . Therefore, they are found in the cylindri-
cal part of the side mirror. As expected, the ⟨Cp⟩ profile 
shows a peak at the leading edge stagnation point at azi-
muthal angle � = 0◦ (sensor #17). Further away, pressure 
decreases as � (absolute value) increases. A minimum 
value of Cp is obtained for sensor #25, which corresponds 
to � = 75 deg . The STRUCTFi simulation, as well as all 
the turbulence models here studied, underpredicts the 
pressure when compared to the experiments, although it 
is relevant to highlight that it is able to get closer to the 
experiments than any other turbulence model considered 
in the analysis. This lower pressure coefficient is explained 
by the resulting delayed separation of the boundary layer, 
which takes place in the experiments at � ≈ 72.5 deg and 
is observed in the STRUCTFi simulation at � ≈ 73.7 deg , 
Fig. 10. This larger value of the flow separation angle 
points out to a premature turbulent transition in the bound-
ary layer. Such behaviour has also been observed in [30] 
for typical scale-resolving simulation approaches like 
DES, DDES or SAS simulating the flow around a smooth 
circular cylinder at sub-critical regime. The errors in sepa-
ration location prediction are probably due to inability of 
SST models to predict transition because of the absence of 
damping functions, [20]. To conclude the analysis of this 
set of sensors, it is also interesting to highlight that once 
the flow is detached from the side mirror (both experi-
ments and any simulation enumerated before show how 

Fig. 7   Mean pressure coefficient along the cylinder surface ⟨Cp⟩(�) as 
a function of the Reynolds number. Experiments∗ refers to [9], while 
Experiments∗∗ refers to [10]

Table 4   Comparison of turbulent viscosity ratio values at different 
locations in the symmetry plane for the incompressible DES of [2] 
and the present simulations considering the STRUCT-� turbulence 
model at ReD = 5.2 × 105

Turbulence model �t

�

= 5
�t

�

= 10
�t

�

= 15

Incompressible DES 0.250D 0.130D 0.025D
STRUCTFi 0.047D 0.043D 0.040D
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at sensor #2 the flow is already detached), the STRUCTFi 
simulation predicts the pressure at this point with a rela-
tive error (with respect to the experiments) of 4.30%.

Sensors #26 to #34 are located at the rear side of the 
mirror. Particularly, sensors #26 to #31 are found close to 
the trailing edge, while sensors #32 to #34 are located in 
the centerline of the rear side, see Fig. 18. A very good 
agreement with the experiments (relative error of 3.20% ) 
is observed for the predicted pressure coefficient at sensors 
#26 and #30, which are placed symmetrically at a height 
y∕D = 0.425 . Any other turbulence model considered in 
this analysis overpredict ⟨Cp⟩ at these sensors with a mini-
mal relative error of 7.40% for the SST-DDES of [12] and 
of 11.96% for the LES of [2]. The values obtained for the 
time-averaged Cp at these sensors confirm that the recircu-
lating vortices detached from the trailing edge, and so the 
wake flow, is symmetric, which is typical of sub-critical 
regime, [31]. For the rest of the sensors of this subset, all 
the turbulence models, even our simulation STRUCTFi, 
overpredict ⟨Cp⟩ when compared to the experiments.

To conclude the subsection, taking advantage of the 
tabulated information available in the literature that allows 
a more accurate evaluation of the prediction capability 

of STRUCT-� , Table  3 presents a comparison of ⟨Cp⟩ 
obtained at several sensors from our STRUCTFi simula-
tion and those published in [11]. Our results outdo those 
from the compressible LES (the second best one) for sen-
sors #5 and #10. Meanwhile, the differences between the 
best one (again the compressible LES simulation of [11]) 
and STRUCTFi simulation for sensors #15, #20, #25 and 
#30 are negligable (lower than 2.50% between them). Only 
at the sensor #34 STRUCT-� gives a notable different pre-
diction of ⟨Cp⟩ when compared with the experiments or the 
compressible LES simulation.

4.2 � Reynolds number effect

The experiments for this benchmark case that have been pub-
lished involve Reynolds numbers which might correspond 
to different flow regimes. In [7] and [8], ReD = 7.01 × 105 , 
while in [9] the experiments are run for ReD = 5.2 × 105 . 
Meanwhile, in [10] the Reynolds number varies from 
1.4 × 105 to 2.4 × 105 . These Reynolds numbers are found 
to be controversial as it is not well defined how the transi-
tion range is set for the GSM, which involves half a cylinder 
and a quarter of sphere. [32] indicates that, for a cylinder, 

Fig. 8   Eddy viscosity ratio over plane z = 0 for ReD = 5.2 × 105 , including a zoom view of the activated zone

Fig. 9   Activation source 
term field at z = 0 for 
ReD = 5.2 × 105
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the whole range from Re = 2 × 105 to 3.5 × 106 could be 
called the transition range, although other authors define 
such region in the range Re = 2 × 105 to 5 × 105 , labelled 
in [32] as lower or critical transition. The Reynolds number 
considered in this paper is ReD = 5.2 × 105 (identical to 
most of the aforementioned numerical publications analyz-
ing the GSM). This value, for a circular cylinder, is close, 
if not over, to the critical value. However, as mentioned in 
[2], the experimentalists observed a sub-critical flow state 
in their tests. This observation is in good agreement with 
the conclusions reported in [10], but the latter considered a 
lower Reynolds number. Thus, for the sake of comparison, 
Fig. 7 shows the pressure distribution around the GSM for 
ReD = 1.9 × 105 and ReD = 5.2 × 105 reported in [10] and 
[9], respectively. The former only presents results of ⟨Cp⟩ 
measured at y∕D = 1.00 , while the latter gives the pressure 
distribution along the cylindrical side of the side mirror, 
measured at y∕D = 0.67 (sensors #2 , #17 and #21 to #25 ) 
and at y∕D = 1.00 (sensors #4 and #15 ). These two sensors 
let us compare the influence of the relative height of the 
location of the sensors. While it has a small influence in 
the stagnation point (i.e. #15 versus #17 ), it is negligible for 
sensors #2 and #4 , as the flow is already detached at these 
points. This feature is evinced when we compare the results 
of [10] with the results of the STRUCTFi simulation at ReD 
= 1.9 × 105 , as a smaller value of ⟨Cp⟩ is reported in the 
experiments at y∕D = 1.00 than that obtained in the simula-
tion at y∕D = 0.67 , while no difference is observed when the 
flow is already detached (at � = 75 deg).

4.3 � Time‑averaged flow fields

Very significant differences are found in the field of the 
turbulent viscosity normalized by the molecular viscos-
ity around the top of the side mirror. Figure 8 (a) and 
(b) show the viscosity ratio field and a zoomed detail of 
it. The contours are limited up to �t

�

= 20 for this case to 
be compared with the results obtained considering the 
DES in [2] (which are further detailed in [29]) and the 
SBES in [15]. The aforementioned references predict a 
delayed separation when compared to the experiments of 
[9], which obtains a separation line 0.15D upstream of 
the trailing edge of the body. The SBES simulations pre-
sented in [15] result into a separation line 0.0625D from 
the trailing edge, while not any specific length is given in 
[2] for the identification of the separation line, but it is 

Fig. 10   Wall-shear stress for a ReD = 1.9 × 105 and b ReD = 5.2 × 105 over the side mirror

Table 5   Comparison of reference lengths of the time-averaged 
streamlines projected on the floor. Values for the incompressible LES 
of [2], the compressible LES from [11], the DES and DDES results 
from [37], the SAS from [38], the SBES results of [15] and the pre-
sent simulations considering the STRUCT-� turbulence model at 
ReD = 5.2 × 105

Turbulence model Lhx Lhz Lws

Incompressible LES 0.26D 0.45D 2.58D
Compressible LES − − 2.50D
DES 0.27D 0.40D 3.25D
DDES 0.27D 0.43D 2.65D
SAS − − 2.00 − 4.00D

SBES 0.30D 0.42D 2.59D
STRUCTFi 0.35D 0.44D 2.50D
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reported that all simulations conducted indicate a delayed 
separated region. In particular for the DES simulation, the 
separation line is not even detected. As it is pointed out 
in these references, an excessive production of turbulent 
viscosity might be responsible for delaying or preventing 
the ocurrence of the separation. For the sake of clarity, 
Table 4 is given in this section, indicating at the sym-
metry plane (i.e., z = 0 ) which is the distance from the 
trailing edge of three reference values of �t

�

 , namely 5, 10 
and 15. When compared with the results of [29], a good 
agreement is found for �t

�

= 15 , while the values of 5 and 
10 are obtained notably downstream than the location 
given in [29]. Consequently, a very low viscosity ratio is 
observed around the separation line location reported in 
[9], what helps predicting more accurately the flow detach-
ment. More evident are even the differences when com-
pared to the results published in [15], as a viscosity ratio 
of 11.44 is reported at 0.13D from the trailing edge, while 
the STRUCTFi simulation brings a 𝜈t

𝜈

< 2 at that location. 
Thus, unlike it might be expected from standard URANS 
turbulence model simulations, [33], not very large values 
of �t are observed outside the shear region.

The viscosity ratio here can be understood as a criterion 
to measure the amount of modeled turbulence and, conse-
quently, to detect the RANS and the LES zone. Figure 9 
shows the hybrid activation regions based on the field of 
the source term C

�3k
|||II

||| . Indeed, a key aspect of the 
STRUCT-� model is its ability to considerably improve the 
description of the flow structures, while activating the 
source term in the �−equation only in very limited regions, 
as can be seen in Fig. 9. The hybridization is mostly acti-
vated in the proximity of the trailing edge. The source term 
has a high value for the separation regions, while the term 
is almost negligible away from these regions. So, it is con-
sistent with the STRUCT concept of increasing flow reso-
lution in areas with strong deformation of rapidly varying 
flows, [17]. Due to the model activation, the STRUCT-� 
model provides a significantly increased resolution of the 
turbulent structures, as they can be observed in Sect. 4.4. 
This increased resolution of unsteady flow structures is 
extremely helpful for properly modelling the aeroacoustic 
behaviour of the side mirror.

The experiments run by Daimler Chrysler Research and 
Technology included oil visualization to identify the sepa-
ration line, and these results are reported in [2], what let 
us compare the wall-shear stress �wall predicted on the sur-
face of the mirror within the STRUCTFi simulations and 
the available published results. Figure 10 shows this flow 
field variable in the range 0 ≤ �wall ≤ 2Nm−2 . As it has 
been mentioned in previous sections, the separation of the 
boundary layer takes place in the experiment at � ≈ 72.5 deg , 
which is also in good agreement with the results reported 

in [10] for ReD = 1.4 − 2.5 × 105 ( � ≈ 70 deg ). Figure 10 
(b) shows that, in the present study, �wall = 2 is found at 
≈ 0.14D from the trailing edge, in very good agreement with 
the experiments of [9], and notably upstream that the results 
considering the DES simulation in [2] or the SBES results 
presented in [15], which reports a location of 0.05D from 
the trailing edge.

To conclude the time-averaged flow field study, this sub-
section is devoted to the vortex core detection based on the 
analysis of the streamlines projected onto different planes, 
namely the floor in Fig. 11 and the symmetry plane ( z = 0 ) 
in Fig. 12, respectively. For the sake of brevity and compari-
son with available published results, this analysis is limited 
to ReD = 5.2 × 105 . The flow approaching the side mirror 
experiences a strong adverse pressure gradient and under-
goes three-dimensional separation forming a horseshoe vor-
tex. The work of [34] demonstrated the bimodal behaviour 
of this horseshoe vortex for the flow past a wall-mounted 
wing at Re = 1.15 × 105 , and this feature is also observed 
in this paper for the side mirror at ReD = 5.2 × 105 . This 
phenomenon has been thoroughly studied by [35] or [36] 
among others. The simulation captures the presence of sev-
eral reference lines associated with the horseshoe vortices 
that are better depicted in Fig. 13(b) and Fig. 14(b). The 
outer line away from the side mirror is a line of separation 
which originates at the saddle point located at the plane of 
symmetry. This point defines the distance Lhs . In the inner 
region, an attachment line and a second separation line are 
observed. The latter is related to the secondary horseshoe 
vortex that is embraced by the primary horseshoe vortex, 
as it is better shown in Fig. 14(b). The separation line from 
the saddle point has been considered as a reference to define 
the length Lhz in several publications, which are detailed 
in Table 5. These works report a third length labelled as 
Lws that apparently is defined from the trailing edge of the 
side mirror to the unstable nodes that indicate the stagna-
tion points at which the flow reattaches to the floor. We 
observe two symmetrical nodes that are expected from the 
interaction of the upper shear layer and the two symmetri-
cal side shear layers. Between them, a middle recirculation 
is detected, which is also mentioned in [11]. These three 
lengths are compared with the LES simulations of [2] and 
[11], the DES and DDES results from [37], the SAS results 
from [38] and the SBES results of [15]. A very good agree-
ment is found between our simulation and the results of the 
LES simulations. For Lhz all the turbulence models achieve 
similar results, but the STRUCTFi simulation is closer to 
the incompressible LES and DDES results than to any other 
one. Unfortunately there is no information about this ref-
erence length for the compressible LES so as to compare 
with. Concerning Lws , our results are similar to that from 
[11], being in any case the smallest size of recirculation 
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bubble when compared to the rest of the hybrid methods. It 
is observed that the overprediction of the turbulent viscosity 
ratio in the proximity of the separation line in the side mirror 
causes a larger recirculation as the detachment is delayed 
when compared to the experiments. Therefore, the fact that 
our simulation get closer to the experimental location of the 
separation line might explain this smaller size of the recircu-
lation bubble. Finally, when we look at Lhx , we can observe 
that the STRUCTFi simulation gives the largest value. Here, 
as previously mentioned, we have defined this length by the 

position of the saddle point from which the separation line 
upstream the side mirror is generated. This criterion is not 
uniform in all the references, as [15] does also define Lhx 
based on the position of the aforementioned saddle point, 
while [2] indicates this length is defined by the center of the 
horseshoe vortex and [37] does not detail how this length is 
defined in their case. Being aware that a negative bifurca-
tion line on no-slip boundaries indicates separation of the 
flow from the surface and it is upstream of the associated 

Fig. 11   Streamlines projected on the floor (i.e. y = 0 ), surface colored by time averaged pressure coefficient ⟨Cp⟩ for ReD = 5.2 × 105

Fig. 12   Streamlines for a ReD = 1.9 × 105 and b ReD = 5.2 × 105 projected on the symmetry plane (i.e. z = 0 ), surface colored by time averaged 
pressure coefficient ⟨Cp⟩
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horseshoe vortex in this situation, it is therefore understand-
able to have a larger value of Lhx than that reported by [2].

As it is pointed out in [11], three main regions are 
observed, namely a free shear layer, a recirculation bubble 
and two far-downstream wake branches. The former two are 
better visualized in Fig. 12. Flow separation dictates vor-
tex generation and vortex shedding, and a clear vortex is 
observed in the rear side of the mirror. The center of this 
vortex varies with the Reynolds number, moving closer to 
the base face as the Reynolds number increases. The reat-
tachment location does also varies with the Reynolds num-
ber, as it is observed in Fig.12. The separation of the flow in 
the side mirror is discussed in Fig. 7 considering the Reyn-
olds numbers of ReD = 1.9 × 105 and ReD = 5.2 × 105 , and 
it is found, as expected, that the separation occurs before for 
the former than the latter. Thus the wake is wider and so the 
reattachment occurs later, approximately a 14% larger the 
reciculation bubble than that from ReD = 5.2 × 105.

4.4 � Instantaneous flow structures

A more thorough analysis of the flow field can be achieved 
if the instantaneous flow fields are considered. In this sec-
tion, the instantaneous flow structures obtained from the 

STRUCT-� simulations are presented. Figure 13 (a) and 
(b) show instantaneous vorticity contours and wall-shear-
stress, respectively, illustrating the turbulence source and 
wall impingement mechanisms. As it has been introduced in 
Fig. 11, the impingement of the incoming flow on the side 
mirror results in a horseshoe vortex that is well identified in 
Fig. 13 (b), showing a periodicity that has an impact on the 
SPL spectra measured at sensor #116 (located upstream of 
the body). The flow around the side mirror is characterized 
by large-scale von Kármán vortices shed from the half cyl-
inder that mix with the upper shear layer from the top of the 
body. The former are well captured in Fig. 13, highlighting 
the capability of the STRUCT-� turbulence model to repro-
duce the unsteady flow structures.

Figure 14 plots the instantaneous flow structures visual-
ized by iso-surfaces of �2 . As it is expected, the flow involves 
three-dimensional separation all along the rear edge of the 
side mirror, showing how the side and upper shear layers 
interact and determine the size of the recirculation bub-
ble downstream the body. The two wake branches that are 
formed downstream the recirculation bubble, as it is intro-
duced in [11] are slightly observed in Fig. 14 for both Reyn-
olds numbers. It is clear that all these large eddies captured 
in Fig. 14 contribute to the broadband component of the 

Fig. 13   a Instantaneous vorticity field at y = 0.1D and b instantaneous wall-shear stress field over the plate (i.e., y = 0 ) for ReD = 5.2 × 105

Fig. 14   Iso-surface of �
2
= 2 × 105 s−2 colored by static pressure (in Pa) for a ReD = 1.9 × 105 and b ReD = 5.2 × 105 , respectively
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Fig. 15   SPL at surface sensors a #111, b #113, c #116, d #119, e #121 and f #123, respectively. Comparison with the experiments from [9], the 
LES results from [2], the SST-SAS from [38] and the SBES from [15]
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spectrum associated with the predicted transient pressure, 
[38], what is presented in the following section.

4.5 � Sound pressure levels

The predictive accuracy for the noise generation mechanism 
depends on the resolution of turbulence/transient interac-
tion since no distinct spectral gap between mean-transient 
and residual-turbulence phenomena is observed in industrial 
aeroacoustics, where the relevant frequency range usually 
spans 5–6 octaves, [9]. Considering this particular case, the 
practically relevant noise frequency goes up to 4 kHz, [5], so 
the spectra plotted in Figure 15 are given up to the limit of 
5 kHz. Six sensors are presented, namely #111, #113, #116, 
#119, #121 and #123. These sensors are located in five dif-
ferent regions around the side mirror, namely upstream, back 
side of the mirror and near, medium and far downstream of 
the body. The exact position of any of these sensors is given 
in Table 7. The sound pressure level (SPL) is computed as it 
is given in equation 7. The spectra measured at each sensor 
is compared with the experiments from [9] and the numeri-
cal results considering the LES turbulence model.

Sensors #111 and #113 are located at the rear side of 
the mirror. The SPL measured in these sensors are plotted 
in Figure 15 (a) and (b), respectively. The latter is found in 
the upper region while the former is placed at y∕D = 0.5D . 
Therefore, the resulting SPL is affected by the observed 
flow structures, namely upper and side shear layers, [11]. 
The side flow structure is well captured in the STRUCTFi 
simulation, as it has already been evinced in Fig. 6 for sen-
sor #26, the nearest static pressure sensor to sensor #111. 
The spectra obtained for this sensor is in good agreement 
with the experiments up to a frequency of 2000Hz . This 
behaviour is notably better than the results obtained with 
SBES in [15] or with SAS in [38], if our turbulence model 
is compared with equivalent hybrid or second-generation 

RANS models; and of the same order of accuracy to that 
from the LES simulations of [2] at a minor computational 
cost, [19]. Meanwhile, the spectra for sensor #113 obtained 
in the STRUCTFi simulation is closer to the experiments 
that that presented in [2]. Therefore, the decay of the SPL 
is delayed at medium frequencies (in the range of 400 to 
1000Hz).

Sensor #116 is located upstream of the mirror along its 
symmetry plane. Figure 15 (c) only shows the SPL predic-
tion from the STRUCT-� turbulence model simulations, the 
experiments and the LES simulation as there are no further 
published results considering this sensor. While the predic-
tion of the SPL from the STRUCTFi simulation is compa-
rable to that from the LES case in the frequency range of 
400 to 5000 Hz, notable differences are observed in the low 
frequency range. The location of this sensor is set to cap-
ture the horseshoe vortex resulting from the impingement 
of the incoming flow in the side mirror, and this vortex is 
responsible for fluctuation levels of pressure larger than the 
maximum values at the mirror back side. Consequently, the 
SPL obtained from the STRUCTFi simulation results into 
large peaks at frequencies up to 400Hz . Nevertheless, as it is 
reported in [2], a flatter spectrum is observed at low frequen-
cies for this sensor #116 compared to the sensors located 
downstream of the side mirror. Besides, the decay of the 
fluctuations is larger at this sensor than in any other reported 
sensor in this work, which is also highlighted in the work of 
[2]. Thus, the discrepancies at low frequencies should not 
invalidate the STRUCT-� turbulence model performance. 
It is worth noting that the region upstream of the mirror is 
of less importance compared to the downstream region for 
aeroacoustics purposes, as the unsteady flow interacts with 
the side windows of the car, [38].

Sensor #119 is located downstream of the mirror along 
its symmetry plane. The agreement with the experimental 
data is reasonable at lower frequencies, where the deviation 

Fig. 16   (a) Contribution (in %) of each mode to the turbulent kinetic energy of the flow field, and (b) phase portraits (Lissajous figures) of the 
temporal coefficients of the two most energetic SPOD modes
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Fig. 17   First four (most-
energetic) SPOD modes, 
ordered from left to right. From 
top to bottom, at frequencies 
f = 98.00Hz and 195.00Hz , 
respectively
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is about 2 − 4 dB for the STRUCTFi simulation. Meanwhile, 
at higher frequencies, the deviation is of the order of that 
presented in [2], overpredicting the SPL.

The sensors located at the footprint of the vortex detached 
from the cylindrical part of the side mirror and presented 
in this paper are the sensors #121 and #123. These corre-
spond to medium- and far-downstream zones (of the side 
mirror), respectively. The local refinement considered in 
this region helps resolving the turbulent structures and so 
the noise generated from this. Figures 15 (e) and (f) present 
the SPL obtained for sensors #121 and #123, respectively. 
Again, there is a good agreement with the results obtained 
from the LES simulations, improving the response from SAS 
or SBES turbulence models. Indeed, the SPL decay occurs 
far later than in any of the latter turbulence models (about 
1000Hz compared to 500Hz approximately from SAS or 
SBES). A peak at low frequency is observed, apparently due 
to large-scale periodic shedding of vortices, [10]. It results 
into a Strouhal number, based on the GSM diameter and the 
freestream velocity, of St = 0.187 . This result is in very good 
agreement with the Strouhal number obtained in [2] of 0.19, 
and similar to usual von Kármán vortices ( St = 0.18 − 0.20 ) 
for this Reynolds number range.

4.6 � Spectral proper‑orthogonal decomposition

The spectral analysis presented in Sect. 4.5 clearly puts in 
evidence the huge range of temporal and spatial scales typi-
cal of turbulent flows. This feature difficults to interpret and 
overview the vast amount of data produced from high-fidel-
ity CFD simulations, being a key challenge to distinct the 

deterministic coherent motion from purely stochastic 
motion. The lack of ability to represents the dynamics of 
flow structures that evolve coherently in space and time 
restricts the understanding of flow physics. Among the dif-
ferent alternatives available to deal with this issue, Spectral 
Proper Orthogonal Decomposion (SPOD) has revealed as an 
optimal solution. Based on the work of [39] and proposed in 
[40], this method has been extensively applied in fluid 
mechanics and also in ground vehicles, [41] and [42] for 
example. This method allows us to identify energy-ranked 
modes that each oscillate at a single frequency, are orthogo-
nal to all other modes at the same frequency and, as a set, 
optimally represent the space-time flow statistics, [41]. The 
SPOD is built based on 7000 snapshots of the STRUCTFi 
simulation with a sampling interval of Δt equal to the time 
step used in this simulation (i.e. 2 × 10−5 s ), in good agree-
ment with the POD analysis presented in [43]. Thus, the total 
time duration for the SPOD is 0.14 s , which corresponds to 
almost 28 D

v∞
 , where v∞ is the freestream velocity. Fig-

ure 16(a) shows the contribution in % of each mode to the 
turbulent kinetic energy k of the flow field. It is clear that the 
first two modes are dominant in terms of energy, the second 
one still tripling the third mode. The modes are organized in 
pairs that have similar energy and, as it is observed laterly 
in 17, also similar structure sizes but phase shifted. Fig-
ure 16(b) shows the phase portraits (Lissajous figures) of the 
temporal coefficients of the two most energetic SPOD 
modes. In the case of a periodic ideal mode with no variation 
in amplitude and a constant frequency, the phase portrait will 
show a perfect circle, [44]. Here it is made out two circles 
which intersect for a certain period of time. The maxima and 

Fig. 18   From left to right, 
and from top to bottom, side, 
front, back and top view of the 
generic side mirror and the 
static pressure sensors. Three 
lines of interest are identified, 
each one indicated by a different 
symbol, namely stagnation line 
( ○ ), separation line ( + ) and 
polar line ( × ). Sensors located 
at the rear face of the mirror are 
plotted with 	�  ◻
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minima of one coefficient are slightly skewed from the zeros 
of the other, but the phase shift is yet closer to �

2
.

The first four POD modes contain up to 94.6% of the total 
turbulent kinetic energy, and these modes are considered 
in Fig. 17 to illustrate the spatial modes at two different 
frequencies, plotting in y = 0 plane. The first two modes 
have a mode shape typical of a vortex shedding phenomena. 
Indeed, the study of the tonal noise of an actual car side mir-
ror of [45] link the first two modes to the long wavelength 
and low-frequency flapping movement of the shear layer. 
The second pair of modes (namely third and fourth most 
energetic modes) describe a traveling vortical structure, [46, 
47]. Both pairs of modes show an antisymmetric behaviour.

5 � Conclusions

The second-generation URANS closure STRUCT-� has 
been assessed in this work on the simulation of aerodynamic 
flow around a generic side mirror. Besides, the aeroacoustic 
capabilities of this turbulence model have also been tested. 
This new approach aims at advancing the applicability and 
robustness of hybrid turbulence models by introducing local 
resolution of unsteady flow structures in areas of timescale 
overlap, while not leveraging any grid dependent param-
eter. This feature is evinced in the mesh sensitivity analysis, 
where not significant differences are observed when com-
pared the experiments with the simulations using the middle 
and fine mesh. Nevertheless, the finest mesh get closer to the 
experimental data and is in good agreement of prediction 
with that obtained considering incompressible and com-
pressible LES turbulence models, respectively. However, the 
computational cost (in terms of number of cells) is found to 
be lower. STRUCT-� successfully predicts the flow sepa-
ration, reattachment and vortex unsteadiness observed in 
the experiment. The turbulence model has also been evalu-
ated in comparison to other hybrid methods, both blending, 
interfacing or other second-generation URANS turbulence 
models that use a length scale to define the damping function 
rather than the turbulent time scale as the STRUCT model 
does. The response of STRUCT-� has surpassed the afore-
mentioned turbulence models when these are compared to 
the experiments, regarding the pressure distribution along 
the side mirror surface and the sound presure level measured 
by static and dynamic pressure sensors.

The notable cost reduction, coupled to the robust mesh 
independence of the model, can support effective aeroacous-
tic design applications, making it a promising solution for 
aerodynamic and aeroacoustic optimization.

Appendix

Figure 18 shows the locations of the static pressure sensors 
on the generic side mirror. For the sake of clarity, sensors 
are grouped into four sets that let studying different flow 
features: stagnation, separation and recirculation in the rear 
side. Each of these sets are plotted with a different symbol. 
The coordinates of the location of these static pressure sen-
sors, as well as the dynamic pressure sensors, are given in 
Table 6 and 7, respectively.

Table 6   Static pressure sensors

Sensor x [m] y [m] z [m]

#1 0.0940 0.0667 −0.0998
#2 0.0940 0.1333 −0.0998
#3 0.0940 0.1667 −0.0998
#4 0.0940 0.2000 −0.0998
#5 0.0940 0.2258 −0.0964
#6 0.0940 0.2499 −0.0864
#7 0.0940 0.2864 −0.0499
#8 0.0940 0.2964 −0.0258
#9 0.0940 0.2998 0.0000
#10 0.0741 0.2966 0.0000
#11 0.0500 0.2866 0.0000
#12 0.0293 0.2707 0.0000
#13 0.0134 0.2500 0.0000
#14 0.0034 0.2259 0.0000
#15 0.0000 0.2000 0.0000
#16 0.0000 0.1667 0.0000
#17 0.0000 0.1333 0.0000
#18 0.0000 0.1000 0.0000
#19 0.0000 0.0667 0.0000
#20 0.0000 0.0333 0.0000
#21 0.0034 0.1333 −0.0259
#22 0.0134 0.1333 −0.0500
#23 0.0293 0.1333 −0.0707
#24 0.0500 0.1333 −0.0866
#25 0.0741 0.1333 −0.0966
#26 0.1000 0.1500 0.0850
#27 0.1000 0.2843 −0.0111
#28 0.1000 0.2674 −0.0517
#29 0.1000 0.2111 −0.0843
#30 0.1000 0.1500 −0.0850
#31 0.1000 0.0500 −0.0850
#32 0.1000 0.0500 0.0000
#33 0.1000 0.2000 0.0000
#34 0.1000 0.2500 0.0000
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