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Abstract
Harris Hawks optimization (HHO) is a recently introduced meta-heuristic approach, which simulates the cooperative

behavior of Harris’ hawks in nature. In this paper, an improved variant of HHO is proposed, called HHSC, to relieve the

main shortcomings of the conventional method that converges either fast or slow and falls in the local optima trap when

dealing with complex problems. Two search strategies are added into the conventional HHO. First, the sine function is used

to improve the convergence speed of the HHO algorithm. Second, the cosine function is used to enhance the ability of the

exploration and exploitation searches during the early and later stages, respectively. The incorporated new two search

methods significantly enhanced the convergence behavior and the searchability of the original algorithm. The performance

of the proposed HHSC method is comprehensively investigated and analyzed using (1) twenty-three classical benchmark

functions such as unimodal, multi-modal, and fixed multi-modal, (2) ten IEEE CEC2019 benchmark functions, and (3) five

common engineering design problems. The experimental results proved that the search strategies of HHO and its con-

vergence behavior are significantly developed. The proposed HHSC achieved promising results, and it got better effec-

tiveness in comparisons with other well-known optimization methods.

Keywords Harris Hawks optimizer � Sine cosine algorithm � Benchmark functions � CEC2019 � Engineering design

problems

1 Introduction

Optimization problems have gained attention in the field of

practical engineering and scientific research [1, 2]. In

general, optimization problems aim to maximize benefits

from outcomes and minimize costs and numerical fitting.

Sometimes these problems, in real-world environments,

have different constraints that must be satisfied. Some of

those constraints include, for example, decision-making
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[3], image segmentation, feature selection, clustering,

classification, and different engineering [4–6].

There are two types of optimization problems, local and

global optimization; each has its own aims [1, 7]. For

example, local optimization aims to determine the mini-

mum/maximum value in a specific region. Global opti-

mization, on the other hand, seeks to determine

minimum/maximum value in a given domain. Accordingly,

global optimization problems are more challenging than

local optimization and they face several limitations.

To handle these limitations of the global optimization

problems [8–10], several techniques have been developed;

however, the meta-heuristic techniques (MHTs) provide

more suitable solutions. Those MHTs can be categorized

into swarm optimization algorithms, evolutionary opti-

mization algorithms, natural phenomena, and human

inspiration algorithms. The first category (i.e., swarm

optimization) simulates communication between swarms in

nature [11, 12]. Some examples are particle swarm opti-

mization (PSO) [13], salp swarm algorithm (SSA) [14],

grey wolf optimization (GWO) [15], and others [16–18].

The second category is inspired by concepts of natural

genetics that apply crossover, mutation, and natural selec-

tion. These methods include genetic algorithm (GA)

[19, 20], differential evolution (DE) [21], and evolutionary

programming [22]. The third group emulates natural phe-

nomena such as the light, the spiral, the rain, and the wind.

The following algorithms are an example of natural phe-

nomena: water cycle algorithm (WCA) [23], wind-driven

optimization (WDO) [24], spiral optimization (SO) [25],

simulated annealing [26], flow regime algorithm (FRA)

[27], and chemical reaction optimization (CRO) [28].

Additionally, the fourth group simulates the behavior of

humans such as teaching learning-based optimization

(TLBO) [29], seeker optimization algorithm (SOA) [30],

elephant herding optimization (EHO) [31], volleyball pre-

mier league algorithm (VPL) [32], and reptile search

algorithm (RSA) [33].

From these categories, swarm techniques generate the

most attention since they are both simple and efficient. In

this study, we consider providing improvements for the

performance of recently developed swarm techniques

named Harris Hawks optimization (HHO) [34]. It is pro-

posed as a swarm-based technique that simulates the

cooperation hawks demonstrate to capture prey. Harris

Hawks use different strategies to perform this task, so the

HHO formulates these behaviors as a set of operators that

are used during either the exportation or exploitation of the

search space. According to these mathematical operators,

HHO has established its performance among a set of

applications such as image de-noising [35], the produc-

tivity of active solar [36], multilevel thresholding seg-

mentation [37], forecasting slope stability [38], drug design

and discovery [39], soil compression [40], friction stir

welding [41], and other applications [42–44].

Moreover, the performance of HHO has been improved

by using several approaches that aim to enhance either the

exploration or exploitation ability of HHO [45]. For

example, the global searchability of HHO is improved and

applied to determine the optimal reconfiguration for the

photovoltaic array [46]. In [47], the chaotic maps and

opposition-based learning are used to enhance HHO and

applied to find solutions for global optimization problems.

The operators of the flower pollination algorithm have been

applied to enhance the performance of HHO as in [48]; to

assess the quality of this modification it has been used to

determine the parameters of photovoltaic systems. In

addition, SCA has been combined with HHO and used to

find a solution for different engineering problems [49]. In

[50], a competition between SSA and HHO is used to

develop a modified version of HHO; this model is applied

to solve global optimization and to determine the optimal

multi-level thresholding to segment the images.

Based on these applications, HHO has advantages to

support its ability to discover the solution in search space.

However, HHO still needs more improvement to avoid its

limitations, such as its exploration is stronger than its

exploitation. This motivated us to provide an alternative

modification based on the Sine Cosine algorithm (SCA)

[51] which was used to enhance the exploration of HHO.

SCA is used in this study, since it has been applied to

several applications. Consider, for example, forecasting oil

consumption [52], optimal power flow [53], engineering

design [54], machine scheduling [55], power usage security

[56], and others [57–60].

1.1 Contributions and implications

The main contributions of the current study are summa-

rized as follows:

• An alternative global optimization technique is pro-

posed based on a modified improved various of the

HHO algorithm.

• The HHO algorithm is enhanced using the gradual

change strategies (i.e., sine and cosine functions), where

sine is applied to improve the convergence rate.

Conversely, cosine is applied to balance the exploration

and exploitation during the search optimization process.

• The developed method’s performance is evaluated

using a set of different optimization and engineering

problems, including various benchmark functions and

various real-world industrial engineering design

problems.
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• The quality of the developed method is assessed and

compared with several MH techniques and state-of-the-

art methods.

The remainder of this paper is organized as follows. Sec-

tion 2 introduces the information of the HHO, SCA, and

the developed method. In Sect. 3, we describe experiments

and present discussion of the obtained results. Finally, the

conclusion and future work are given in Sect. 4.

2 The proposed method

In this section, three main subsections are presented to show

the conventional Harris Hawks optimization (HHO) in the

first subsections [34], conventional sine cosine algorithm

(SCA) in the second subsections [51], and the proposed

augmented Harris Hawks optimizer by gradual changes of

sine cosine algorithm in the third subsections, which is called

HHSC.

2.1 Conventional Harris Hawks optimization
(HHO)

In this section, the conventional Harris Hawks optimization

(HHO) is presented with its main search strategies (i.e.,

exploration and exploitation). It simulates the searching

prey, surprise pounce, and various attacking techniques of

Harris Hawks in real life. Figure 1 presents all search pro-

cedures of the conventional HHO, which is explained below.

2.2 Exploration procedures

In the HHO method, the initial candidate solutions are

generated randomly as the other optimization methods, and

in the optimization process, the best-obtained solution so

far is considered as the target prey, or in other terms, is

considered as the optimal solution so far. The HHO method

examines various search spaces randomly to discover the

optimal solution by adopting two search procedures. Sup-

pose that an equal chance called (q) exists for each

searching procedure, and the new solution is generated by

Eq. (1) if q\0:5, or search on random locations if q � 0.5.

Normally, HHO searches for the next candidate solution

according to the positions of current solutions:

Xðt þ 1Þ ¼
XrandðtÞ � r1jXrandðtÞ � 2 � r2XðtÞj q� 0:5

ðXrabbitðtÞ � XmðtÞÞ � r3ðLB þ r4ðUB � LBÞÞ q\0:5

�

ð1Þ

where X (t?1) is the new generated solution at the tth
iteration, and Xrabbit(t) is the location of the current prey. X

(t) is the current solution at the tth iteration, r1, r2, r3, r4,

and q are random values taken between 0 and 1, LB and

UB are the lower and upper boundary factors, Xrand(t) is a

random selected solution from the current candidates, and

Xm presents the average values of the candidate solutions as

a vector determined using Eq. (2)

XmðtÞ ¼
1

N

XN
i¼1

XiðtÞ; ð2Þ

where N the total number of candidate solutions, and Xi(t)

the location of the current solution at tth iteration.

2.3 The transition between the HHO’s search
procedures

In the conventional HHO method, two search procedures

are employed: the first procedure is the exploration search,

and the second procedure is the exploitation search. To

switch between the search procedures, the escaping energy

factor is used to model this approach. The energy of prey

shrinks repeatedly as the escaping performance. To model

this case, the energy of prey is illustrated in Eq. (3):

E ¼ 2E0ð1 � t

T
Þ; ð3Þ

where E indicates the escaping energy of the target solution

(prey), t indicates the number of the current iteration, and T

indicates the maximum number of iterations, and E0 indi-

cates the initial energy. The value of E0 is determined

between �1 and 1 throughout iterations. When the rabbit is

flagging, the E0 is reduced from 0 to �1; conversely, when

the rabbit is strengthening, the E0 is increased from 0 to 1.

When |E| � 1, the search will be in other areas to examineFig. 1 Search phases of the basic HHO [61]
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a new prey location; therefore, the exploration phase will

be operated, and when |E| \ 1, the algorithm seeks to

employ the neighborhood of the solutions by the

exploitation steps. In brief, exploration happens while

jEj � 1, while exploitation happens while |E|\1. The time-

dependent performance of E is given in Fig. 2.

2.4 Exploitation procedures

In this phase, four different procedures are given to rep-

resent the attacking steps. In this respect, the soft besiege

occurs if jEj � 0:5, and the hard besiege happens if

jEj\0:5.

2.4.1 Soft besiege

The prey still has enough energy if r� 0:5 and jEj � 0:5.

Moreover, it seeks to elope by several random leaps, but

eventually, it fails. Through these endeavors, the HHO sur-

rounds it quietly to make the prey extra tired and then make

the soft attack. The following rules model this behavior:

Xðt þ 1Þ ¼DXðtÞ � EjJXrabbitðtÞ � XðtÞj; ð4Þ

DXðtÞ ¼XrabbitðtÞ � XðtÞ; ð5Þ

where D X(t) indicates the variation among the positions of

the prey and the candidate positions at tth iteration, r5 is a

random value between 0 and 1, and J=2(1-r5) indicates the

arbitrary leap of the prey by the escaping scheme. The J is

changed stochastically to mimic the characteristics of prey

actions.

2.4.2 Hard besiege

When r� 0:5 and jEj\0:5, the expected prey is so tired,

and it becomes a soft target; besides, the HHO gradually

surround the expected prey to make the hard pounce

eventually. The new positions are replaced using Eq. (6):

XðtÞ ¼ XrabbitðtÞ � EjDXðtÞj: ð6Þ

2.4.3 Soft besiege with progressive rapid dives

When the |E| � 0.5 and r\0.5, the rabbit owns sufficient

power to avoid the attack; however, a soft besiege is

formed in advance of the soft attack. This method is more

capable than the former procedure. To produce a soft

besiege, suppose that the hawks can assess the subsequent

progress using Eq. (7):

Y ¼ XrabbitðtÞ � EjJXrabbitðtÞ � XðtÞj: ð7Þ

Next, they analyze the potential outcome of such a move to

discover if it will be a conventional dive or not. If it was

not wise (if they understand that the target victim is making

more deceptive acts), they also begin to make irregular and

fast deceptive dives while nearing the prey. Here, suppose

Fig. 2 Performance of

E operator through two runs and

100 iterations
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that they will be deceptive according to the Levy flight-

based (LF) guides using Eq. (8):

Z ¼ Y þ S� LFðDÞ; ð8Þ

where D is the length size, and S is random values by 1�
D, and LF is the Levy flight procedure determined by

Eq. (9):

LFðxÞ ¼ 0:01 � u� r

jtj
1
b

ð9Þ

where,

r ¼
Cð1 þ bÞsineðpb

2
Þ

Cð1þb
2
Þ � b� 2ðb�1

2
Þ

 !
; ð10Þ

where u, t are random numbers between 0 and 1, b is a

value fixed to 1.5. So, the last search approach for renewing

the positions of the candidate solutions in the soft attack

stage is calculated using Eq. (11):

Xðt þ 1Þ ¼
Y ifFðYÞ\FðXðtÞÞ
Z ifFðZÞ\FðXðtÞÞ

�
ð11Þ

where Z and Y are determined using Eqs. (7) and (9).

2.4.4 Hard besiege with progressive rapid dives

The prey has weak strength to leap, and a hard attack

is formed before the surprise attack to find and destroy

the target; when the |E| \ 0.5 and r \ 0.5. The fol-

lowing Equation presents the hard besiege condition:

Xðt þ 1Þ ¼
Y ifFðYÞ\FðXðtÞÞ
Z ifFðZÞ\FðXðtÞÞ

�
ð12Þ

where Y and Z are determined using Eqs. (13) and (14):

Y ¼XrabbitðtÞ � EjJXrabbitðtÞ � XmðtÞj ð13Þ

Z ¼ Y þ S� LFðDÞ: ð14Þ

After that, the pseudo code of the conventional HHO is

shown in Algorithm 1.

Algorithm 1 The Pseudo code of the conventional HHO.

1: Initialize the candidate solutions (X).
2: Initialize the algorithm parameters.
3: while (the termination criteria are not met) do
4: Calculate the fitness function.
5: Determine the best location Xrabbit(t).
6: for (each solution) do
7: Update the E0, E and J variables
8: Update the positions using Equation (1).
9: if r ≤ 0.5 and |E| ≤ 0.5 then

10: Update the positions using Equation (4).
11: else if r ≤ 0.5 and |E| < 0.5 then
12: Update the positions using Equation (6).
13: else if r < 0.5 and |E| ≤ 0.5 then
14: Update the positions using Equation (11).
15: else if r < 0.5 and |E| < 0.5 then
16: Update the positions using Equation (12).
17: end if
18: end for
19: t=t+1
20: end while
21: Return the best solution.

2.5 Conventional sine cosine algorithm (SCA)

Generally, population search algorithms start the opti-

mization process by a set of randomly initial solutions

(population). These random solutions are evaluated itera-

tively by the used objective function and developed by a set

of optimization operators that are the basis of the used

optimization.

Sine cosine algorithm (SCA) is a population-based

optimization algorithm introduced in 2016 for solving

several optimization problems [51]. The SCA generates

various initial random solutions and asks them to shift

towards the best solution using a mathematical model

based on sine and cosine functions. In SCA, the mathe-

matical equations for updating positions are given below.

For both phases, see Eqs. (15) and (16):

Xtþ1
i ¼Xt

i þ r1 � sinðr2Þ � r3P
t
i � Xt

i

�� �� ð15Þ

Xtþ1
i ¼Xt

i þ r1 � cosðr2Þ � r3P
t
i � Xt

ii

�� �� ð16Þ

where Xt
i denotes the positions of the current solution in ith

dimension at tth iteration, r1, r2, r3 are three random

numbers, Pi denotes the position of the place point in the ith
dimension, and || denotes the absolute value. These two

equations are connected to be applied as follows:

Xtþ1
i ¼

Xt
i þ r1 � sinðr2Þ � r3P

t
i � Xt

i

�� ��; r4\0:5

Xt
i þ r1 � cosðr2Þ � r3P

t
i � Xt

ii

�� ��; r4 � 0:5

(

ð17Þ

where r4 is a random number between [0,1]. Because of the

value of sine and cosine in this equation, this algorithm is

named SCA.
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Figure 3 explains how this equation reduces the range of

sine and cosine uses throughout a number of iterations. It

may be concluded from Fig. 3 that the SCA explores the

available search space while the limits of sine and cosine

functions are in [1,2] and [�2;�1]. But, this algorithm,

SCA, exploits the search space while the ranges are in

between [�1; 1].

After that, the pseudo code of the conventional SCA is

shown in Algorithm 2. This Algorithm presents that the

SCA begins the optimization procedures by a set of initial

random solutions. The algorithm then caches the best

solutions achieved so far, specifies it as the destination

point (target), and updates other solutions while taking into

account the selected best solution. The ranges of sine and

cosine functions are refreshed to maintain exploitation of

the search space as the iteration number increments. The

SCA stops the optimization procedures when the iteration

number reaches the maximum number of iterations.

Algorithm 2 The Pseudo code of the conventional SCA

1: Initialize a set of search solutions (X)
2: Do
3: Evaluate each solution by the objective function
4: Update the best solution obtained so far (P = X ′)
5: Update r1, r2, r3, and r4
6: Update All positions of the solutions using Equation 17.
7: While (t < maximum number of iterations)
8: Return the best-obtained solution so far as global optimum

2.6 The proposed Harris Hawks-based sine
cosine algorithm (HHSC)

The conventional HHO seeks the optimal solution by the

main updating exploration procedures and by following the

renewal exploitation procedures. Once the main search

procedure (exploration procedures) has slumped into local

optimal, the exploitation procedures are expected to fall

into the local optimum because of their renewed approach

relying on the exploration procedures. On the other hand,

when addressing high-dimensional and complicated prob-

lems, its solution efficiency and convergence acceleration

suffers from difficulties and problems. Further, the solu-

tions maintain changing their positions without distur-

bances. Therefore, the search capability of conventional

HHO requires further improvements. To overcome these

weaknesses, this paper introduces an augmented version of

HHO, which combines the search operators of the HHO

and SCA, called HHSC. The pseudo code of the proposed

HHSC method is presented in Algorithm 3.

Fig. 3 Decreasing guide for a

range of sine and cosine (a ¼ 3)

[51]
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In the proposed HHSC (see Algorithm 3), the solutions’

positions are generated in a uniform distribution manner,

and the current best solution is determined. The optimal

positions are used to generate the solutions’ positions of the

next iteration.

The next phase is based on the condition in line 8, if the

E value smaller or equal to 1 and the rand value less than

the given ratio (0.9), the updating process will be executed

by using the exploration of the HHO. In case the first

condition is met in line 8, after applying the updating

process using the exploration search procedure in line 9,

four exploitation procedures of the HHO are available

based on four conditions. These include: (1) if r � 0.5 and

|E| � 0.5, the exploitation procedure of the HHO by using

soft besiege strategy is executed. (2) If r � 0.5 and |E|\
0.5, the exploitation procedure of the HHO by using hard

besiege strategy is executed. (3) If r\ 0.5 and |E| � 0.5,

the exploitation procedure of the HHO by using soft

besiege with rapid dives strategy is executed. (4) If r\0.5

and |E| \ 0.5, the exploitation procedure of the HHO by

using hard besiege with rapid dives strategy is executed.

Otherwise, if the condition in line 8 is not met, the updating

process will be executed by using the operators (i.e., if rand

less than 0.5, the exploration procedure will be executed;

otherwise, the exploitation will be executed) of the SCA in

line 20.

It is remarkable that the time complexity of the proposed

HHSC is basically based on three elements: population size

(N), dimension (Dim), and the maximum number of iter-

ations (T). The calculation complexity is as follows.

O(initialization) = O(N � Dim), and O(optimization pro-

cess) = O(N � Dim � T � LogN). Therefore, the total

computational complexity of the HHSC is: O(HHSC) =

O(N � Dim � T � LogN) ? O(N � Dim).

3 Experiments and results

In this section, fair experiments are performed to measure

the performance of the introduced method (HHSC) in

terms of four evaluation measurements: worst fitness val-

ues, average fitness values, best fitness values, and standard

deviation (STD); they are standard in the community. For

the first round, twenty-three classical benchmark functions

and CEC2019 benchmark functions are applied to evaluate

the performance of HHSC by comparison to various well-

Algorithm 3 The Pseudo code of the proposed Harris Hawks-based Sine Cosine Algorithm

1: Initialize the candidate solutions (X).
2: Initialize the algorithm parameters.
3: while (the termination criteria are not met) do
4: Calculate the fitness function.
5: Determine the best location Xrabbit(t).
6: for (each solution) do
7: Update the E0, E and J variables
8: if |E| ≥ 1 and rand < 0.9 then
9: Update the positions using Equation (1).

10: if r ≥ 0.5 and |E| ≥ 0.5 then
11: Update the positions using Equation (4).
12: else if r ≥ 0.5 and |E| < 0.5 then
13: Update the positions using Equation (6).
14: else if r < 0.5 and |E| ≥ 0.5 then
15: Update the positions using Equation (11).
16: else if r < 0.5 and |E| < 0.5 then
17: Update the positions using Equation (12).
18: end if
19: else
20: Update the positions using Equation (17).
21: end if
22: end for
23: t=t+1
24: end while
25: Return the best solution.
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known optimization methods in realizing the dimensional

sizes and complexity. For the second round, the proposed

HHSC is verified utilizing five constrained real-world

engineering problems.

The compared optimization methods include Harris

Hawks optimizer (HHO) [34], grasshopper optimization

algorithm (GOA) [62], Salp swarm algorithm (SSA) [14],

whale optimization algorithm (WOA) [63], sine cosine

algorithm (SCA) [51], dragonfly algorithm (DA) [16], Grey

wolf optimizer (GWO) [15], particle swarm optimization

(PSO) [64], ant lion optimizer (ALO) [65], marine preda-

tors algorithm (MPA) [66], and equilibrium optimizer (EO)

[67]. To achieve fairness, the comparative methods are run

in the same test conditions. All experiments in this paper

are executed using MATLAB R2015b software under a

Windows 10 with Core i7 CPU and 16 GB RAM. The

population size (N) and the maximum number of iterations

(T) of all experimented methods are set as 50 and 1000,

respectively. The important parameters values for the used

methods are presented in Table 1.

The Friedman ranking test [68] is employed to decide

whether there are significant improvements between the

proposed HHSC and other comparative methods or not. In

results tables, the ‘‘Summation’’ identifies total ranks

obtained by a method, in which the smallest value is the

best. The ‘‘Mean rank’’ identifies the mean rank obtained

by a method over all the test cases, in which the smallest

value is the best. The ‘‘Final ranking’’ identifies the final

test ranking obtained by a method over all the test cases, in

which the smallest value is the best compared to all other

comparative methods.

3.1 Experiment 1: benchmark functions

3.1.1 Details of the classical benchmark functions

In this part, a set of twenty-three benchmark functions is

used, including three categories: seven unimodal functions

(i.e., F1–F7), six multimodal functions (i.e., F8–F13), and

ten fixed-dimension multimodal functions (i.e., F14–F23).

These classical benchmark functions are usually used in the

literature of optimization testing. The idea of the unimodal

functions is to verify the exploitation searchability of the

proposed method. The accuracy and convergence speed of

the proposed method is the main test criteria as there are no

local optima in this category (i.e., unimodal functions; F1–

F7). As opposed to this category, the other two categories

(i.e., multimodal; F8–F13, and fixed-dimension multimodal

functions; F14–F23) with various local optimal solutions

are used to test the exploration search competence of the

proposed method. The mathematical equations and their

characteristics are listed in Table 2 for all the given clas-

sical benchmark functions [69].

Table 1 Parameters values of

the proposed HHSC method and

other selected comparative

methods

No. Algorithm Parameter Value

1 HHSC a 1.5

2 GOA l 1.5

f 0.5

3 SSA v0 0

4 WOA a Decreased from 2 to 0

b 2

5 SCA – –

6 DA w 0.2-0.9

s, a, and c 0.1

f and e 1

7 GWO Convergence parameter (a) Linear reduction from 2 to 0

8 PSO Topology Fully connected

Cognitive and social constant (C1, C2) 2, 2

Inertia weight Linear reduction from 0.9 to 0.1

Velocity limit 10% of dimension range

9 ALO I ratio 10w

w 2–6

10 MPA c c[ 1

P 0.0

11 EO r 0.5

a 4

GP 0.5

1850 Engineering with Computers (2023) 39:1843–1883

123



Ta
bl
e
2

U
n

im
o

d
al

,
m

u
lt

im
o

d
al

,
an

d
fi

x
ed

-d
im

en
si

o
n

m
u

lt
im

o
d

al
b

en
ch

m
ar

k
fu

n
ct

io
n

s

F
u

n
ct

io
n

D
es

cr
ip

ti
o

n
D

im
en

si
o

n
s

R
an

g
e

f m
in

F
1

fð
xÞ

¼
P n i¼

1
x2 i

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

1
0

0
;1

0
0

]
0

F
2

fð
xÞ

¼
P n i¼

0
jx

ij
þ
Q n i¼

0
jx

ij
1

0
,

5
0

,
1

0
0

,
5

0
0

[�
1

0
;1

0
]

0

F
3

fð
xÞ

¼
P d i¼

1
ðP

i j¼
1
x j
Þ2

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

1
0

0
;1

0
0

]
0

F
4

fð
xÞ

¼
m

ax
if
jx

ij;
1
�
i�

n
g

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

1
0

0
;1

0
0

]
0

F
5

fð
xÞ

¼
P n

�
1

i¼
1
½1

0
0
ðx

2 i
�
x i
þ

1
Þ2

þ
ð1

�
x i
Þ2
�

1
0

,
5

0
,

1
0

0
,

5
0

0
[-

3
0

,3
0

]
0

F
6

fð
xÞ

¼
P n i¼

1
ð½x

i
þ

0
:5
�Þ2

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

1
0

0
;1

0
0

]
0

F
7

fð
xÞ

¼
P n i¼

0
ix

4 i
þ

ra
n

d
o

m
½0
;1
Þ

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

1
2

8
;1

2
8

]
0

F
8

fð
xÞ

¼
P n i¼

1
ð�

x i
si

n
ð
ffiffiffiffiffiffi jx

ij
p

ÞÞ
1

0
,

5
0

,
1

0
0

,
5

0
0

[�
5

0
0
;5

0
0

]
�

4
1

8
:9

8
2

9
�

n

F
9

fð
xÞ

¼
P n i¼

1
½x

2 i
�

1
0

co
sð

2
p
x i
Þþ

1
0
�

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

5
:1

2
;5
:1

2
]

0

F
1

0
fð
xÞ

¼
�

2
0

ex
p
ð�

0
:2

ffiffiffiffiffiffi
ffiffiffiffiffiffi
ffiffiffiffiffiffi

1 n

P n i¼
1
x2 i

q
Þ�

ex
p
ð1 n

P n i¼
1

co
sð

2
p
x i
ÞÞ
þ

2
0
þ
e

1
0

,
5

0
,

1
0

0
,

5
0

0
[-

3
2

,3
2

]
0

F
1

1
fð
xÞ

¼
1
þ

1
4
0
0
0

P n i¼
1
x2 i

�
Q n i¼

1
co

sð
x i
ffi i

p
Þ

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

6
0

0
;6

0
0

]
0

F
1

2
fð
xÞ

¼
p n

1
0

si
n
ðp
y 1
Þ

f
g
þ
P n

�
1

i¼
1
ðy

i
�

1
Þ2
½1
þ

1
0

si
n

2
ðp
y i
þ

1
Þþ

P n i¼
1
u
ðx

i;
1

0
;1

0
0
;4
Þ�

,
w

h
er

e

y i
¼

1
þ
x i
þ

1

4
;u
ðx

i;
a
;k
;m

Þ
K
ðx

i
�
a
Þm

if
x i
[

a
0

�
a
�
x i
�
a

K
ð�

x i
�
a
Þm

�
a
�
x i

8 < :

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

5
0
;5

0
]

0

F
1

3
fð
xÞ

¼
0
:1
ðs

in
2
ð3
px

1
Þþ

P n i¼
1
ðx

i
�

1
Þ2
½1
þ

si
n

2
ð3
p
x i
þ

1
Þ�
þ
ðx

n
�

1
Þ2

1
þ

si
n

2
ð2
p
x n
ÞÞ
þ
P n i¼

1
u
ðx

i;
5
;1

0
0
;4
Þ

1
0

,
5

0
,

1
0

0
,

5
0

0
[�

5
0
;5

0
]

0

F
1

4
fð
xÞ

¼
1

5
0
0
þ
P 2

5
j¼

1
1

jþ
P 2 i¼

1

ðx
i
�
a
ij
Þ

�
� �

1
2

[�
6

5
;6

5
]

1

F
1

5
fð
xÞ

¼
P 1

1
i¼

1
a
i
�

x 1
ðb

2 i
þ
b i
x 2
Þ

b
2 i
þ
b
ix

3
þ
x 4

h
i 2

4
[�

5
;5

]
0

.0
0

0
3

0

F
1

6
fð
xÞ

¼
4
x2 1

�
2
:1
x4 1

þ
1 3
x6 1

þ
x 1
x 2

�
4
x2 2

þ
4
x4 2

2
[�

5
;5

]
�

1
:0

3
1

6

F
1

7
f(

x
)=

x 2
�

5
:1

4
p

2
x2 1

þ
5 p
x 1

�
6

�
� 2 þ

1
0
ð1

�
1 8
p
Þc

o
s
x 1

þ
1

0
2

[�
5
;5

]
0

.3
9

8

F
1

8
fð
xÞ

¼
1
þ
ðx

1
þ
x 2

þ
1
Þ2
ð1

9
�

1
4
x 1

þ
3
x2 1

�
1

4
x 2

h
þ

6
x 1
x 2

þ
3
x2 2
Þ�
�

3
0
þ
ð2
x 1

�
3
x 2
Þ2

h
�
ð1

8
�

3
2
x i
þ

1
2
x2 1

þ
4

8
x 2

�
3

6
x 1
x 2

þ
2

7
x2 2
Þ�

2
[-

2
,2

]
3

F
1

9
fð
xÞ

¼
�
P 4 i¼

1
c i

ex
p

�
P 3 i¼

1
a
ij
ðx

j
�
p
ij
Þ2

	



3
[�

1
;2

]
�

3
:8

6

F
2

0
fð
xÞ

¼
�
P 4 i¼

1
c i

ex
p

�
P 6 i¼

1
a
ij
ðx

j
�
p
ij
Þ2

	



6
[0

,1
]

�
0
:3

2

F
2

1
fð
xÞ

¼
�
P 5 i¼

1
ðX

�
a
iÞð

X
�
a
iÞT

þ
c i

�
� �1

4
[0

,1
]

�
1

0
:1

5
3

2

F
2

2
fð
xÞ

¼
�
P 7 i¼

1
ðX

�
a
iÞð

X
�
a
iÞT

þ
c i

�
� �1

4
[0

,1
]

�
1

0
:4

0
2

8

F
2

3
fð
xÞ

¼
�
P 1

0
i¼

1
ðX

�
a
iÞð

X
�
a
iÞT

þ
c i

�
� �1

4
[0

,1
]

�
1

0
:5

3
6

3

Engineering with Computers (2023) 39:1843–1883 1851

123



3.1.2 Qualitative metrics for the classical functions

As shown, in the first column, in Fig. 4, the given bench-

mark functions mimic the problems of real search areas by

giving a massive quantity of local optima and various

shapes for several regions of the available search space.

Any optimization method should establish an equilibrium

for the exploration and exploitation of search methods to

determine the global optima. Hence, exploration and

exploitation connected can be evaluated by this set of

benchmark functions.

The convergence of the proposed HHSC method is

investigated in this part. To prove the convergence of the

HHSC, three main metrics are used including the best val-

ues of the first dimension, average fitness values, and con-

vergence speed. The experiments are conducted on several

benchmark functions (i.e., F1, F2, F3, F9, F11, F12, F16,

F17, and F18) with some variables and using 5 solutions

over 200 iterations. The results are presented in Fig. 4.

The first indicator (i.e., second column) is a qualitative

metric, which explains the variations in the first dimension of

the first solution throughout the optimization process (im-

provements). This indicator helps us to recognize if the first

solution faces sharp or unexpected movements in the initial

repetitions and gradual shifts in the last repetitions. As stated

in [70], the behavior of the proposed HHSC can confirm that

a population-based method converges to a location and

explores locally in the given search area. It is clear that the

changes are reduced gradually over a number of repetitions,

a behavior that supports the change between exploration and

exploitation. Finally, the evolution of the solution proceeds

gradually which makes the exploitation search.

The second indicator (i.e., third column) is a qualitative

metric, which is the average fitness value of all solutions

over a course of repetitions. If an optimization method

enhances its competitor solutions, certainly, the average

fitness value should be developed over the given repeti-

tions. As the average fitness trajectories in Fig. 4, the

proposed HHSC method gives lower fitness values on all

tested functions. Another point deserving introduction here

is the accelerated reduction in the average fitness trajec-

tories, which explains that the development of the current

solutions grows faster and more reliable over the course of

repetitions.

The third indicator (i.e., fourth column) is a qualitative

metric, which is the convergence rate of the best solution

over a course of repetitions. The fitness values of the best

solution in each repetition are collected and represented as

the convergence curve in Fig. 4. The decrease of fitness

values over the given repetitions demonstrates the con-

vergence of the proposed HHSC method. It is also clear

that the convergence rate is degraded and observed in the

given convergence curve, as well, which is due to the

above-explained basis. Moreover, the proposed method got

the best results in a fast manner in several functions, such

as in F1, F2, F3, F9, and F11.

3.1.3 Effects of the number of candidate solutions

Initially, in order to evaluate the proposed methods, we

investigate the effects of the number of candidate solutions

(N) on the performance of the proposed HHSC method. As

shown in Fig. 5, several numbers of solutions (i.e.,

N ¼ 5; 10; 15; 20; 25; 30; 35; 40; 45; 50) are studied and

analyzed by examining the changing in the numbers of

solutions parameter over a course of repetitions (i.e., 500

repetitions). It can be seen that the obtained results in Fig. 5

when applied to different population sizes (number of

solutions), the proposed HHSC method maintains its

advantages, which indicates that the proposed HHSC is an

efficient method and less affected by the number of solu-

tions used in the process of the algorithm. So, the proposed

HHSC method is more stable when the population changes,

such as in F2, F3, F5, F6, F10, F12, F16, F17, F18, F19,

F21, and F22. In other words, the best number of solutions

was 50 in most of the applied benchmark functions (i.e.,

F9, F10, F11, F13, F15, F16, F17, F18, F21, etc). However,

there is little variation among the obtained results of the

given number of solutions using all the tested classical

benchmark functions.

3.1.4 Performance evaluation using classical benchmark
functions

In this part, the effectiveness of the proposed HHS method

is investigated using twenty-three benchmark functions.

By analyzing the obtained results in Tables 3 and 4, the

average of HHSC is the smallest. The numbers of best

obtained (0.0) with the average and STD values are the

largest, where it got the best solution in several problems,

including F1, F2, F3, F4, F9, and F11. As can be seen, the

impact of HHSC in trading with this set of benchmark

functions, including F1, F2, F3, F4, F5, F6, F7, F15, and

F23, is better than all other well-known comparative

methods (i.e., HHO, GOA, SSA, WOA, SCA, DA, GWO,

PSO, ALO, MPA, and EO). It can be demonstrated that the

gradual changes strategy of the Sine Cosine Algorithm

significantly enhanced the exploitation search capability of

the proposed HHSC compared with other comparative

optimization methods. The solutions of the proposed

HHSC method for unimodal functions, multimodal func-

tions, and fixed-dimensional multimodal functions is

almost the best among all tested optimization methods. In

other cases, the solutions obtained by the proposed HHSC

in F12, F13, F14, F18, F21, F22, and F23 are also com-

petitive to other methods.
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According to the Friedman ranking test in Table 3,

HHSC also ranked as the best method (first ranking) in

finding the optimum solution for fixed-dimensional

multimodal benchmark functions, followed by HHO, MPA,

EO, GWO, WOA, PSO, SSA, SCA, ALO, DA, and GOA.

The given summation of the proposed HHSC in that

Fig. 4 Qualitative results for the studied problems
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table demonstrated that it overcomes all comparative

methods by getting the smallest summation measure as

well as by getting the smallest mean rank measure.

According to the Friedman ranking test in Table 4, HHSC

also ranked as the best method (first ranking) in finding the

optimum solution for unimodal functions and multimodal

functions, followed by MPA (second-ranking), GWO

(third-ranking), PSO got the fourth-ranking, SSA got the

fifth-ranking, ALO got the sixth-ranking, HHO got the

seventh-ranking, EO got the eighth-ranking, DA got the

ninth-ranking, WOA got the tenth-ranking, SCA got the

eleventh-ranking, and finally, GOA got the twelfth-rank-

ing. These outcomes proved the ability of the proposed

HHSC method in solving the classical benchmark func-

tions. The given results in that table demonstrated that the

proposed HHSC overcomes all comparative methods by

getting the smallest summation value and the smallest

mean rank measure.

3.1.5 Scalability test using thirteen classical benchmark
functions

In this part, the scalability of the proposed HHS method is

investigated using thirteen benchmark functions with dif-

ferent dimension (Dim) sizes (i.e., 50, 100, and 500).

To evaluate the capability of the proposed HHSC for

solving the benchmark functions with higher dimensions,

the scalability analysis for HHSC is conducted by

extending the dimensional size of the given problems. The

statistical results of all comparative methods using the

Friedman ranking test for classical problems at Dim = 50,

100, and 500 are given in Tables 5, 6 and 7, respectively,

including average, mean, and STD values for each prob-

lem. The summation, mean rank, and final ranking of the

Friedman ranking test for the tested optimization methods

are also demonstrated. As noted in Table 5, the proposed

method achieved the best solutions in most of the given

cases, including F1, F2, F3, F4, F9, F10, and F11. More-

over, the proposed HHSC method obtained the lowest

value of the Friedman ranking test (i.e., the first ranking)

compared to other well-known optimization methods at

Fig. 4 continued
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Fig. 5 The influence of the number of solutions (i.e., N) tested on various classical functions
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Fig. 5 continued
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Fig. 5 continued

Engineering with Computers (2023) 39:1843–1883 1857

123



Ta
bl
e
3

R
es

u
lt

s
o

f
th

e
co

m
p

ar
at

iv
e

m
et

h
o

d
s

u
si

n
g

th
e

cl
as

si
ca

l
b

en
ch

m
ar

k
fu

n
ct

io
n

s
(F

1
–

F
1

3
),

w
h

er
e

D
im

=
1

0

F
u

n
M

ea
su

re
H

H
S

C
H

H
O

G
O

A
S

S
A

W
O

A
S

C
A

D
A

G
W

O
P

S
O

A
L

O
M

P
A

E
O

F
1

W
o
rs

t
0
.0

0
0
E
?

0
0

4
.5

3
9
E
-

9
5

1
.0

0
0
E
þ

0
3

1
.0

2
9
E
-

0
2

6
.9

2
7
E
-

2
6

1
.0

4
4
E
-

0
2

1
.1

7
5
E
þ

0
3

7
.2

7
8
E
-

1
5

3
.4

8
7
E
-

0
2

2
.7

2
8
E
-

0
1

3
.3

8
9
E
-

2
8

5
.6

6
0
E
-

2
1

M
ea

n
0
.0

0
0
E
þ

0
0

1
.2

0
2
E
-

9
5

4
.2

2
8
E
þ

0
2

2
.6

9
3
E
-

0
3

1
.7

5
4
E
-

2
6

2
.8

3
8
E
-

0
3

6
.9

1
8
E
þ

0
2

4
.4

4
5
E
-

1
5

1
.1

1
3
E
-

0
2

6
.8

6
7
E
-

0
2

8
.9

4
0
E
-

2
9

2
.3

8
4
E
-

2
1

B
es

t
0
.0

0
0
E
þ

0
0

7
.9

7
2
E
-

1
0
7

3
.4

3
7
E
þ

0
1

8
.7

7
3
E
-

0
7

1
.1

6
5
E
-

3
4

2
.1

8
3
E
-

0
7

2
.1

1
0
E
þ

0
2

3
.7

5
0
E
-

1
6

7
.8

2
5
E
-

0
4

1
.1

5
2
E
-

0
4

3
.3

3
9
E
-

3
0

2
.7

9
3
E
-

2
3

S
T

D
0
.0

0
0
E
þ

0
0

2
.2

2
8
E
-

9
5

4
.4

1
7
E
þ

0
2

5
.0

7
2
E
-

0
3

3
.4

4
9
E
-

2
6

5
.0

8
8
E
-

0
3

4
.2

3
1
E
þ

0
2

3
.3

3
3
E
-

1
5

1
.5

9
2
E
-

0
2

1
.3

6
1
E
-

0
1

1
.6

6
4
E
-

2
8

2
.7

6
2
E
-

2
1

F
2

W
o
rs

t
0
.0

0
0
E
þ

0
0

2
.6

5
2
E
-

4
0

5
.1

6
8
E
þ

0
1

6
.8

7
1
E
þ

0
0

4
.0

1
4
E
-

2
1

7
.0

6
4
E
-

0
5

2
.0

5
4
E
þ

0
1

7
.0

7
0
E
-

1
0

5
.8

5
9
E
-

0
1

4
.1

8
4
E
þ

0
1

3
.4

1
3
E
-

1
8

2
.9

7
3
E
-

1
2

M
ea

n
0
.0

0
0
E
þ

0
0

6
.6

3
1
E
-

4
1

3
.5

3
7
E
þ

0
1

3
.1

8
1
E
þ

0
0

1
.0

6
7
E
-

2
1

2
.1

3
2
E
-

0
5

1
.3

0
5
E
þ

0
1

3
.2

7
1
E
-

1
0

3
.0

7
1
E
-

0
1

1
.9

5
3
E
þ

0
1

2
.5

6
1
E
-

1
8

8
.2

2
8
E
-

1
3

B
es

t
0
.0

0
0
E
þ

0
0

4
.5

8
8
E
-

5
6

1
.8

4
0
E
þ

0
1

1
.0

6
8
E
-

0
1

1
.0

4
7
E
-

4
0

4
.0

4
5
E
-

0
8

4
.8

9
0
E
þ

0
0

1
.5

3
3
E
-

1
1

4
.2

5
5
E
-

0
2

5
.1

2
1
E
þ

0
0

1
.7

4
2
E
-

1
8

4
.4

9
0
E
-

1
4

S
T

D
0
.0

0
0
E
þ

0
0

1
.3

2
6
E
-

4
0

1
.3

9
8
E
þ

0
1

3
.5

3
7
E
þ

0
0

1
.9

6
8
E
-

2
1

3
.3

1
6
E
-

0
5

6
.4

8
4
E
þ

0
0

2
.9

5
2
E
-

1
0

2
.5

9
9
E
-

0
1

1
.6

5
3
E
þ

0
1

8
.6

7
4
E
-

1
9

1
.4

3
4
E
-

1
2

F
3

W
o
rs

t
0
.0

0
0
E
þ

0
0

1
.3

8
2
E
-

7
0

5
.7

1
2
E
þ

0
3

2
.1

2
6
E
þ

0
2

7
.0

4
9
E
þ

0
3

7
.1

4
4
E
þ

0
0

6
.8

9
7
E
þ

0
3

3
.1

7
4
E
-

0
6

5
.9

5
8
E
þ

0
0

4
.2

7
9
E
þ

0
3

2
.9

0
0
E
-

0
9

5
.3

3
1
E
-

0
8

M
ea

n
0
.0

0
0
E
þ

0
0

3
.4

5
5
E
-

7
1

2
.4

3
2
E
þ

0
3

1
.3

3
5
E
þ

0
2

4
.8

7
7
E
þ

0
3

3
.5

0
4
E
þ

0
0

4
.2

8
6
E
þ

0
3

1
.4

7
6
E
-

0
6

2
.6

4
3
E
þ

0
0

2
.8

0
2
E
þ

0
3

7
.2

5
3
E
-

1
0

2
.3

9
4
E
-

0
8

B
es

t
0
.0

0
0
E
þ

0
0

1
.7

9
5
E
-

8
0

9
.4

9
5
E
þ

0
2

5
.8

1
1
E
þ

0
0

1
.9

0
6
E
þ

0
3

2
.5

2
9
E
-

0
1

4
.3

1
4
E
þ

0
2

1
.4

5
0
E
-

0
7

6
.8

4
6
E
-

0
2

1
.6

5
2
E
þ

0
3

9
.1

4
1
E
-

1
4

1
.0

5
5
E
-

1
1

S
T

D
0
.0

0
0
E
þ

0
0

6
.9

1
1
E
-

7
1

2
.2

3
3
E
þ

0
3

9
.6

9
2
E
þ

0
1

2
.2

4
6
E
þ

0
3

3
.2

9
6
E
þ

0
0

2
.7

8
1
E
þ

0
3

1
.2

8
4
E
-

0
6

2
.4

6
2
E
þ

0
0

1
.0

9
7
E
þ

0
3

1
.4

5
0
E
-

0
9

2
.7

5
2
E
-

0
8

F
4

W
o
rs

t
0
.0

0
0
E
þ

0
0

1
.1

0
1
E
-

4
5

5
.8

8
0
E
þ

0
1

6
.0

1
5
E
þ

0
0

2
.2

3
5
E
þ

0
1

4
.1

7
6
E
-

0
1

3
.0

6
1
E
þ

0
1

2
.0

8
0
E
-

0
4

6
.4

4
9
E
-

0
1

3
.7

0
3
E
þ

0
1

1
.1

8
7
E
-

1
1

1
.5

4
9
E
-

0
8

M
ea

n
0
.0

0
0
E
þ

0
0

3
.6

3
7
E
-

4
6

4
.5

1
5
E
þ

0
1

1
.9

2
8
E
þ

0
0

1
.1

3
4
E
þ

0
1

2
.3

6
0
E
-

0
1

1
.6

3
9
E
þ

0
1

6
.3

0
5
E
-

0
5

4
.9

8
9
E
-

0
1

2
.2

7
5
E
þ

0
1

5
.2

4
6
E
-

1
2

7
.0

0
6
E
-

0
9

B
es

t
0
.0

0
0
E
þ

0
0

3
.8

0
6
E
-

5
0

1
.2

5
0
E
þ

0
1

1
.3

6
8
E
-

0
1

2
.4

3
0
E
þ

0
0

9
.2

4
1
E
-

0
2

7
.3

3
4
E
þ

0
0

2
.5

0
5
E
-

0
6

3
.6

4
9
E
-

0
1

9
.9

7
3
E
þ

0
0

9
.1

3
5
E
-

1
3

3
.4

7
2
E
-

0
9

S
T

D
0
.0

0
0
E
þ

0
0

5
.1

7
0
E
-

4
6

2
.1

8
6
E
þ

0
1

2
.7

7
9
E
þ

0
0

9
.6

9
3
E
þ

0
0

1
.5

1
9
E
-

0
1

9
.9

6
9
E
þ

0
0

9
.7

1
8
E
-

0
5

1
.1

4
6
E
-

0
1

1
.2

3
6
E
þ

0
1

4
.6

7
4
E
-

1
2

5
.7

0
4
E
-

0
9

F
5

W
o
rs

t
1
.0

8
4
E
-

0
2

7
.0

8
5
E
-

0
2

1
.0

4
8
E
þ

0
7

2
.8

5
9
E
þ

0
3

8
.9

5
0
E
þ

0
0

3
.6

3
8
E
þ

0
1

1
.6

1
7
E
þ

0
6

8
.9

6
9
E
þ

0
0

3
.8

5
3
E
þ

0
1

1
.9

5
2
E
þ

0
4

7
.4

0
3
E
þ

0
0

8
.9

2
9
E
þ

0
0

M
ea

n
4
.8

8
7
E
-

0
3

2
.2

6
4
E
-

0
2

4
.4

8
5
E
þ

0
6

1
.5

4
9
E
þ

0
3

8
.7

0
5
E
þ

0
0

1
.6

0
6
E
þ

0
1

6
.6

6
3
E
þ

0
5

8
.4

6
8
E
þ

0
0

1
.4

5
2
E
þ

0
1

5
.7

7
6
E
þ

0
3

6
.7

9
9
E
þ

0
0

8
.2

4
9
E
þ

0
0

B
es

t
3
.8

8
3
E
-

0
4

2
.2

3
7
E
-

0
3

6
.0

3
7
E
þ

0
5

1
.2

0
1
E
þ

0
2

8
.1

7
1
E
þ

0
0

8
.8

5
9
E
þ

0
0

1
.9

6
9
E
þ

0
5

7
.0

0
1
E
þ

0
0

1
.9

4
8
E
þ

0
0

3
.7

5
9
E
þ

0
2

6
.3

1
6
E
þ

0
0

7
.2

1
6
E
þ

0
0

S
T

D
4
.3

5
1
E
-

0
3

3
.2

5
4
E
-

0
2

4
.2

1
2
E
þ

0
6

1
.4

3
7
E
þ

0
3

3
.6

7
4
E
-

0
1

1
.3

5
6
E
þ

0
1

6
.6

3
5
E
þ

0
5

9
.7

7
7
E
-

0
1

1
.6

3
4
E
þ

0
1

9
.2

2
3
E
þ

0
3

5
.0

2
8
E
-

0
1

7
.8

3
0
E
-

0
1

F
6

W
o
rs

t
1
.2

1
7
E
-

0
3

2
.7

4
2
E
-

0
3

1
.1

0
1
E
þ

0
3

2
.7

7
9
E
-

0
5

1
.4

3
2
E
þ

0
0

1
.1

7
7
E
þ

0
0

1
.2

0
6
E
þ

0
3

7
.4

9
8
E
-

0
1

2
.7

0
6
E
-

0
2

9
.9

8
0
E
þ

0
0

1
.9

5
9
E
-

0
1

4
.4

7
2
E
-

0
1

M
ea

n
4
.9

3
4
E
-

0
4

1
.2

5
7
E
-

0
3

4
.4

4
8
E
þ

0
2

8
.9

0
0
E
-

0
6

9
.4

7
0
E
-

0
1

1
.0

9
1
E
þ

0
0

6
.9

9
3
E
þ

0
2

6
.5

4
0
E
-

0
1

1
.3

7
3
E
-

0
2

2
.5

0
1
E
þ

0
0

4
.9

0
1
E
-

0
2

1
.6

0
3
E
-

0
1

B
es

t
1
.9

4
8
E
-

0
5

2
.2

0
3
E
-

0
5

1
.6

0
3
E
þ

0
1

1
.0

9
7
E
-

0
7

6
.0

1
1
E
-

0
1

9
.8

1
0
E
-

0
1

1
.4

3
2
E
þ

0
2

4
.9

9
5
E
-

0
1

2
.4

7
0
E
-

0
5

1
.7

2
3
E
-

0
3

1
.3

2
0
E
-

0
9

9
.9

1
5
E
-

0
4

S
T

D
5
.1

0
9
E
-

0
4

1
.1

2
5
E
-

0
3

5
.2

2
1
E
þ

0
2

1
.2

7
6
E
-

0
5

3
.9

2
5
E
-

0
1

8
.1

9
3
E
-

0
2

4
.3

9
9
E
þ

0
2

1
.1

6
6
E
-

0
1

1
.1

8
6
E
-

0
2

4
.9

8
6
E
þ

0
0

9
.7

9
5
E
-

0
2

2
.1

0
9
E
-

0
1

F
7

W
o
rs

t
1
.1

8
1
E
-

0
5

7
.9

3
9
E
-

0
4

1
.6

3
6
E
þ

0
1

2
.0

3
0
E
-

0
1

2
.2

9
5
E
-

0
2

5
.8

3
3
E
-

0
2

9
.8

1
9
E
-

0
1

1
.2

2
0
E
-

0
2

1
.4

0
2
E
-

0
1

7
.5

8
3
E
-

0
1

2
.2

4
8
E
-

0
3

1
.9

6
9
E
-

0
3

M
ea

n
5
.8

6
4
E
-

0
6

5
.2

5
8
E
-

0
4

1
.2

8
9
E
þ

0
1

1
.1

2
8
E
-

0
1

8
.2

4
5
E
-

0
3

3
.2

4
6
E
-

0
2

4
.0

3
7
E
-

0
1

5
.7

0
6
E
-

0
3

1
.0

3
2
E
-

0
1

5
.1

9
2
E
-

0
1

1
.2

9
9
E
-

0
3

1
.2

8
8
E
-

0
3

B
es

t
1
.1

5
4
E
-

0
6

2
.3

3
0
E
-

0
4

8
.5

2
1
E
þ

0
0

7
.0

5
6
E
-

0
2

5
.2

8
4
E
-

0
4

4
.9

6
1
E
-

0
3

8
.6

4
0
E
-

0
2

2
.2

0
9
E
-

0
3

4
.1

5
8
E
-

0
2

3
.0

3
4
E
-

0
1

4
.9

8
7
E
-

0
4

6
.9

8
1
E
-

0
4

S
T

D
4
.4

6
4
E
-

0
6

3
.0

7
7
E
-

0
4

3
.5

8
2
E
þ

0
0

6
.1

9
9
E
-

0
2

1
.0

2
5
E
-

0
2

2
.9

6
1
E
-

0
2

4
.2

3
8
E
-

0
1

4
.4

5
2
E
-

0
3

4
.2

9
0
E
-

0
2

2
.3

9
4
E
-

0
1

7
.9

3
2
E
-

0
4

5
.2

4
0
E
-

0
4

F
8

W
o
rs

t
-

7
.7

1
8
E
þ

2
9

-
3
.5

2
4
E
þ

0
3

-
2
.2

6
8
E
þ

0
3

-
2
.6

2
9
E
þ

0
3

-
2
.4

3
7
E
þ

0
3

-
1
.6

8
7
E
þ

0
3

-
1
.5

1
3
E
þ

0
3

-
1
.9

7
3
E
þ

0
3

-
1
.2

6
3
E
þ

0
3

-
1
.9

0
7
E
þ

0
3

-
2
.8

2
8
E
þ

0
3

-
2
.0

5
4
E
þ

0
3

M
ea

n
-

5
.4

1
5
E
þ

4
1

-
4
.0

2
2
E
þ

0
3

-
2
.6

7
1
E
þ

0
3

-
2
.8

9
8
E
þ

0
3

-
3
.1

0
2
E
þ

0
3

-
1
.8

1
6
E
þ

0
3

-
1
.8

6
9
E
þ

0
3

-
2
.3

7
7
E
þ

0
3

-
1
.7

4
2
E
þ

0
3

-
2
.0

3
6
E
þ

0
3

-
3
.2

1
7
E
þ

0
3

-
2
.5

6
1
E
þ

0
3

B
es

t
-

2
.1

6
6
E
þ

4
2

-
4
.1

9
0
E
þ

0
3

-
3
.1

0
1
E
þ

0
3

-
3
.1

5
1
E
þ

0
3

-
4
.1

7
7
E
þ

0
3

-
1
.9

9
7
E
þ

0
3

-
2
.2

0
9
E
þ

0
3

-
3
.0

4
3
E
þ

0
3

-
2
.7

6
4
E
þ

0
3

-
2
.1

5
6
E
þ

0
3

-
3
.5

1
9
E
þ

0
3

-
2
.9

6
8
E
þ

0
3

S
T

D
1
.0

8
3
E
þ

4
2

3
.3

1
9
E
þ

0
2

4
.6

3
5
E
þ

0
2

2
.4

9
3
E
þ

0
2

7
.5

3
7
E
þ

0
2

1
.5

2
2
E
þ

0
2

3
.1

1
7
E
þ

0
2

4
.8

4
2
E
þ

0
2

7
.0

1
1
E
þ

0
2

1
.0

2
2
E
þ

0
2

3
.1

4
2
E
þ

0
2

3
.9

5
5
E
þ

0
2

F
9

W
o
rs

t
0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

1
.5

1
2
E
þ

0
2

6
.1

6
9
E
þ

0
1

0
.0

0
0
E
þ

0
0

4
.3

5
7
E
-

0
3

8
.3

2
2
E
þ

0
1

4
.9

1
1
E
þ

0
0

2
.2

9
3
E
þ

0
1

5
.0

7
4
E
þ

0
1

2
.9

5
6
E
-

1
2

6
.2

9
7
E
þ

0
0

M
ea

n
0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

1
.2

7
8
E
þ

0
2

3
.9

8
0
E
þ

0
1

0
.0

0
0
E
þ

0
0

1
.0

9
9
E
-

0
3

6
.8

6
4
E
þ

0
1

3
.8

7
0
E
þ

0
0

1
.6

1
1
E
þ

0
1

4
.1

0
4
E
þ

0
1

7
.3

9
0
E
-

1
3

2
.8

8
4
E
þ

0
0

B
es

t
0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

1
.0

8
5
E
þ

0
2

2
.4

8
7
E
þ

0
1

0
.0

0
0
E
þ

0
0

2
.5

2
6
E
-

0
6

5
.6

4
5
E
þ

0
1

2
.3

7
2
E
þ

0
0

8
.4

0
5
E
þ

0
0

2
.2

8
8
E
þ

0
1

0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

S
T

D
0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

1
.7

7
6
E
þ

0
1

1
.5

9
8
E
þ

0
1

0
.0

0
0
E
þ

0
0

2
.1

7
2
E
-

0
3

1
.2

3
1
E
þ

0
1

1
.1

8
7
E
þ

0
0

6
.3

9
6
E
þ

0
0

1
.2

4
4
E
þ

0
1

1
.4

7
8
E
-

1
2

2
.9

0
9
E
þ

0
0

F
1
0

W
o
rs

t
8
.8

8
2
E
-

1
6

8
.8

8
2
E
-

1
6

2
.0

0
6
E
þ

0
1

1
.9

9
6
E
þ

0
1

7
.4

3
4
E
-

1
3

1
.9

9
7
E
þ

0
1

1
.9

9
6
E
þ

0
1

7
.1

7
4
E
-

0
8

1
.1

6
7
E
þ

0
0

1
.4

8
0
E
þ

0
1

1
.5

1
0
E
-

1
4

4
.3

9
5
E
-

1
1

M
ea

n
8
.8

8
2
E
-

1
6

8
.8

8
2
E
-

1
6

1
.9

8
6
E
þ

0
1

1
.5

2
1
E
þ

0
1

3
.7

3
9
E
-

1
3

5
.0

0
0
E
þ

0
0

1
.5

4
0
E
þ

0
1

2
.1

2
8
E
-

0
8

3
.4

5
7
E
-

0
1

1
.2

3
1
E
þ

0
1

7
.1

0
5
E
-

1
5

1
.8

0
7
E
-

1
1

B
es

t
8
.8

8
2
E
-

1
6

8
.8

8
2
E
-

1
6

1
.9

6
8
E
þ

0
1

1
.1

5
5
E
þ

0
0

2
.9

3
1
E
-

1
4

9
.5

4
6
E
-

0
4

1
.0

1
4
E
þ

0
1

1
.2

1
1
E
-

0
9

2
.1

5
7
E
-

0
3

7
.0

6
5
E
þ

0
0

4
.4

4
1
E
-

1
5

6
.8

3
0
E
-

1
3

S
T

D
0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

1
.7

7
2
E
-

0
1

9
.3

7
2
E
þ

0
0

3
.9

2
6
E
-

1
3

9
.9

7
8
E
þ

0
0

4
.2

8
4
E
þ

0
0

3
.3

7
7
E
-

0
8

5
.5

0
2
E
-

0
1

3
.5

4
4
E
þ

0
0

5
.3

2
9
E
-

1
5

2
.0

1
9
E
-

1
1

F
1
1

W
o
rs

t
0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

3
.2

2
6
E
þ

0
0

2
.5

5
1
E
-

0
1

5
.9

5
0
E
-

0
1

2
.4

3
6
E
-

0
1

1
.8

2
3
E
þ

0
1

1
.0

9
9
E
-

0
1

4
.1

0
3
E
þ

0
1

3
.4

0
2
E
-

0
1

7
.3

2
7
E
-

1
5

1
.1

4
4
E
-

0
1

M
ea

n
0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

1
.6

9
6
E
þ

0
0

1
.2

4
3
E
-

0
1

1
.4

8
8
E
-

0
1

1
.6

8
2
E
-

0
1

1
.0

4
4
E
þ

0
1

6
.2

8
7
E
-

0
2

2
.4

2
0
E
þ

0
1

2
.0

6
2
E
-

0
1

1
.8

3
2
E
-

1
5

5
.4

1
1
E
-

0
2

1858 Engineering with Computers (2023) 39:1843–1883

123



Dim = 50. Clearly, the results proved the efficacy of the

proposed HHSC method.

In case the dimension size is 100 (see Table 6), the

proposed method achieved the best solutions in most of the

given cases, including F1, F2, F3, F4, F9, F10, and F11.

This reflects the ability of the HHSC in solving high

dimensional problems. According to the results of the

Friedman ranking test, the proposed HHSC got the best

results and is ranked as the first method, followed by HHO,

MPA, EO, WOA, PSO, SCA, DA, ALO, SSA, and GOA.

As well, HHSC got the smallest summation value and

mean rank value compared to other methods. We noticed

that the ability of the proposed method (HHSC) in solving

higher-dimensional problems is stable and its scalability is

excellent. To confirm the mentioned assumption, higher

dimensional size is further investigated by using the

dimension size equal to 500 as shown in Table 7. In this

experiment, the performance of the proposed HHSC is still

better than almost all the comparative methods. It got

several best solutions for the given problems (i.e., F1, F2,

F3, F4, F9, F10, and F11) although the complexity of the

problems is higher. According to the statistical test, the

proposed HHSC got the first ranking, followed by HHO,

MAP, WOA, EO, GWO, PSO, DA, SCA, ALO, SSA, and

GOA. We concluded that the proposed HHSC method has

distinguished advantages in addressing problems with

higher dimensions.

3.1.6 Convergence curves using classical benchmark
functions

In this section, the convergence curves of the tested

methods are given in Fig. 6 to prove the ability of the

proposed HHSC method and to show its behavior during

solving the problems. Due to the local optima problem, the

exploitation searchability of conventional HHS has been

boosted by proposing a new version of hybrid HHO and

SCA. Hence, the convergence velocity can be increased as

illustrated in figure; convergence curves of F1, F2, F3, F4,

F5, F6, F7, F8, F9, F10, F11, F14, F21, F22, and F23 can

prove this fact. The proposed HHSC method can improve

the exploitation searchability of HHO by the gradual

changes of SCA in the current solutions, and it can evi-

dently improve the convergence efficiency of HHO. The

incorporated local optima method can make the proposed

HHSC method efficient by getting a balance between

exploration and exploitation trends. As shown in Fig. 6,

HHSC got a better convergence rate than the original HHO

in all cases, recommending that, with applying the HHO

and SCA search strategies, the convergence production of

the conventional HHO can be enhanced considerably as in

F1, F2, F3, F4, F5, etc. Moreover, with the fastest con-

vergence acceleration, HHSC defeated all otherTa
bl
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comparative optimization methods in handling these

problems. As illustrated earlier, it can be concluded that

the proposed HHSC is not only powerful and effective in

achieving the best results, but it also includes a higher

convergence speed than other optimization methods, which

shows that the proposed HHSC has a high potential to be

employed to particular practical optimization problems.

3.2 CEC2019 benchmark functions

In this part, a set of complex and recent benchmark

functions, called CEC2019, is used to investigate the per-

formance of the proposed HHSC method in solving

advanced problems. Table 8 shows the characteristics of

the ten CEC2019 benchmark functions, including the

number of functions (No.), mathematical presentation, best

value, dimension size, and the given search space.

Table 9 shows the results of the comparative methods

on the tested functions. The proposed HHSC method is

compared with other well-known optimization methods

published in the literature, including HHO, GOA, SSA,

WOA, SCA, DA, GWO, PSO, ALO, MPA, and EO. The

proposed method is evaluated also in terms of the worst,

mean, and best fitness values. As well, the STD is given for

the obtained results. The proposed method as shown in

Table 9 got the best results in three cases (i.e., F6, F8,

F10). In comparison with other methods, the proposed

HHSC obtained better results almost in all cases.

According to the Friedman test, the proposed method got

the smallest summation value and mean rank. Moreover,

the proposed method is reported as the best method com-

pared to all comparative methods. It achieved first ranking,

followed by ALO, MPA, PSO, SSA, EO, HHO, GOA,

GWO, WOA, SCA, and finally, DA. We concluded that

the proposed method (HHSC) is also efficient in solving

complex problems. The modification improves the ability

of conventional HHO to find better solutions for these

problems.

The convergence speed of the tested methods is plotted

in Fig. 7 and is compared through the algorithm’s con-

vergence curve. In these sub-figures, the mean fitness

values during a course of repetitions of the tested methods

are shown. On the horizontal axis, the number of iterations

is given alongside the fitness function values, which is

shown on the vertical axis of the graphs. From the sub-

figures, it can be clearly seen that the proposed HHSC

method is better in terms of convergence speed compared

to other optimization methods. One of the main features of

the proposed HHSC is that it controls the diversity of the

solutions. The gradual changes strategy of SCA helps the

proposed HHSC to avoid the high heterogeneity or high

disruption of search solutions through the optimization

process (searching). This strategy can produce a moreTa
bl
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satisfying balance between the search strategies in the last

phase. Such a strategy is beneficial for the cases that the

search area is constrained, and unnecessary exploration can

reduce the convergence acceleration of the proposed

HHSC without improving the quality of solutions. More-

over, the proposed HHSC acquires all core advantages of

the HHO and SCA together. Additionally, one more benefit

is that the proposed HHSC obtained high-quality solutions

compared to conventional HHO and SCA as well.

3.3 Experiment 2: engineering design problems

In this section, five engineering design problems are used

to further confirm the effectiveness of the proposed HHSC

method, which are listed below.

• Tension/compression spring design problem.

• Pressure vessel design problem.

• Welded beam design problem.

• Three-bar truss design problem.

• Speed reducer design problem.

These optimization problems are generally recognized and

have been applied to sufficiently reveal the ability of the

proposed methods in solving complex real-world engi-

neering problems [71, 72]. The proposed HHSC method is

compared with other well-known optimization methods

published in the literature. Note that, for the HHSC, the

number of solutions (population size) is fixed to 50, and the

total number of iterations is fixed to 1000.

In this paper, general and bound-constrained optimiza-

tion problems are taken to investigate the effectiveness of

the proposed HHSC method. For the bound-constrained

optimization problems [73], each design variable is usually

needed to present a boundary limitation:

LBj � xij �UBj; j ¼ 1; 2; . . .; n ð18Þ

where LBj and UBj are the lower bound and upper bound

of the position xij, and n is the number of given positions.

Furthermore, a general constrained problem can be usually

given as:

min f ðXÞ
X ¼ fx11; x1j; . . .; x1ng

s:t: giðXÞ� 0; j ¼ 1; 2; . . .;m

hkðXÞ ¼ 0; k ¼ 1; 2; . . .; l

LBj � xij �UBj; j ¼ 1; 2; . . .; n

ð19Þ

where m is the number of various constraints, and l is the

number of equilibrium constraints.

In the achievement evaluation of the proposed HHSC

method, all the constrained problems in Eq. (19) are out-

lined in the bound-constrained design by utilizing the static

cost function. For any infeasible solution, a cost functionTa
bl
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will be merged with the targeted objective function. Due to

its advantage in trade, the static cost function is explained.

It only needs an auxiliary cost function and is proper for all

various problems [74, 75]. By using this procedure, the

above-mentioned constrained optimization problem can be

given in Eq. (20).

f ðXÞ ¼ f ðXÞ
Xm
j¼1

Pej maxfgiðXÞ; 0g

þ
Xn
k¼1

Pek maxfjhkðXÞ � ej; 0g
ð20Þ

where Pej and Pek are cost functions and usually charged a

significant value. e is the error of equilibrium constraints,

which is set to 1e� 6 in this paper.

3.3.1 Tension/compression spring design problem

The tension/compression spring design problem is pre-

sented to degrade the total weight of a given spring [76].

Three variables are investigated in this problem: wire

diameter (d), mean coil diameter (D), and the number of

active coils (N), as given in Fig. 8. The result of the pro-

posed HHSC is compared with other well-known methods,

including PSO [77], HS [78], MPM [79] GSA [80], ES

[81], MFO [18], BA [82], WOA [63], MVO [83], RO [84],

and HHO [34].

Table 10 presents the results of the proposed HHSC and

the other well-known comparative methods on this appli-

cation. As well, the obtained constraints values and optimal

decision variables of the obtained optimal solution for all

the comparative methods are presented in Table 10. It is

evident from Table 10 that the proposed HHSC is a

superior method compared to other well-known optimiza-

tion methods by producing better results where the optimal

variables at x� ¼ ðd ¼ 0:0565354231;D ¼
0:5470311127;N ¼ 4:4803180173) with the best value of

the objective function: F(x�Þ ¼ 0:0113305147. Figure 9

draws the curves of the objective values, the trajectory of

the first solution, and the convergence curve of the pro-

posed HHSC when solving the tension/compression spring

design problem. The HHSC method arrived at the optimal

solution very fast, before the iteration number 50,

according to the presented convergence curve in Fig. 9.

The curves of the decision variables and the trajectory of

the first solution are provided to show the ability of the

HHSC to explore the search space.

3.3.2 Pressure vessel design problem

The pressure vessel design problem is presented to reduce

the total cost of the cylindrical pressure vessel [85]. FourTa
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variables are analyzed and studied in this problem,

including the width of the shell (Ts), the width of the head

(Th), internal radius (R), and height of the cylindrical part

without studying the head (L), as shown in Fig. 10. The

result of the proposed HHSC is compared with other well-

known methods, including Branch-bound [86], OBSCA

[87], HS [88], GA [89], CSCA [90], CPSO [77], PSO-SCA

[91], MVO [83], HPSO [92], WOA [63], ES [81], GSA

[80], and ACO [93].

Table 11 presents the results of the proposed HHSC

method and the other well-known comparative methods:

Branch-bound, OBSCA, HS, GA, CSCA, PSO-SCA,

MVO, HPSO, WOA, ES, GSA, and ACO on this appli-

cation. As well, the obtained constraints values and opti-

mal decision variables of the optimal solution for all the

comparative methods are presented in Table 11. It is evi-

dent from Table 11 that the proposed HHSC defeated

almost all well-known optimization methods by giving

optimal variables at x� ¼ ðTs ¼ 0:8156485; Th ¼
0:426025476;R ¼ 0:4209198565; L ¼ 176:7402563141)

with the best value of the objective function:

Fðx�Þ ¼ 6046:632127. Figure 11 represents the curves of

the decision values, the trajectory of the 1st solution, and

the convergence curve of the proposed HHSC when

solving the pressure vessel design problem. The proposed

HHSC archived the optimal solution at the beginning of

the enhancement process and it is clear that the diversity of

the solution is stable as shown in Fig. 11. Moreover, we

concluded that the proposed HHSC method obtained the

most fitting parameters and the minimum objective

function.

3.3.3 Welded beam design problem

The welded beam design problem is presented to reduce

the total cost of a welded beam. Four variables are

investigated in this problem: the width of weld (h), the

height of the clamped bar (l), the length of the bar (t), and

the width of the bar (b), as shown in Fig. 12. The result of

the proposed HHSC is compared with other well-known

methods, including GA [94], ABC [95], SIMPLEX [95],

APPROX [95], CPSO [77], WOA [63], DAVID [95],

CSCA [90], GSA [83], HS [78], MVO [83], OBSCA [87],

and RO [84].

Table 12 presents the results of the proposed HHSC and

the other well-known comparative methods: GA, ABC,

SIMPLEX, APPROX, CPSO, WOA, DAVID, CSCA,

GSA, HS, MVO, OBSCA, and RO on this application. As

well, the obtained constraints values and optimal decision

variables of the optimal solution for all the comparative

methods are presented in Table 12. It is evident from

Table 12 that the proposed HHSC obtained promisingTa
bl
e
7

(c
o

n
ti

n
u

ed
)

F
u
n

M
ea

su
re

H
H

S
C

H
H

O
G

O
A

S
S

A
W

O
A

S
C

A
D

A
G

W
O

P
S

O
A

L
O

M
P

A
E

O

S
T

D
0
.0

0
0
E
þ

0
0

0
.0

0
0
E
þ

0
0

2
.0

5
3
E
þ

0
2

3
.0

8
1
E
þ

0
2

5
.5

5
1
E
-

1
7

2
.5

8
6
E
þ

0
2

3
.4

7
6
E
þ

0
2

2
.8

1
0
E
-

0
1

1
.2

0
1
E
þ

0
2

1
.0

4
0
E
þ

0
3

0
.0

0
0
E
þ

0
0

7
.1

7
1
E
-

0
9

F
1
2

W
o
rs

t
5
.9

6
9
E
-

0
3

2
.2

9
1
E
-

0
4

1
.6

7
9
E
þ

0
9

2
.4

8
7
E
þ

0
9

6
.3

1
0
E
-

0
1

2
.7

2
4
E
þ

0
9

8
.0

3
7
E
þ

0
8

2
.6

1
3
E
þ

0
0

1
.6

3
8
E
þ

0
7

3
.1

3
5
E
þ

0
9

6
.8

0
6
E
-

0
1

9
.8

7
7
E
-

0
1

M
ea

n
2
.7

8
5
E
-

0
3

6
.8

5
0
E
-

0
5

1
.3

8
7
E
þ

0
9

2
.0

0
1
E
þ

0
9

5
.8

7
3
E
-

0
1

2
.0

5
4
E
þ

0
9

4
.5

5
3
E
þ

0
8

1
.9

4
2
E
þ

0
0

1
.0

8
4
E
þ

0
7

1
.2

1
2
E
þ

0
9

6
.5

8
4
E
-

0
1

9
.1

7
7
E
-

0
1

B
es

t
1
.2

9
6
E
-

0
4

6
.0

1
7
E
-

0
7

1
.0

7
7
E
þ

0
9

1
.5

7
8
E
þ

0
9

5
.2

9
1
E
-

0
1

1
.4

2
8
E
þ

0
9

6
.7

1
9
E
þ

0
6

1
.2

7
5
E
þ

0
0

3
.7

7
8
E
þ

0
6

4
.0

1
3
E
þ

0
8

6
.4

1
4
E
-

0
1

8
.1

6
4
E
-

0
1

S
T

D
3
.0

7
7
E
-

0
3

1
.0

8
9
E
-

0
4

2
.4

6
1
E
þ

0
8

3
.8

4
6
E
þ

0
8

4
.9

3
5
E
-

0
2

5
.5

8
4
E
þ

0
8

3
.8

8
0
E
þ

0
8

6
.0

5
2
E
-

0
1

5
.5

1
9
E
þ

0
6

1
.2

8
8
E
þ

0
9

1
.7

0
5
E
-

0
2

7
.4

6
3
E
-

0
2

F
1
3

W
o
rs

t
4
.0

7
9
E
-

0
1

6
.5

3
3
E
-

0
2

3
.3

5
2
E
þ

0
9

4
.1

6
4
E
þ

0
9

1
.8

0
4
E
þ

0
1

3
.2

4
1
E
þ

0
9

2
.7

0
7
E
þ

0
9

3
.7

1
7
E
þ

0
1

6
.0

5
3
E
þ

0
7

5
.6

0
7
E
þ

0
9

1
.9

9
6
E
þ

0
1

1
.9

5
9
E
þ

0
1

M
ea

n
1
.2

1
7
E
-

0
1

3
.0

4
0
E
-

0
2

2
.9

4
4
E
þ

0
9

3
.4

1
9
E
þ

0
9

1
.5

5
0
E
þ

0
1

2
.8

6
7
E
þ

0
9

1
.7

9
9
E
þ

0
9

3
.0

5
8
E
þ

0
1

4
.3

0
8
E
þ

0
7

4
.1

1
4
E
þ

0
9

1
.9

8
5
E
þ

0
1

1
.9

4
3
E
þ

0
1

B
es

t
1
.3

1
7
E
-

0
2

2
.2

9
6
E
-

0
6

2
.3

8
6
E
þ

0
9

2
.2

7
8
E
þ

0
9

1
.2

8
9
E
þ

0
1

2
.4

7
4
E
þ

0
9

1
.0

1
2
E
þ

0
9

2
.4

5
8
E
þ

0
1

2
.6

1
5
E
þ

0
7

3
.0

9
9
E
þ

0
9

1
.9

7
2
E
þ

0
1

1
.9

3
0
E
þ

0
1

S
T

D
1
.9

1
4
E
-

0
1

3
.5

2
2
E
-

0
2

4
.2

2
5
E
þ

0
8

8
.3

4
4
E
þ

0
8

2
.1

4
4
E
þ

0
0

4
.1

8
5
E
þ

0
8

7
.7

9
8
E
þ

0
8

5
.3

0
9
E
þ

0
0

1
.4

0
6
E
þ

0
7

1
.0

8
4
E
þ

0
9

1
.2

3
8
E
-

0
1

1
.2

0
9
E
-

0
1

S
u
m

m
at

io
n

1
.7

0
0
E
þ

0
1

1
.9

0
0
E
þ

0
1

1
.3

4
0
E
þ

0
2

1
.3

1
0
E
þ

0
2

5
.6

0
0
E
þ

0
1

1
.1

8
0
E
þ

0
2

1
.1

6
0
E
þ

0
2

7
.9

0
0
E
þ

0
1

1
.0

5
0
E
þ

0
2

1
.2

1
0
E
þ

0
2

4
.3

0
0
E
þ

0
1

6
.5

0
0
E
þ

0
1

M
ea

n
R

an
k

1
.3

0
8
E
þ

0
0

1
.4

6
2
E
þ

0
0

1
.0

3
1
E
þ

0
1

1
.0

0
8
E
þ

0
1

4
.3

0
8
E
þ

0
0

9
.0

7
7
E
þ

0
0

8
.9

2
3
E
þ

0
0

6
.0

7
7
E
þ

0
0

8
.0

7
7
E
þ

0
0

9
.3

0
8
E
þ

0
0

3
.3

0
8
E
þ

0
0

5
.0

0
0
E
þ

0
0

F
in

al
R

an
k
in

g
1

2
1
2

1
1

4
9

8
6

7
1
0

3
5

Engineering with Computers (2023) 39:1843–1883 1867

123



Fig. 6 Convergence behavior of the comparative optimization algorithms on the test functions (F1–F23)
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Fig. 6 continued
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Fig. 6 continued

1870 Engineering with Computers (2023) 39:1843–1883

123



results compared to other well-known optimization meth-

ods by providing optimal variables at x� ¼ ðh ¼
0:16157750428; I ¼ 3:71707468861; t ¼ 8:95429260793;

b ¼ 0:2095302433) with the best value of the objective

function: Fðx�Þ ¼ 1:7064136. Figure 13 draws the curves

of the decision values, the trajectory of the 1st solution, and

the convergence curve of the proposed HHSC while solv-

ing the welded beam design problem. Also, the HHSC finds

the optimal solution at the beginning search steps and the

diversity is clearly observed as shown in the figure.

Moreover, we concluded that the proposed HHSC method

obtained promising results by finding fitting parameters and

the best objective function.

3.3.4 Three-bar truss design problem

The three-bar truss design problem is presented to reduce

the total weight of a three-bar truss [71]. Two variables are

investigated and analyzed in this problem, including the

cross-sectional areas of member 1 (A1) and the cross-sec-

tional areas of member 2 (A2), as shown in Fig. 14. The

result of the proposed HHSC is compared with other well-

known methods, including CS [96], DEDS [97], PSO-DE

[91], Tsa [98], SSA [14], Ray and Sain [99], PHSSA [69],

and MBA [100].

Table 13 presents the results of the proposed HHSC

method and the other well-known comparative methods:

CS, DEDS, PSO-DE, Tsa, SSA, Ray and Sain, PHSSA, and

MBA on this application. Also, the received constraints

values and optimal decision variables of the optimal solu-

tion for all the comparative methods are presented in

Table 13. It is evident from Table 13 that the proposed

HHSC got better and comparable results compared to other

well-known optimization methods by providing optimal

variables at x� ¼ ðA1 ¼ 0:7964229;A2 ¼ 0:385674) with

the best value of the objective function:

Fðx�Þ ¼ 263:82983. Figure 15 represents the curves of the

decision values, the trajectory of the 1st solution, and the

convergence curve of the proposed HHSC while solving

the 3-bar truss design problem. The HHSC method got

comparable results and it reached the optimal solution very

fast according to the given convergence curve. The diver-

sity of the solutions is also recognized.

3.3.5 Speed reducer design problem

The speed reducer design optimization problem is pre-

sented to reduce the total weight of a speed reducer [101].

Seven variables are considered in this problem: the face

diameter (b), module of teeth (m), number of teeth on

pinion (z), the distance of shaft 1 between bearings (l1), the

distance of shaft 2 between bearings (l2), the width of shaft

1 (d1), and width of shaft 2 (d2), as presented in Fig. 16.

The result of the proposed HHSC is compared with other

well-known methods, including FA [102], MFO [18],

LGSI4 [103], WSA [103], LGSI2 [103], APSO [104],

PSO-DE [91], CS [96], GWO [15], SCA [51], and AAO

[105].

Table 14 presents the results of the proposed HHSC

method and the other well-known comparative methods:

FA, MFO, LGSI4, WSA, LGSI2, AAO, APSO, PSO-DE,

CS, GWO, and SCA on this application. Also, the obtained

constraints values and optimal decision variables of the

optimal solution for all the comparative methods are pre-

sented in Table 14. It is evident from Table 14 that the

proposed HHSC got better results in some cases and the

comparable results in other cases compared to the well-

known optimization methods by providing optimal vari-

ables at x� ¼ ðx1 ¼ 3:50379; x2 ¼ 0:7; x3 ¼ 17:0; x4 ¼
7:3; x5 ¼ 7:7294014; x6 ¼ 3:356511; x7 ¼ 5:28668965)

with the best value of the objective function:

Fðx�Þ ¼ 2997:89844. Figure 17 represents the curves of the

decision values, the trajectory of the 1st solution, and the

convergence curve of the proposed HHSC during solving

the speed reducer design problem. The HHSC method

produced equivalent results to the other well-known

Table 8 Review of CEC2019

benchmark function problems
No. Functions F�

i = Fi(x
�) Dim Search range

1 Storn’s Chebyshev polynomial fitting problem 1 9 [- 8192,8192]

2 Inverse Hilbert matrix problem 1 16 [- 16384,16384]

3 Lennard–Jones minimum energy cluster 1 18 [- 4,4]

4 Rastrigin’s function 1 10 [- 100,100]

5 Griewangk’s function 1 10 [- 100,100]

6 Weierstrass function 1 10 [- 100,100]

7 Modified Schwefel’s function 1 10 [- 100,100]

8 Expanded Schaffer’s F6 function 1 10 [- 100,100]

9 Happy Cat function 1 10 [- 100,100]

10 Ackley function 1 10 [- 100,100]
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methods. It reached the optimal solution very fast at

iteration 100 according to the presented convergence

curve in Fig. 17.

4 Conclusion and future work

In this paper, a new variant of Harris Hawks optimization

(HHO), namely, improved Harris Hawks optimization by

gradual change strategies, is proposed, called HHSC. In

the proposed HHSC method, two efficient search strate-

gies of the Sine Cosine Algorithm (i.e., gradual change

strategies by sine and cosine functions) are incorporated

into the conventional HHO.

The experimental results reported that these two search

strategies are significantly beneficial to improve the abil-

ities of the HHO further and avoid the premature con-

vergence obstacle. Firstly, the abilities of the proposed

HHSC method is confirmed by comparing it with different

kinds of well-known methods, including HHO, GOA,

SSA, WOA, SCA, DA, GWO, PSO, ALO, MPA, and EO.

The comparisons showed that HHSC can obtain more

suitable results and is clearly superior to all competitors.

Secondly, the proposed HHSC is utilized to determine the

parameters of engineering design problems. Aiming at

five problems, HHSC is tested with other common

improved methods, including SIMPLEX, APPROX,

CPSO, Branch-bound, OBSCA, DAVID, PHSSA, DEDS,

PSO-DE, Ray and Sain, APSO, PSO, LGSI2, LGSI4, HS,

MPM, GSA, PSO-SCA, GSA, MBA, ES, Tsa, MFO, BA,

GA, CS, WOA, MVO, ACO, RO, and HHO, in cost

evaluation criteria. The results demonstrated that HHSC is

better than other improved methods in solving complex

engineering problems.

In future research, however, there are many directions

worth investigating. For example, the proposed HHSC can

be combined with other new optimization operators and

search strategies to improve its optimization skills further.

Moreover, continuing the proposed HHSC to solve multi-

objective problems, IoT task scheduling, image segmen-

tation, clustering problems, intrusion detection in wireless

sensor networks, appliances management in smart homes,

and feature selection are also interesting problems. In

future works, we will also examine the influence of

chaotic maps in digital computers on the performance of

the proposed HHSC method.
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Fig. 7 Convergence behavior of the comparative optimization algorithms on the CEC2019 test functions
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PP

Fig. 8 Tension/compression

spring design problem

Fig. 7 continued
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Table 10 The algorithm’s

results for solving the

tension/compression spring

design problem

Algorithm Optimal values for variables Optimal cost

d D N

PSO [77] 0.05172800 0.357644000 11.24454300 0.01267470

HS [78] 0.05115400 0.349871000 12.07643200 0.01267060

MPM [79] 0.05000000 0.315900000 14.25000000 0.01283340

GSA [80] 0.05027600 0.323680000 13.52541000 0.01270220

ES [81] 0.05164300 0.355360000 11.39792600 0.01269800

MFO [18] 0.05199446 0.364109320 10.86842186 0.01266690

BA [82] 0.05169000 0.356720000 11.28850000 0.01267000

WOA [63] 0.05120700 0.345215000 12.00403200 0.01267630

MVO [83] 0.05251 0.37602 10.33513 0.012790

RO [84] 0.05137000 0.349096000 11.76279000 0.01267880

HHO [34] 0.05197639 0.363669510 10.89275181 0.01266674

HHSC 0.0565354231 0.5470311127 4.4803180173 0.0113305147

Fig. 9 Qualitative results for the tension/compression spring design problem

Fig. 10 Pressure vessel design

problem
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Table 11 The algorithm’s

results for solving the pressure

vessel design problem

Algorithm Optimal values Optimal cost

Ts Th R L

Branch-bound [86] 1.125 0.625 48.97 106.72 7982.5

OBSCA [87] 1.2500 0.0625 59.1593 70.8437 5833.9892

HS [88] 1.125000 0.625000 58.29015 43.69268 7197.730

GA [89] 0.81250 0.43750 42.097398 176.65405 6059.94634

CSCA [90] 0.8125 0.4375 42.098411 176.63769 6059.7340

CPSO [77] 0.8125 0.4375 42.091266 176.7465 6061.0777

PSO-SCA [91] 0.8125 0.4375 42.098446 176.6366 6059.71433

MVO [83] 0.8125 0.4375 42.090738 176.73869 6060.8066

HPSO [92] 0.8125 0.4375 42.0984 176.6366 6059.7143

WOA [63] 0.812500 0.437500 42.0982699 176.638998 6059.7410

ES [81] 0.8125 0.4375 42.098087 176.640518 6059.74560

GSA [80] 1.125 0.625 55.9886598 84.4542025 8538.8359

ACO [93] 0.812500 0.437500 42.098353 176.637751 6059.7258

HHSC 0.8156485 0.426025476 0.4209198565 176.7402563141 6046.632127

Fig. 11 Qualitative results for the pressure vessel design problem
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LOAD HERE

Fig. 12 Welded beam design

problem

Table 12 The algorithm’s

results for solving the welded

beam design problem

Algorithm Optimal values Optimal cost

h l t b

GA [94] 0.2489 6.1730 8.1789 0.2533 2.4300

ABC [95] 0.205730 3.470489 9.036624 0.20573 1.724852

SIMPLEX [95] 0.2792 5.6256 7.7512 0.2796 2.5307

APPROX [95] 0.2444 6.2189 8.2915 0.2444 2.3815

CPSO [77] 0.202369 3.544214 9.04821 0.205723 1.72802

WOA [63] 0.205396 3.484293 9.037426 0.206276 1.730499

DAVID [95] 0.2434 6.2552 8.2915 0.2444 2.3841

CSCA [90] 0.203137 3.542998 9.033498 0.206179 1.733461

GSA [83] 0.182129 3.856979 10.000 0.202376 1.87995

HS [78] 0.2442 6.2231 8.2915 0.2400 2.3807

MVO [83] 0.205463 3.473193 9.044502 0.205695 1.72645

OBSCA [87] 0.230824 3.069152 8.988479 0.208795 1.722315

RO [84] 0.203687 3.528467 9.004233 0.207241 1.735344

HHSC 0.16157750428 3.71707468861 8.95429260793 0.2095302433 1.7064136

Fig. 13 Qualitative results for the welded beam design problem
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Fig. 14 Three-bar truss design

problem

Table 13 The algorithm’s results for solving the 3-bar truss design problem

Algorithm Optimal values for variables Optimal cost

A1 A2

CS [96] 0.78867 0.40902 263.9716

DEDS [97] 0.78867513 0.40824828 263.89584

PSO-DE [91] 0.7886751 0.4082482 263.89584

Tsa [98] 0.788 0.408 263.68

SSA [14] 0.78866541 0.408275784 263.89584

Ray and Sain [99] 0.795 0.395 264.3

PHSSA [69] 0.82299 0.31925 264.701723

MBA [100] 0.7885650 0.4085597 263.89585

HHSC 0.7964229 0.385674 263.82983

Fig. 15 Qualitative results for the 3-bar truss design problem

Engineering with Computers (2023) 39:1843–1883 1879

123



Fig. 16 Speed reducer design

problem

Table 14 The algorithms results for solving the speed reducer design problem

Algorithm Optimal values for variables Optimal cost

x1 x2 x3 x4 x5 x6 x7

FA [102] 3.507495 0.7001 17 7.719674 8.080854 3.351512 5.287051 3010.137492

MFO [18] 3.5 0.7 17 7.3 7.8 3.350215 5.286683 2996.348165

LGSI4 [103] 3.501 0.7 17 7.3 7.8 3.350214 5.286683 2996.348205

WSA [103] 3.500 0.7 17 7.3 7.8 3.350215 5.286683 2996.348225

LGSI2 [103] 3.5 0.7 17 7.3 7.8 3.350215 5.286683 2996.348166

APSO [104] 3.501313 0.7 18 8.127814 8.042121 3.352446 5.287076 3187.630486

PSO-DE [91] 3.5 0.7 17 7.3 7.8 3.35021 5.28668 2996.3481

CS [96] 3.5015 0.7000 17 7.6050 7.8181 3.3520 5.2875 3000.9810

GWO [15] 3.501 0.7 17 7.3 7.811013 3.350704 5.287411 2997.81965

SCA [51] 3.521 0.7 17 8.3 7.923351 3.355911 5.300734 3026.83772

AAO [105] 3.4999 0.7 17 7.3 7.8 3.3502 5.2877 2997.058

HHSC 3.50379 0.7 17.0 7.3 7.7294014 3.356511 5.28668965 2997.89844

Fig. 17 Qualitative results for the speed reducer design problem
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102. Baykasoğlu A, Ozsoydan FB (2015) Adaptive firefly algorithm

with chaos for mechanical design optimization problems. Appl

Soft Comput 36:152–164
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