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Abstract
Evaporation is one of the key factors in the hydrological cycle, and it is one of the most critical parameters in hydrological, 
agricultural, and meteorological studies, especially in arid and semi-arid regions. By estimating evaporation, it is possible 
to make a significant contribution to studies related to water balance, management and design of irrigation systems, estima-
tion of crop amount, and management of water resources. In this regard, in the present study, using artificial neural network 
(ANN) and its hybrid algorithms including Harris Hawks Optimization (HHO), Whale Optimization Algorithm (WOA), 
and Particle Swarm Optimization (PSO), the daily evaporation value from the reservoir of Qaleh Chay Ajab Shir dam was 
estimated. For this purpose, the effective parameters in the evaporation process were introduced to each of the models in the 
form of different input patterns, and the evaporation value from the reservoir was also considered as output parameter. The 
results showed that the best selected model for ANN is the P3 model including three parameters of minimum air temperature, 
and daily evaporation data with NASH of 0.89, RMSE of 1.5 mm/day, and MAE of 1.1 mm/day, which was optimized by 
applying hybrid algorithms to train the neural network. The results disclosed that all three models had a good performance 
in estimating the daily evaporation value, so that the value of the correlation coefficient for all three models is in the range 
of 0.95–0.99. Based on evaluation criteria, ANN–HHO has better performance than the two other algorithms in estimating 
daily evaporation value. The values of NASH, RMSE and MAE for the selected pattern of the test data are 0.943, 0.908 and 
0.736 mm/day, respectively. For better analysis, Taylor diagram is used (RMSD = 0.98, CC = 0.97, STD = 4 for ANN–HHO). 
The results of this diagram also showed that the ANN–HHO model provides acceptable performance when compared with 
other models. Considering the promising results of the models in predicting the daily evaporation from dam, it is suggested 
to use the existing approach for landscaping the groundwater balance and design of irrigation systems.
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1  Introduction

Evaporation from land, soil, lakes and water reservoirs is one 
of the most important processes in meteorology and hydrol-
ogy. Every year, millions of cubic meters of freshwater are 
collected from dam reservoirs and evaporate so then, the 
salts leftover in that place which reduces the water quality 
[7]. Calculation of the amount of water wasted by evapora-
tion is primarily important for the study and management 
of water resources on an agricultural and regional scale, 
or watersheds. In many areas with limited water resources, 
evaporation calculations are necessary to plan and manage 
irrigation practices [10, 25, 52]. One of the standard meth-
ods of measuring evaporation is class A evaporation pan, 
which is also used in meteorological stations. Installation of 
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the evaporator pan has some limitations and practical prob-
lems, therefore, reduces its estimation accuracy. Hence, it is 
necessary to provide methods for estimating the evaporation 
parameter using other meteorological variables. According 
to the researches there is a non-linear and relatively com-
plex relationship between evaporation and meteorological 
parameters. Accordingly, without taking into account a lin-
ear relationship between the aforesaid parameters, it is quite 
impossible to obtain an appropriate approximation from the 
evaporation. Besides, models with high problem-solving 
capabilities such as machine learning, are required to carry 
out an appropriate estimation and proper calculation of the 
relationship between the meteorological parameters and 
evaporation [35].

The rapid development of computing technologies since 
the 1980s has led researchers to adopt soft computing tech-
niques to model time-series data in a variety of disciplines, 
among which hydrological sciences are no exception. 
Regarding evaporation modeling, numerous studies have 
employed artificial intelligence (AI) methods, including 
artificial neural networks (ANNs), genetic algorithms (GA), 
support vector regression (SVR), or adaptive neuro-fuzzy 
inference systems (ANFISs), to forecast evaporation rates 
[21, 28, 33]. The ANNs in particular have received extensive 
attention from researchers. The artificial intelligence meth-
ods has been successfully applied for modeling evaporation 
in the last decades [4, 8, 18, 24, 26, 29, 34, 36, 42, 43, 45, 
49, 50, 55, 58, 63].

Bruton et al. [9] used artificial neural network (ANN) 
models to estimate daily pan evaporation (Ep). The weather 
data from Pome, Plains, and Watkinsville, Georgia, consist-
ing of 2044 daily records from 1992 to 1996 used to develop 
the pan evaporation models. Sudheer et al. [53] studied the 
Ep prediction from minimum climatic data using artificial 
neural network method. The results revealed that the values 
of Ep could be reasonably predicted by air temperature data 
only through the ANN method. Kisi [35] compared the accu-
racy of ANN and neuro-fuzzy (NF) methods to estimate Ep 
by various combinations of pressure, solar radiation, daily 
air temperature, humidity, and wind speed. He showed that 
the NF method can predict the Ep better than the ANN by 
applying the available climatic data. Dogan et al. [13] com-
pared the accuracy of feed forward neural network (FFNN) 
and radial basis neural network (RBNN) techniques to esti-
mate daily pan evaporation of Lake Sapanca. The results 
showed that the FFNN model performed better than the 
RBNN. Piri et al. [46] applied ANN model to estimate Ep in 
a hot and dry region. They found that ANN method yielded 
better results at the selected region. Kisi [36] used RBNN, 
multi-layer perceptrons (MLP), and generalized regression 
neural network methods to predict daily Ep. Based on his 
results, the RBNN and MLP techniques could be success-
fully applied to model Ep process by the available climatic 

data. Kim et al. [30] investigated the accuracy of cascade 
correlation neural networks (CCNN) and MLP in estimating 
daily evaporation for inland and coastal stations in Republic 
of Korea. They found that the CCNN model works very well 
than the MLP during the test period for two homogeneous 
and nonhomogeneous weather stations. Malik and Kumar 
[38] compared the accuracy of multi-linear regression (MLR 
ANN), and co-active adaptive neuro-fuzzy inference sys-
tem (CANFIS) techniques in estimating daily evaporation at 
Pantnagar, located at the foothills of Himalayas in the Utta-
rakhand State of India. They indicated that the performance 
of ANN model was generally superior to the CANFIS and 
MLR techniques.

Wang et al. [59] investigated different methods to esti-
mate the evaporation in a small high-elevation lake on the 
Tibetan Plateau (TP). Their results evaluation by applying 
EC observation-based reference data sets. Wang et al. [60] 
evaluated the acceleration of global lake evaporation by 
changes in surface energy allocation in a warmer climate. 
They simulated lake surface fluxes with a numerical model 
based on input data achieved by high-emission climate 
change scenario. The results found that the lake evapora-
tion increased by 16% by the end of the century, despite 
little change in incoming solar radiation at the surface. Seifi 
and Riahi [51] applied using the least square support vector 
machine (LS-SVM), ANN and ANFIS models to estimate 
the daily evapotranspiration in Iran. The results showed that 
the air temperature, and wind speed were the most effec-
tive climatic variables, and the LSSVM model yielded bet-
ter results than the ANN and ANFIS methods. Ashrafzadeh 
et al. [5] modeled the evaporation of free water in northern 
Iran using ANN, and ANN-krill herd optimization algorithm 
(ANN–KHA). They used the GT to select the effective input 
data. They found that the ANN–KHA model works very well 
than the ANN model. Guo et al. [19] investigated the evapo-
ration over Siling Co Lake on the Tibetan Plateau by apply-
ing the single-layer lake evaporation model. They found that 
the single-layer lake evaporation model could accurately 
simulate the daily evaporation. Nourani et al. [44] used dif-
ferent Artificial Intelligence (AI) techniques including Feed 
Forward Neural Network (FFNN), Adaptive Neuro Fuzzy 
Inference System (ANFIS), Support Vector Regression 
(SVR), empirical models including Hargreaves and Samani 
(HS), Modified Hargreaves and Samani (MHS), Makkink 
(MK), Ritchie (RT) and conventional Multilinear Regres-
sion (MLR), to model Reference Evapotranspiration (ET0) 
in fourteen stations from several climatic regions in Turkey, 
Cyprus, Iraq, Iran and Libya. They showed that empirical 
and MLR models could be employed to achieve the valuable 
results, AI based models are superior in performance to the 
other models, also promising improvement in ET0 modeling 
could be achieved by ensemble modeling.



1377Engineering with Computers (2023) 39:1375–1393	

1 3

However, it must be taken into account that it is simpler 
and more cost-effective to use the MLR models in compari-
son to machine learning models. Even though better results 
were obtained by utilizing machine learning models when 
compared to the MLR models, a specialist is required to 
perform these models and they are not easy to operate.

Optimization is an important subject with many impor-
tant application, and algorithms for optimization are diverse 
with a wide range of successful applications [15]. Among 
these optimization algorithms, modern metaheuristics are 
becoming increasingly popular, leading to a new branch of 
optimization, called metaheuristic optimization [57]. Most 
metaheuristic algorithms are nature-inspired [14, 54, 61], 
from simulated annealing [32] to ant colony optimization 
[14], and from particle swarm optimization  [11] to cuckoo 
search [62].

The positive performance of the metaheuristic algo-
rithms led researchers to use them to improve predictions 
by machine learning models. For example, Najafzadeh and 
Tafarojnoruz used the PSO algorithm to improve ANFIS and 
GMDH in predicting the longitudinal dispersion coefficient 
of the river. Samadianfard et al. [47] applied WOA algorithm 
to improve ANN in predicting wind speed, Ghorbani et al. 
[17] used PSO to improve ANN in predicting evaporation 
from the pan. HHO algorithm was used by Azar et al. [6] 
to improve ANFIS in predicting longitudinal coefficient of 
river dispersal, and HHO, PSO, and GWO algorithms by 
Milan et al. [39] to improve ANFIS in optimal prediction 
Groundwater abstraction. Ghorbani et al. [17] used Firefly 
Algorithm for improving ANN to predict evaporation from 
pan and Allawi et al. [3] used GA algorithm to improve SVR 
in monthly reservoir evaporation prediction. Tikhamarine 
et al. [56] applied PSO and WOA algorithms to improve 
ANN in monthly reference evapotranspiration prediction, 
and Adib and Mahmoodi [1] used GA algorithm to improve 
ANN in sediment load prediction Suspended used. The 
research results show the proper performance of these algo-
rithms in improving the accuracy of ANN, ANFIS and SVR 
machine learning models. Therefore, in the present study, 
meta-heuristic algorithms (HHO, PSO and WOA) have been 
used with the aim of overcoming the limitations of ANN. In 
addition, research with these three meta-heuristic algorithms 
has shown that these algorithms are well able to teach ANN 
[12, 20, 27, 41, 48, 64].

In study of the Biazar et al. [7], the PA approach was 
applied in the determination of evaporation rate from saline 
water and the results compared with those of the GT and 
EnT methods. The results revealed that ANN-GT was a pow-
erful model in the estimation of evaporation; however, it 
failed to select the optimal input combinations with lowest 
uncertainties.

Result of different researches revealed that although black 
box models, such as ANN, can lead to acceptable results, 

it is well-known issue that in problems having high uncer-
tainty, these models may lead to different results.

Due to the error in predicting the parameters with high 
uncertainty using AI-based models, the use of evolution-
ary algorithms obtained by combining AI models with 
other algorithms can achieve results. High accuracy is very 
effective for these phenomena. By considering errors which 
are related to the uncertainty in predicting the parameters 
of AI-based models, usage of the evolutionary algorithms 
obtained by combining AI models with other algorithms 
can give higher accuracy in final results. Makridakis et al. 
[37] showed that the use of hybrid models instead of single 
models improves the prediction results to a great extent. In 
fact, the concept of using hybrid models is to use the unique 
features of each model in extracting the specific properties 
of the studied parameter [31]. Therefore, based on the con-
ducted studies, it was concluded that the combined model of 
intelligent network (AI) and optimization algorithms have 
not been used to predict the evaporation. Hence, in this 
regard, the neural network (ANN) was selected as the base 
model and three optimization algorithms including Particle 
swarm optimization (PSO), whale optimization algorithm 
(WOA), and Harris hawks optimization (HHO) were used 
to optimize the parameters of the ANN model. The aim of 
this study was to predict the daily evaporation from the res-
ervoir lake of Qaleh Chay Ajabshir dam in East Azarbai-
jan province, Iran. At first, the sensitivity of the models to 
environmental parameters such as temperature, humidity 
and pressure was evaluated, and then by determining the 
most important parameters affecting the output results, the 
efficiency of the proposed models in predicting the daily 
evaporation was evaluated according to various criteria.

2 � Materials and methods

2.1 � Study area

Ajab Shir is located in the east of Lake Urmia and on the 
western slope of the Sahand Mountains, in East Azerbaijan 
Province with the average altitude is about 1300 m above sea 
level. The study area is located between longitudes 45° 49′ 
and 46° N and latitudes of 37° 24′ and 37° 31′ E. The loca-
tion of the study area is shown in Fig. 1. In this study area, 
Qaleh Chay dam with a total volume of 40 million cubic 
meters has a catchment area with of 250 square kilometers. 
Qala-e-Chai network is one of the most important dams in 
northwestern Iran, covering about 7000 hectares of land 
in the region. In recent years, due to the excessive use of 
groundwater resources, the aquifer in this area has suffered 
a severe decline, so the optimal combined use of surface 
and groundwater resources was recommended by experts. 
However, before using the integrated operation method, it is 
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necessary to determine the amount of river flow to the res-
ervoir and the amount of water flow through evaporation to 
take the necessary measures to prevent evaporation. Meas-
uring the evaporation is difficult due to the lack of special 
devices and equipment in this field, so predicting evapora-
tion parameter will help water management.

2.2 � Used data

The most important point in using machine learning models 
is to select the appropriate input parameters that affect the 
output factor and vary with time. For this purpose, in this 
research to predict daily evaporation (EVD), the parameters 
of maximum and minimum air temperature (Tmin, Tmax), 
input flow to the dam reservoir (Qin), wind speed (WS), 
humidity (H), precipitation and evaporation 1 and 2 days 
ago (EVD(N-1), EVD(N-2)) have been used. The statistical 
characteristics of each input parameter and output parameter 
are given in Table 1. According to Table 1, the evaporation 

varies in the range of 0–17 mm per day. The lowest amount 
of evaporation is in the cold months of the year such as Feb-
ruary and January and the highest amounts are related to the 
hot months of the year. The amount of daily rainfall during 
the study shows that it varies from zero to 37 mm per day, 
and when the amount of rainfall during the day increases, 
the amount of inflow into the reservoir naturally increases. 
The maximum wind speed is about 8.6 m per second, but 
the average daily wind speed is about 1.97 m per second.

The time series of input and output parameters during 
study period are shown in Fig. 2. The purpose of draw-
ing the time series of the parameters is to compare the 
changes of the input parameters with the output parame-
ter. The parameter that has the same behavior and changes 
as the output parameter, will have the greatest effect on 
determining the output value. Therefore, observing the 
variations and comparing them with the output parameter 
can be useful. It is observed that the changes in maximum 
and minimum air temperature and the amount of input 

Fig. 1   Location of Ajab Shir 
Ghaleh Chay dam, Tabriz, Iran

Table 1   Summary of statistical 
parameters

EVD evaporation, P precipitation, H humidity, WS wind speed, Qin input flow to the dam reservoir, Tmin 
minimum air temperature, Tmax maximum air temperature

Unit Output 
Parameter

Input parameter

EVD EVD (N-1) EVD (N-2) P H WS Qin Tmin Tmax

mm mm Mm mm % m/s m3/s (oc) (oc)

Min 0.00 0.00 0.00 0.00 10.25 0.12 0.00 – 13.8 – 5.90
Ave 3.20 3.19 3.18 0.93 48.47 1.97 1.78 9.83 21.16
Max 17.0 17.0 17.0 37.0 100.0 8.60 79.3 29.8 42.50
STD 4.10 4.10 4.09 3.56 23.90 0.97 4.16 9.06 11.54
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flow is similar to the changes in evaporation parameter. 
For example, when more evaporation has occurred, daily 
temperature and the input flow to the reservoir has been 
at the maximum level. In addition, changes in evaporation 
and humidity are reversed. When there is more evapora-
tion, the minimum humidity is recorded, and vice versa. 
Precipitation also has slightly similar behavior to evap-
oration, but the wind speed has almost the same trend 
(constant). In general, the considered parameters are vari-
able with respect to time, and these changes are either 
similar to evaporation changes, or vice versa, or inde-
pendent. Combining those parameters as inputs can be 
effective in the accuracy of the model. For this purpose, it 

is necessary to consider different combinations for input 
parameters.

Usually, in EVD models, the input and output variables 
are usually preprocessed by scaling between 0 and 1 to 
eliminate their dimensions and to ensure that all variables 
receive equal attention during training of the models. The 
most common method for simple linear mapping of the 
variables is presented [45]:

(1)r
i
=

R
i
− Rmin

Rmax − Rmin

,

Fig. 2   Time series of input and output parameters
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where ri is respective normalized value of variable, 
Ri is actual value, Rmin and Rmax are the minimum and maxi-
mum of all the used values, respectively.

Data normalization before the application of EVD predic-
tions, has two primary advantages; avoidance of using attrib-
utes in bigger numeric ranges, and avoidance of numerical 
difficulties while calculation.

2.3 � Artificial neural network (ANN)

These models are a parallel distributed information process-
ing system that performs similar to human neural networks 
[22]. The learning algorithm of ANN is depicted in Fig. 6. 
According to the flowchart, after selecting the model inputs, 
the number of hidden and output layers and their size (the 
number of neurons) should be first determined. The network 
evaluation criterion is then selected to calculate the error 
between the observed and predicted values of the networks. 
ANN determines the weights and bias of the neurons by 
different algorithms based on training data. This step is 
repeated until the error between the observed and predicted 
values becomes lower than a threshold (Fig. 3).

2.4 � Development of the ANN using evolutionary 
algorithms

The ANN network contains several major defects, i.e., slow 
training convergence, ANN training algorithm flaws, and 
failure to reach the global optimization point in finding 
the weights and bias of ANN, especially the large search 
spaces. Therefore, mixed methods, which use the evolution-
ary algorithm techniques for optimizing ANN parameters, 
are required to remove these flaws.

In this study, along with the ANN model, several evolu-
tionary algorithms were used to improve the ANN model. 
According to the literature, each of these algorithms has its 
unique features that can significantly improve the traditional 
ANN model. The relationships of hybrid ANN–EAO used 
in this study to predict the EVD is depicted in Fig. 4. First, 
scenarios with different variables (maximum and minimum 
air temperature, inflow to the dam reservoir, wind speed, 
humidity, precipitation and evaporation 1 and 2 days ago) 
were given to the model as input, and then, the type of the 
fuzzy function and the ANN structure is determined. The 
ANN is improved with evolutionary algorithms to achieve 
better results. In this structure, the objective function is 
to minimize the error of the predicted values. Finally, the 
amount of EVD is predicted by the optimized model.

ANN is trained by PSO, WOA, and HHO algorithms. 
Each of the abovementioned methods is described in this 
section.

2.5 � Particle swarm optimization (PSO)

PSO is one of the nature-inspired optimization methods 
first introduced by Eberhart and Kennedy [16]. The PSO 
algorithm starts with creating a random population. Each 
component in nature is a different set of decision variables 
whose optimal values should be provided. Each compo-
nent represents a vector in the problem-solving space. 
The algorithm includes a velocity vector in addition to 
the position vector, which forces the population to change 
their positions in the search space. The velocity consists 
of two vectors called p and pg. p is the best position that 
a particle has ever reached and pg is the best position that 
another particle in its neighborhood has ever reached. In 
this algorithm, each particle provides a solution in each 
iteration. In the search for a d-dimensional space, the posi-
tion of the particle i is represented by a D-dimensional 
vector called Xi = (Xi1, Xi2, …, XiD). The velocity of each 
particle is shown by a D-dimensional velocity vector 
called Vi = (Vi1, Vi2, …, ViD). Finally, the population moves 
to the optimum point using Eqs. (2) and (3):

(2)Vn+1
id

= X

(
�.vn

id
+ c1r

n
1

(
pn
id
− xn

id

)
+ c2r

n
id

(
pn
pg
− xn

id

))
,

Fig. 3   Flowchart of the ANN learning algorithm [2]
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where ω is the shrinkage factor used for convergence rate 
determination, r1 and r2 are random numbers between 0 and 
1 with uniform distribution, N is the number of iterations, 
c1 is the best solution obtained by a particle, and c2 is the 
best solution identified by the whole population. In this 
study, to train ANN using the PSO algorithm, a number of 
N random vectors with the initial Xi position were created. 
The ANN was then implemented with the particle positions, 
and the PSO objective function error was considered. The 
particles were then moved to find better positions and new 
parameters are used to construct the ANN. This process was 

(3)xn+1
id

= xn
id
+ vn+1

id
, repeated until convergence with the least prediction error 

was achieved.

2.6 � Whale Optimization Algorithm (WOA)

WOA is a nature-inspired algorithm proposed by Mirjalili 
and Lewis [40] that uses the bubble-net hunting strategy. 
Each whale releases air bubbles under the sea, which creates 
walls of rising air in the water. The krill and small fish herds 
that are inside the aerial wall, because of the fear of being 
trapped, go to the center of the bubble circle when the whale 
hunts and eats a large number of them (Fig. 5).

The whale can detect the position of the prey and thus 
surround the prey. However, because the search space’s 

Fig. 4   Artificial neural network 
structure by evolutionary 
algorithms

PSO

HHOWOA

Precipitation 

Humidity 

Wind speed 

Inflow to the reservoir

Maximum temperature

Minimum temperature

Evaporation (n-2)

Evaporation (n-1)

Dataset

Train data

Optimization 
(Weights& Biases)

Test data

Taylor diagram

Scatter point

RMSE

MAE

NASH
Are the 
results 

acceptable?

Predict the daily 
evaporation from dam 

No

Yes

Fig. 5   Whale optimization 
algorithm [40]
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optimal position is unclear, it assumes that the best current 
answer is the adjacent prey. After determining this point, 
the search for other optimal points and position updates 
continues, which is indicated by Eqs. (4) and (5):

where t is the current iterator, C and A are the coefficient 
vectors, X* is the best position vector so far, and X is the 
position vector. The vectors A and C are calculated as fol-
lows [40]:

where the vector a is a vector in both exploration and exploi-
tation phases and is reduced from 2 to 0 per repetition. The 
vector r is a random vector in the range [0 and 1].

2.7 � Harris Hawks Optimization (HHO)

Like many other evolutionary algorithms, HHO is a 
nature-inspired and population-based algorithm, which is 
based on rabbit hunting by Harris hawks [23]. It includes 
the following steps:

2.7.1 � Exploration phase

In the HHO method, the Harris hawks are the candidate 
solutions. They perch randomly on some locations and 
wait to detect prey based on two strategies. Their position 
is mathematically expressed as Eq. (11):

where X(t + 1) is the position vector of hawks in the next 
iteration of t, Xrabbit(t) is the position of rabbit, X(t) is the 
current position vector of hawks, r1, r2, r3, r4, and q are 
random numbers between 0 and 1, which are updated in 
each iteration, LB and UB are the upper and lower bounds 
of variables, Xrand(t)is a randomly selected hawk from the 
current population, and Xm is the average position of the 
current population of hawks. The average position of hawks 
is obtained using the following:

(4)D =

|||��⃗c. ���⃗X
∗

t
−

��⃗Xt

|||,

(5)�⃗Xt+1 =
�⃗X
∗

t
−
�⃗A.��⃗D,

(6)�⃗A = 2 �⃗a.r⃗ − �⃗a,

(7)��⃗C = 2.r⃗,

(8)

X(t + 1) =

{
Xrand(t) − r1

||Xrand(t) − 2r2X(t)
|| q ≥ 0.5

(Xrabbit(t) − Xm(t)) − r3(LB + r4(UB − LB)) q < 0.5
,

where Xi(t) indicates the location of each hawk in iteration t 
and N denotes the total number of hawks.

2.7.2 � The transition from exploration to exploitation

The energy of prey decreases considerably during the 
escape. The energy of prey is modeled using Eq. (13):

where E indicates the escaping energy of the prey, T is the 
maximum number of iterations, and E0 is the initial energy. 
E0 randomly changes inside the interval (− 1, 1) at each 
iteration.

2.7.3 � Exploitation phase

The hawks intensify the besiege process to catch the 
exhausted prey effortlessly. The E parameter is utilized to 
model this strategy and enable the HHO to switch between 
soft and hard besiege processes. In this regard, when 
|E|≥ 0.5, the soft besiege happens, and when |E|< 0.5, the 
hard besiege occurs.

2.7.4 � Soft besiege

If r ≥ 0.5 and |E|≥ 0.5, the rabbit still has enough energy 
and tries to escape by some random misleading jumps, but 
finally, it cannot. During these attempts, the Harris hawks 
encircle it softly to make the rabbit more exhausted and then 
perform the surprise pounce. This behavior is modeled by 
Eqs. (14) and (15):

where ΔX(t) is the difference between the position vector 
of the rabbit and the current location in iteration t, r5 is a 
random number between 0 and 1, and Jrabbit represents the 
random jump strength of the rabbit throughout the escaping 
procedure.

2.7.5 � Hard besiege

If r ≥ 0.5 and |E|< 0.5, the prey is exhausted, and it has low 
escaping energy. Besides, Harris hawks hardly encircle the 
prey to perform the surprise pounce finally (Fig. 6a). In this 
situation, the current positions are updated using the fol-
lowing equation:

(9)Xm(t) =
1

N

N∑
i=1

Xi(t),

(10)E = 2E0

(
1 −

t

T

)
,

(11)X(t + 1) = ΔX(t) − E||JXrabbit(t) − X(t)||,

(12)ΔX(t) = Xrabbit(t) − X(t),
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2.7.6 � Soft besiege with progressive rapid dives

To perform a soft besiege, we supposed that the hawks 
could evaluate (decide) their next move based on the fol-
lowing rule:

We supposed that they would dive based on the levy 
flight (LF)-based patterns using the following rule:

where D is the dimension of the problem, S is a random vec-
tor, and LF is calculated using Eq. (16):

where u and v are random values between 0 and 1, and β 
is a default constant set to 1.5. Hence, Eq. (17) shows the 
final strategy for updating the positions of hawks in the soft 
besiege phase:

where Y and Z are obtained using Eqs. (14) and (15), 
respectively.

(13)X(t + 1) = Xrabbit(t) − E|ΔX(t)|.

(14)Y = Xrabbit(t) − E||JXrabbit(t) − X(t)||.

(15)Z = Y + S × LF(D),

(16)LF(x) = 0.01 ×
u × �

�v� 1

�

, � =

⎛⎜⎜⎜⎝

Γ(1 + �) × sin
�

��

2

�

Γ(
1+�

2
) × � × 2

�
�−1

2

�
)

⎞⎟⎟⎟⎠

1

�

,

(17)X(t + 1) =

⎧
⎪⎨⎪⎩

Y ifF(Y) < F(X(t))

Z ifF(Z) < F(X(t)) ,

2.7.7 � Hard besiege with progressive rapid dives

If r < 0.5 and |E|< 0.5, the rabbit has not enough energy to 
escape, and a hard besiege is constructed before the surprise 
pounce to catch the prey (Fig. 6b). Therefore, the following 
rule is performed in hard besiege condition:

where Y and Z are obtained using Eqs. (14) and (15):

where Xm(t) is obtained using Eq. (9).

2.8 � Performance evaluation criteria

To evaluate the accuracy of the proposed models, the follow-
ing evaluation criteria of root mean square error (RMSE), 
determination coefficient (R2), Nash Sutcliffe Index (NASH), 
and mean absolute error (MAE) statistics have been selected 
and used. RMSE is the sample standard deviation of the dif-
ferences between foreseen and actual values. It is given by

Mean absolute error (MAE) is a measure of errors 
between foreseen and actual values. It’s an average over the 
test sample of the absolute differences between foreseen and 

(18)X(t + 1) =

⎧
⎪⎨⎪⎩

Y ifF(Y) < F(X(t))

Z ifF(Z) < F(X(t)),

(19)Y = Xrabbit(t) − E||JXrabbit(t) − Xm(t)
||,

(20)Z = Y + S × LF(D),

(21)RMSE =

√
1

N

∑N

i=1
EVo − EVe)

2.

Fig. 6   a Besieging the prey by 
Harris hawks, b procedure of 
Harris hawks optimization [23]
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actual values.The mean absolute error is one of a number of 
ways of comparing forecasts with their eventual outcomes. 
It is defined as

The Nash and Sutcliffe (1970) criterion is widely used 
in hydrological modelling. The Nash–Sutcliffe efficiency is 
calculated as one minus the ratio of the error variance of the 
modeled time-series divided by the variance of the observed 
time-series. In the situation of a perfect model with an esti-
mation error variance equal to zero, the resulting Nash–Sut-
cliffe Efficiency equals 1 (NSE = 1). Conversely, a model 
that produces an estimation error variance equal to the vari-
ance of the observed time series results in a Nash–Sutcliffe 
Efficiency of 0.0 (NSE = 0). In reality, NSE = 0 indicates that 
the model has the same predictive skill as the mean of the 
time-series in terms of the sum of the squared error:

where N is the number of data, EVo is an observed or actual 
value of evaporation value, EVe is the model simulated 
value, respectively, EVo and EVe are the average of the total 
observed and predicted evaporation value, respectively.

3 � Results and discussion

3.1 � Sensitivity analysis results

In the present study, the ANN algorithm and its hybrid algo-
rithms including ANN–PSO, ANN–WOA, and ANN–HHO 
have been used to predict the daily evaporation from the res-
ervoir of Ghale Chay dam. For this purpose, various models 
with different combinations of effective parameters in the 
evaporation is developed and the correlation of parameters 

(22)MAE =

1

N

N∑
i=1

||EVo − Eve
||.

(23)NASH = 1 −

∑N

i=1

�
EVo − EVe

�2
∑N

i=1

�
EVo − EVo

�2
,

with the evaporation value (output) is calculated. Table 2 
demonstrates the correlation coefficient of each parameter. 
Any parameter that has a high correlation coefficient was 
introduced as the first model. The second model was devel-
oped by combining the first model with a correlation coef-
ficient in the second row, and other models were developed 
by this concept.

3.2 � Proposed scenarios

The input models have been created according to the cor-
relation coefficient between the input parameters and the 
output parameter. Based on Table 2, the highest correlation 
between the input and output parameters was related to the 
evaporation parameter of 1 day ago with the value of 0.96. 
Therefore, the first input model consisted of evaporation of 
1 day ago (Table 3). Evaporation of 2 days ago with a cor-
relation coefficient of 0.94 is the second effective parameter 
that meets the evaluation criteria. Therefore, the second 
input pattern (P2) consists of evaporation in 1 and 2 days 
ago. Since the correlation coefficient of the minimum air 
temperature and maximum air temperature parameters are 
close to each other, so for each of them the input model was 
developed in combination with the second model. Similarly, 
based on the correlation coefficient between the input val-
ues and the output, nine scenarios were developed, which is 
shown in Table 3.

To reach a certain and constant value of the parameter of 
each algorithm, it is necessary to run the algorithm several 
times with different values of the desired parameters, and 
the most desirable result indicates the selection of the most 
appropriate values for each algorithm. Table 4 shows the 
values of the parameters used in the structure of all three 
algorithms. The ANN–PSO and ANN–WOA algorithms use 
3000 iterations, because there is no improvement in simula-
tion after 3000 iteration. Moreover, the population for each 
algorithm is different. Among the populations considered for 
each algorithm, a population of 40, 30 and 30 people were 
obtained for HHO, PSO and WOA algorithms, respectively. 
It should be noted that by increasing or decreasing the initial 

Table 2   Correlation coefficient 
between output and input data

Parameter EVD (N-1) EVD (N-2) Tmin Tmax WS Qin P H EVD (N)

EVD (N-1) 1.00
EVD (N-2) 0.93 1.00
Tmin 0.61 0.61 1.00
Tmax 0.61 0.61 0.96 1.00
WS − 0.01 − 0.01 0.19 0.07 1.00
Qin − 0.1 − 0.10 − 0.11 − 0.13 0.01 1.00
P − 0.09 − 0.08 − 0.10 − 0.20 0.10 0.12 1.00
H − 0.46 − 0.45 − 0.77 − 0.86 − 0.08 0.20 0.38 1.00
EVD(N) 0.96 0.94 0.65 0.65 − 0.05 − 0.06 − 0.11 − 0.50 1.00
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population value in each algorithm, there was no change in 
improving the results. Other values for each algorithm are 
presented in Table 4.

3.3 � Evolutionary algorithms results

Evaluation criteria for four models are presented in Table 5 
for training and test data. Accordingly, a model will be 

considered as the superior model in which the RMSE and 
MAE values are the lowest for both testing and training data 
sets and the Nash coefficient is the highest. According to 
Table 5, in the ANN algorithm, the optimal values of evalua-
tion criteria are obtained in the P1 (evaporation of 1 day ago) 
in which the RMSE, MAE and Nash coefficient for test data 
is 1.58, 1.25 and 0.85, respectively. In the ANN–PSO algo-
rithm, the P4 model with MAE of 0.75, RMSE of 1.084 and 
Nash coefficient of 0.93 is selected as the superior model. 
The values of evaluation indexes in P5 are close to the values 
of the P4 model; however, the P4 model it is selected as the 
superior model, because it requires fewer parameters than 
the P5 model. For the ANN–WOA algorithm, the RMSE, 
MAE and NASH values of the test data for the P2 model are 
0.97, 0.8 and 0.93, respectively. The P7 model with RMSE 
of 1.1, MAE of 1.1, and Nash of 0.93 are close to the P2 
model, but the model (P7) requires more parameters and 
the preparation of these parameters entails extra time and 
cost. Therefore, the appropriate model for estimating the 
evaporation parameter will be the P2 model. According to 
the results, ANN–WOA by having two parameters of evapo-
ration in 1 and 2 days ago, estimated the amount of target 
parameter with high accuracy. On the other hand, comparing 
the results of the models for the ANN–HHO model shows 
that the P2 and P8 have acceptable performance compared 
to the other models, so they are able to estimate the evapo-
ration parameter with high accuracy. Nevertheless, the P8 
model needs more parameters to predict the evaporation, so 
model P2 which has RMSE, MAE and Nash criteria for test 
data of 0.99, 0.72 and 0.94 was selected as the best model 
for ANN–HHO algorithm. Comparisons between models 
showed that ANNs are not able to predict evaporation due 
to the fact that their training algorithms are trapped in local 
optimal points, so ANN performed poorly in estimating 
evaporation compared to the other three models. To solve 
this problem and improve the results, evolutionary algo-
rithms PSO, WOA and HHO were used. All three models 
demonstrated better performance in predicting evaporation. 
Although the use of evolutionary algorithms has improved 
the outcomes, in some models it does not create acceptable 

Table 3   Scenarios used in this 
study

Pattern EVD (N-1) EVD (N-2) Tmin Tmax WS Qin P H

P1
P2
P3
P4
P5
P6
P7
P8
P9

Table 4   Parameters used in the structure of algorithms

Algorithm Parameter Value

ANN Number of network layers 3
Number of neurons in hidden 

layer
12

Transform function of hidden 
layer

Logsig

Transform function of output 
layer

Purlin

Learning algorithm Levenberg–Marquardt
Iteration 1000

ANN–HHO Number of search agent 40
Iteration number 3000
β 1.5
Range partitions (weights and 

biases)
[− 3, + 3]

Population size 30
ANN–PSO Personal Learning Coefficient 

C1
2

Global Learning Coefficient 
C2

2

Iteration number 3000
Range partitions (weights and 

biases)
[− 3, + 3]

Population size 30
ANN–WOA a 2–0

r min = 0 and max = 1
Number of agents 50
Iterations number 3000
Population size 30
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result. For example, in the ANN–WOA model, model P5 
in which the minimum and maximum air temperatures and 
the evaporation in 1 and 2 days ago are considered as input, 
the evaluation criteria is higher than 1 that shows the weak 
performance of this model. On the other hand, comparing 
the results of this model with the P4 model shows that using 
the minimum air temperature parameter (in P5) resulted 
more error and reduced the accuracy of model. Compari-
son between the selected models of algorithms showed that 
the ANN–HHO algorithm is more accurate in predicting 

evaporation parameter which has the highest correlation with 
the evaporation parameter than the other two algorithms.

To compare the models, a plot of observed and esti-
mated values of the selected pattern of each model is used 
(Fig. 7). In these graphs, the data are shown in the vertical 
axis and the time steps (days) are in the horizontal axis. 
Figure 7a shows that the estimation in some steps is poorly 
performed which can be seen also in the results of Table 5. 
According to the obtained results, the observed and esti-
mated data in the ANN–HHO algorithm is close to each 
other and their difference is very small compared to the 

Table 5   Evaluation of the 
developed models

The best model performance is shown in bold

Pattern Model NASH RMSE MAE

Train Test Train Test Train Test

P1 ANN 0.860 0.850 1.64 1.580 1.180 1.250
ANN–PSO 0.921 0.917 1.157 1.177 0.816 0.835
ANN–WOA 0.898 0.877 1.298 1.476 0.993 1.100
ANN–HHO 0.925 0.901 1.155 1.176 0.821 0.834

P2 ANN 0.850 0.880 1.380 1.300 1.350 1.400
ANN–PSO 0.921 0.928 1.141 1.144 0.819 0.818
ANN–WOA 0.904 0.934 1.296 0.979 0.964 0.808
ANN–HHO 0.927 0.943 1.088 0.908 0.835 0.726

P3 ANN 0.880 0.890 1.350 1.500 0.950 1.100
ANN–PSO 0.924 0.932 1.118 1.111 0.787 0.807
ANN–WOA 0.912 0.903 1.205 1.305 0.892 0.981
ANN–HHO 0.919 0.907 1.176 1.238 0.871 0.880

P4 ANN 0.892 0.870 1.400 1.480 1.120 1.180
ANN–PSO 0.928 0.929 1.104 1.085 0.780 0.750
ANN–WOA 0.907 0.883 1.272 1.329 0.985 1.025
ANN–HHO 0.925 0.917 1.119 1.200 0.828 0.855

P5 ANN 0.850 0.880 1.380 1.300 1.280 1.250
ANN–PSO 0.927 0.931 1.106 1.073 0.783 0.747
ANN–WOA 0.897 0.894 1.319 1.333 1.018 1.027
ANN–HHO 0.920 0.930 1.153 1.111 0.798 0.794

P6 ANN 0.892 0.870 1.400 1.480 1.120 1.180
ANN–PSO 0.931 0.905 1.103 1.177 0.804 0.840
ANN–WOA 0.912 0.918 1.196 1.231 0.910 0.929
ANN–HHO 0.919 0.904 1.200 1.170 0.892 0.886

P7 ANN 0.850 0.880 1.380 1.300 1.350 1.380
ANN–PSO 0.929 0.922 1.091 1.152 0.749 0.776
ANN–WOA 0.920 0.927 1.161 1.106 0.849 0.817
ANN–HHO 0.924 0.932 1.120 1.077 0.768 0.759

P8 ANN 0.892 0.870 1.400 1.480 1.185 1.180
ANN–PSO 0.932 0.919 1.075 1.153 0.756 0.795
ANN–WOA 0.921 0.904 1.167 1.223 0.871 0.879
ANN–HHO 0.916 0.911 1.170 1.260 0.886 0.956

P9 ANN 0.850 0.830 1.560 1.460 1.285 1.28
ANN–PSO 0.933 0.920 1.047 1.202 0.723 0.829
ANN–WOA 0.910 0.919 1.201 1.245 0.896 0.895
ANN–HHO 0.879 0.903 1.408 1.321 1.105 1.053
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Fig. 7   Measured and predicted 
values of EVD for test data, a 
ANN, b ANN–PSO, c ANN–
WOA, and d ANN–HHO
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other two algorithms. Therefore, this method creates more 
precise results in predicting evaporation. Moreover, the 
ANN–WOA model has more errors in predicting evapora-
tion than ANN–PSO model.

However, an important point to be drawn from the time 
series graphs is that despite detecting the correct trend of 
evaporation changes, none of the models were able to esti-
mate the exact amount of long peaks well. This factor can 
have several causes, including the daily nature of the data; 
because the data are daily, there may have been human or 
device errors in recording the data, and despite the input 
parameters being normal values, evaporation has increased 
dramatically. However, in general, in many steps, the esti-
mated values by the proposed models, especially HHO, have 
been appropriate.

The scatter plot of the observed and estimated values is 
shown in Fig. 8. According to Fig. 8, the ANN model has 
poor performance in comparison with other methods. In 
contrast, the ANN–HHO demonstrates high accuracy with 
acceptable results among all models. Moreover, data are 
close to the bisector line in the ANN–HHO model which 
reveals its precision.

For further evaluation, the Taylor diagram has been 
used to investigate the correlation and standard deviation 
values between estimated and observed evaporation. Evi-
dent is that in these diagrams, accordance of observed and 

estimated outputs represented the validation of models. The 
value of correlation coefficient for all three models located 
in the range of 0.95–0.99, which shows the efficiency of all 
three models in estimating the evaporation. According to 
Fig. 9, the ANN–HHO has the value of correlation coef-
ficient slightly higher than the other two algorithms, but the 
RMSE value for ANN–HHO and ANN–WOA is located on 
the arc 1, while for ANN–PSO, the RMSE value is slightly 
higher than 1. Examination of this diagram also shows that 
although all three algorithms have high capability in esti-
mating the evaporation parameter, the closest model to the 
observed values in terms of Taylor diagram is ANN–HHO. 
The selection of ANN–HHO using various evaluation crite-
ria demonstrations that this method is able to optimize the 
values of ANN parameters and increase the performance 
of model.

Figure  10 shows the receiver operating characteris-
tic curve (ROC) for each of the models. The ROC shows 
the trade-off between sensitivity (or TPR; true positive 
rate) and specificity (1 – FPR; false positive rate). Classi-
fiers that give curves closer to the top-left corner indicate 
a better performance. Thus, the closer the area under the 
ROC curve (AUC) to one, the better the prediction model. 
The highest AUC was 0.98, belonging to the ANN–HHO 
model. The lowest value was observed for the ANN model 
(AUC = 0.94). In general, the AUC shows that like the other 

Fig. 8   Scatter point, a ANN, b 
ANN–PSO, c ANN–WOA, and 
d ANN–HHO
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criteria, ANN–HHO is the most appropriate model for EVD 
prediction.

Figure 11 shows the RMSE error values at each step 
of the ANN–HHO reputation. The algorithm starts with 
random and is based on the intended initial populations. 
The selected model was evaluated by three different pop-
ulations of 25, 30 and 50 to measure the sensitivity of 
the results to the original populations. According to the 
figure, it is observed that this algorithm has reduced the 
RMSE in all three populations and in the first steps of 
the mutation, so that by performing only three steps, the 
amount of error in all three populations has been signifi-
cantly reduced. Furthermore, it is obvious that achiev-
ing the optimal answer is faster at the beginning of the 
algorithm. The population of 30 has the highest accuracy, 
while the other two populations had higher RMSE errors. 
The error reached the final value in 1750 iterations, and 

after that there has been no change in the amount of error. 
Therefore, considering the appropriate amount of initial 
population to start the optimization process can lead to 
the desired result.

Finally, evaporation values were predicted for the whole 
data with the selected scenario and model (Fig. 12). It is 
observed that the selected model could predict the evapora-
tion values with high precision according to the desired input 
parameters. In all steps, the estimated and observed values 
are close to each other which indicates the high capability 
of the selected model. In addition, this method is used for 
different time series.
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Fig. 9   Taylor diagram for the results



1390	 Engineering with Computers (2023) 39:1375–1393

1 3

4 � Conclusion

In the present study, using both ANN method and 
ANN–EAOM hybrid model, the daily evaporation from the 
Ajabshir reservoir has been estimated. In hybrid models, 
three algorithms, PSO, WOA and HHO, are used to optimize 

the parameters of the ANN algorithm. For the evaluation of 
the obtained results four methods of root mean square error 
(RMSE), mean absolute error (MAE), Nash Sutcliffe index 
(NASH), and determination coefficient (R2) are utilized. For 
this evaluation, nine scenarios based on various environmen-
tal parameters, such as humidity, air temperature, evapo-
ration have been considered. The estimated evaporation 

Fig. 10   ROC diagram for a 
ANN, b ANN–PSO, c ANN–
WOA, and d ANN–HHO

Fig. 11   RMSE values in Itera-
tion (ANN–HHO)
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parameter in ANN method compared to the observational 
data has R2 of 0.88, which is the lowest value among the 
models. The highest R2 is related to ANN–HHO method 
with the value of 0.96. In addition, in the ANN–HHO model 
data are close to the regression line, which indicates the 
acceptable performance of ANN–HHO compared to other 
models. The value of correlation coefficient for all three 
models is in the range of 0.95–0.99 which shows that all 
three models have good performance in estimating the daily 
evaporation. The correlation coefficient in the ANN–HHO 
model is slightly higher than other two algorithms, but the 
RMSE value is equal to 1 for ANN–HHO and ANN–WOA 
and it is slightly more than 1 for the ANN–PSO model. Fur-
thermore, in terms of Taylor diagram, the ANN–HHO model 
provides values closer to the observed ANN–HHO values. 
In general, the study of different evaluation parameters 
demonstrations that the ANN model is not able to predict 
evaporation with high accuracy, because its training algo-
rithms are trapped in local optimal points, so ANN has a 
poor performance in estimating evaporation compared to the 
other three models. Utilizing three evolutionary algorithms 
such as HHO, WOA, and PSO improved the performance of 
ANN model in estimating the evaporation. The ANN–HHO 
performed better than all other models using two parameters 
of evaporation in 1 and 2 days ago as inputs which have high 
correlation with output.
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