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Abstract
Constrained optimization problems (COPs) with multiple computational expensive constraints are commonly encountered 
in simulation-based engineering designs. During the optimization process, the feasibility analysis of the intermediate solu-
tions depends on the computational simulations will be computationally prohibitive. To relieve this computational burden, 
an active-learning probabilistic neural network (AL-PNN) classification modeling approach is proposed to build a classifier 
for quickly analyzing the feasibility of the intermediate solutions. In the proposed AL-PNN approach, an interesting region 
tracking strategy is developed to locate the regions that may contain part of the constraint boundary. The judge rule of the 
interesting region is based on whether the predicted class labels of pseudo points are different in subregions, which is gen-
erated by dividing the design space with the K-means cluster algorithm. Once the interesting region is located, the newly 
infill sample point used to update the PNN classification model can be obtained by a distance screening criterion. Seven 
numerical cases and the design of the rocket interstage section are used to demonstrate the performances of the proposed 
approach. The results illustrate that the proposed AL-PNN approach can provide more accurate classification results than 
the compared four state-of-the-art algorithms.

Keywords Computational expensive constraints · Probabilistic neural network · Active learning · Constrained optimization 
problems

1 Introduction

Practical engineering design optimization problems usually 
contain multiple constraints that are dependent on evalu-
ating the computational expensive simulations, e.g., finite 
element analysis (FEA) and computational fluid dynamic 
(CFD) models [1]. It will be computational prohibitive if 
directly relying on these simulations for feasibility analysis 
of the intermediate solutions in the design space [2–4]. For 
example, Ford Motor Company spends 36–160 h running a 
crash simulation for a full passenger car. A promising way 
to address this issue is to adopt machine-learning techniques 
to replace the computational expensive simulation model. 
Among these machine-learning techniques, most of them 

are prediction models, also called the metamodel or sur-
rogate models, e.g., polynomial response surface (PRS) 
model [5, 6], Kriging model [7–11], support vector regres-
sion (SVR) model [12, 13], and radial basis function (RBF) 
model [14–16]. Specifically, the prediction models pro-
vide the estimated values of each computational expensive 
constraint. Then, the predicted values are compared with 
the threshold values to evaluate the feasible status of the 
intermediate solutions during the optimization process. For 
example, Vasu et al. [6] used the least-squares PRS model 
to accelerate the numerical simulation of the residual stress 
prediction in laser peening; Qian et al. [8] developed a gen-
eral sequential constraint updating approach based on the 
confidence intervals from the Kriging surrogate model; Kar-
amichailidou et al. [14] successfully applied a RBF model 
for quickly predicting the wind turbine power curve; Zhai 
et al. [17] used the Kriging surrogate model to analyze the 
feasible solution in the collision between the missile and 
the adapter; Asadi et al. [18] demonstrated the effectiveness 
of the SVR model to predict the thermophysical properties, 
heat transfer performance, and pumping power of MWCNT/
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ZnO–engine oil hybrid nanofluid; Jiang et al. [19] utilized 
the Kriging model to classify the failure state of the random 
candidates.

The other approach to handle multiple computational 
expensive constraints is introducing the classification model 
to analyze the feasibility status of the intermediate solu-
tions, e.g., support vector machine (SVM) [20–23], RBF 
neural network (RBFNN) [24], adaptive neural fuzzy infer-
ence system (ANFIS) [25], and probabilistic neural network 
(PNN) [26, 27]. For example, Singh et al. [22] extended the 
LOLA–Voronoi algorithm to sequential update the SVM for 
reducing the required samples; Basudhar et al. [23] devel-
oped an improved adaptive sampling technique by automati-
cally selecting and modifying the polynomial degrees for 
refining SVM boundaries; Harandizadeh et al. [27] applied 
PNN for the classifying of air-overpressure induced by blast-
ing; Patel et al. in the applied PNN for reliability analysis 
of the stiffest structure design for a hydrogen storage tank. 
When comparing with the prediction models, the classifica-
tion model has more potential to deal with multiple com-
putational expensive constraints [20]. The main features 
and advantages are (a) it is more suitable for dealing with 
optimization problem with discontinuous feasible region, 
(b) the multiple computationally expensive constraints can 
be reduced to one single classification model, and (c) the 
classification model can easily considering the correlation 
between each constraint.

Among these classification models for feasible sta-
tus analysis, PNN is easier to be implemented due to its 
advantages of simple form and solid statistical foundation 
in Bayes decision theory. Although under a limited compu-
tational budget, the existing PNN classification modeling 
approaches are based on the one-shot sampling that usually 
leads to the false judgment of the points nearby the boundary 
of the constraint. Generally, an optimum could make some 
constraints being active. Moreover, all these existing sequen-
tial classification modeling methods are developed based 
on the SVM approaches; investigating the active-learning 
PNN classification modeling for handling multiple compu-
tational expensive constraints will be meaningful to expand 
the arsenal of constrained optimization problems. To address 
the above-mentioned issues, an active-learning probabilistic 
neural network (AL-PNN) classification modeling approach 
is proposed, aiming at quickly analyzing the feasible sta-
tus of design solutions. Specifically, an interesting region 
tracking strategy is developed to locate the regions that may 
contain part of the boundary of the computational expensive 
constraints. The performance of the proposed approach will 
be demonstrated on seven numerical cases and the design of 
the rocket interstage section.

The remainder of the paper is organized as follows; 
Sect. 2 simply introduces the basic theory of PNN. Sec-
tion 3 presents the motivation and details of the proposed 

approach. The performance of the proposed method is tested 
on several numerical and engineering cases in Sect. 4. Some 
conclusions and future work are provided in Sect. 5.

2  The basic theory of probabilistic neural 
network

The probabilistic neural network proposed by Specht [28] 
has been widely used in the field of classification and pat-
tern recognition, such as image recognition, signal process-
ing, and online control [29–31]. When compared with other 
neural network architectures, PNN is easy to implement and 
the network-learning process is simple and fast [32]. PNN 
consists of four layers: the input layer, the pattern layer, the 
summation layer, and the decision layer, which are shown 
in Fig. 1.

“Bayes strategies” is used widely in decision rules for 
classification to minimize the “the expected risk” in the 
pattern classification. Consider a case of a two-category 
classification, the problem is to decide whether a pattern 
Xt = [Xt1,Xt2, ...,Xtp] belongs to either of the two classes �A 
or �B . The Bayes decision rule can be represented by [26]

where fA(x) and fB(x) are the probability density functions 
(PDF) for categories A and B, respectively. lA is the loss 
function associated with the decision d(x) = �B when the 
true is �A , lB is the loss function associated with the deci-
sion d(x) = �B when the true is �B . hA and hB are the prior 
probability of occurrence of patterns from category A and 
B, respectively.

The main problem with Bayes’ classification method is 
the estimation of the probability density functions about 

(1)d(x) = 𝜃A if hAlAfA(x) > hBlBfB(x),

(2)d(x) = 𝜃B if hAlAfA(x) < hBlBfB(x),

Fig. 1  The general architecture of the probabilistic neural network
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each class. This mission is usually completed using a set of 
training patterns with known classification [33],

where X is the vector to be classified, fA(X) is the value of 
the PDF of class A at point X , XAi is the neuron vector, m is 
the number of patterns in category A , p denotes the dimen-
sion of the training vectors, and � is the smoothing param-
eter. If the smoothing parameter is near zero, the PNN model 
acts as the nearest neighbor classifier. As it becomes larger, 
several nearby design vectors are taken into consideration 
during the model construction process. After the preliminary 
test, the smoothing parameter is set to 1 in all of the test 
cases in this manuscript.

Assuming that a priori probabilities for each class are 
the same and the losses function associated with making 
wrong decisions for each class are the same, the class can 
be determined in the decision layer based on the Bayes’s 
decision rule by [34]

where c(X) denotes the estimated category of the pattern X 
and n is the number of classes in the training samples.

3  The proposed approach

3.1  Motivation

An engineering design optimization problem with multiple 
constraints can be generally expressed as:

where X is the design vector, f (X) denotes the objective 
function, and gj(X) is the jth constraints.

When the constraints are evaluated by computationally 
expensive simulations, it will be impractical to directly use 
these simulation models to evaluate the feasibility of a large 
number of intermediate solutions when solving the above 
optimization problem. As illustrated in [26], the PNN clas-
sification model instead of the actual constraints can be used 
to improve the effectiveness of solving this problem. Even 
though the PNN classification model has brought many ben-
efits in quickly analyzing the feasibility of the intermediate 
solutions, a challenge is that it is difficult to construct a PNN 
classification model with desirable accuracy under a limited 
computational budget. As shown in Fig. 1a, g1(x) and g2(x) 

(3)

fA(X) =
1

(2�)p∕2�p

1

m
×

m∑

i=1

exp

[

−
(X − XAi)

T (X − XAi)

2�2

]

,

(4)c(X) = argmax
{
fA(x)

}
, k = 1, 2, ..., n,

(5)

Find X

min f (X)

s.t. gj(X) ≤ 0; i = 1, 2,… , J,

denote two computationally expensive constraints, the black 
circles denote the uniform distributed samples, the black 
dotted line denotes the PNN classification model that is con-
structed based on the uniform distributed samples. There are 
four unobserved points A, B, C, and D marked with triangles 
to be predicted. Points A and B are feasible design solutions, 
while C and D are infeasible ones. Since the PNN classifica-
tion model can capture the general trend of the actual feasi-
ble boundary, the predicted feasible status of points B and 
D, which are far from the feasible boundary, are true. While 
the predicted feasible status of points A and C, which are 
near or located on the actual feasible boundary, being totally 
opposite comparing with their actual status. This is because 
there exist large prediction errors along the boundary of the 
constraint with only small amounts of sample points in the 
neighborhood of the boundary of the constraint.

On the contrary, more sample points are located along 
the boundary of the constraint in Fig. 2b resulting in a 
more accurate PNN classification model. The predicted 
feasible status of all four points is consistent with the 
actual status. Of course, it should be mentioned that the 
points are allocated in the design space artificially. In prac-
tice, the actual constraints boundary cannot be expressed 
explicitly (it is a black-box function as it is based on the 
computationally expensive simulations). This brings 
a problem on how to allocate the limited sample points 
in the design space to construct an accurate PNN clas-
sification model for quickly analyzing the feasibility of 
the intermediate solutions. To address this challenge, an 
active-learning PNN classification modeling approach is 
proposed, which will be described in the following section.

3.2  The developed interesting region tracking 
strategy

The proposed active-learning PNN classification modeling 
approach is based on an iterative-learning process. An ini-
tial sample set is generated as a start. Then, the compu-
tational simulation models are conducted at these sample 
points. Based on the sampling data with labels (feasible 
and nonfeasible), an initial PNN classification model 
approach is constructed. If the available computational 
budget is not achieved, new sample points are selected 
and added to the current sample set for each iteration to 
update the PNN classification model.

Assuming that the available computational budget is 
n and the set X� with size � sample points are selected in 
each iteration process. X� is evaluated using computation-
ally expensive simulations to obtain the class label Y� . 
Therefore, the updated process of the training set S can 
be represented as
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The novelty of the proposed approach lies in its way of 
selecting infill sample points based on a developed interest-
ing region tracking strategy in the design space.

3.3  The coarse interesting region

Before describing the proposed interesting region tracking 
strategy, the definition of the interesting region is given. 
As mentioned in Sect. 3.1, with more sample points in the 
neighborhood of the boundary of the constraint, a more 
accurate PNN classification model will be. Considering this, 
a subregion is defined as an interest region if the predicted 
labels of points in one subregion are different. The basic 
idea behind this definition is that if one subregion includes 
different class labels (feasible and nonfeasible samples), it 
means that this subregion may contain part of the constraint 
boundary. Therefore, we should pay close attention to this 
region. As illustrated in Fig. 3, according to the definition, 
region I can be regarded as an interesting region, while 
region II is not.

Considering an example with m dimension input, the 
training set is S in the input space X ∈ Rd and the output 
space is Y ∈ {0, 1} . The “0” means the design solution is 
nonfeasible while “1” denotes that the design solution is fea-
sible. The training set is S = (X, Y) ∈ X × Y  where X is the 
input variable and consists of n sample points represented 

(6)
Y� ∶= f (X�),

S ∶= S ∪ (X� , Y�).

as vectors 
{
x1, x2,...,xn

}
 . The PNN classification model h is 

defined as y = h(x) which predicts the label of the design 
solution x.

To determine the interesting region in the whole design 
space, a set of points randomly distributed in the design 
space is generated. Then K-means clustering algorithm is 
introduced to divide these points into k clusters, which can 
be expressed as

Then, the labels of points in each cluster are predicted 
using the current PNN. These points are termed pseudo 
points as their actual feasible status is not analyzed by eval-
uating the computational expensive constraints. According 
to the definition of interesting regions, once the predicted 
labels in each cluster are obtained, the coarse interesting 
region is located.

3.4  The refined interesting region

It is important to point out that the scope and numbers of the 
interesting region are heavily dependent on the distribution 
of the pseudo points. Therefore, it is necessary to refine the 
coarse interesting region, aiming to shrinking the interest-
ing region and focusing more on the constraint boundary. A 
set of points, in which the number of points is smaller than 
that in the first round are generated in the coarse interesting 

(7)[XT
1
,XT

2
, ...,XT

k
]T = X.

Fig. 2  The schematic diagram of motivation of the proposed approach
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regions. To distinguish these points and those in the first 
round, the points in this stage are termed as refined-pseudo 
points as they have a higher probability to locate into the 
neighborhood of the constraint boundary. These points are 
divided into l clusters and the feasible status of points in 
each cluster is predicted using the current PNN. The same as 
in determining the coarse interesting region, if the predicted 
labels of points in one cluster are different, then this cluster 
is a cluster of interest and this area is defined as a refined 
interesting region.

When selecting the sequential samples in the refined 
interesting region, an intuitive idea is that the newly selected 
samples should not be close to the existing samples. This is 
because the prediction error at an unobserved point near the 
existing sample point is expected to be small. Therefore, to 
prevent the cluster of sample points, an objective function 
is formulated to selected new sample points in the refined 
interesting regions,

where x denotes the potential sequential samples to be 
added, x

i
 is the existing samples, and Drefined are the refined 

interesting regions in the design space. Therefore, d(x) is the 
minimum Euclidean distance between the candidate sample 
point x and the sample points in the existing sample set.

(8)

max d(x)

s.t. x ∈ Drefined

d(x) = min

(√
(x − xi)

T (x − xi)

)

(i = 1, 2,… ,N),

3.5  Steps of the proposed approach

The flowchart of the proposed approach is illustrated in 
Fig. 4. Details of the steps of the proposed approach are 
presented as follows.

Begin
Step 1: Generate the initial sample points and obtain the 

feasible status of them.
The proposed approach starts with generating the initial 

sample points. To obtain the sample points that are located 
uniformly in the design space, Latin Hypercube Sampling 
(LHS) is introduced to generate the initial sample points. 
Then, the initial sample points are evaluated by running the 
expensive simulator and the corresponding feasible status 
is obtained.

Step 2: Construct the initial PNN classification model 
based on the sampling set.

According to the feasible status of the samples, the labels 
for them are marked and divided into two classes, feasible 
and nonfeasible. An initial PNN classification model can be 
constructed based on the labeled samples.

Step 3: Determine the coarse interesting region.
In this step, the coarse interesting region will be deter-

mined by following the description in Sect. 3.2.1.
Step 4: Refine the interesting region.
The coarse interesting region is refined by following the 

description in Sect. 3.2.2.
Step 5: Obtain the sequential samples in the refined inter-

esting regions.
The newly added sample points can be obtained by 

Eq. (8).
Step 6: Update the sampling set.
After the sequential sample points are selected, the cor-

responding feasible status of the new samples is evaluated 

Fig. 3  The definition of the 
interesting region
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by running the computational expensive simulations. Then, 
these samples with actual labels are added to the current 
sampling data.

Step 7: Re-training the PNN classification model based 
on the current sampling set.

The PNN classification model will be reconstructed 
according to the updated sampling set.

Step 8: Check whether the stopping criterion is satisfied: 
If yes, go to Step 9; otherwise, go back to Step 3.

Two stopping criteria can be used for judging whether the 
sequential process is stopped or not: (a) the prediction accu-
racy of the PNN classification model meets the preset require-
ments, and (b) the computational resources used to obtain the 
sample points reach the allowable upper limit. These two crite-
ria are also used to measure the pros and cons of the classifier: 
(a) to achieve the required accuracy, which model requires the 
least computational resources; and (b) with the limited total 

resources, which model can achieve the highest accuracy. The 
main difference between these two criteria is that criterion (a) 
needs a set of test set to verify the classification accuracy of the 
constructed PNN model, which is unaffordable in engineer-
ing design problems with computational expensive simulation 
models. What is more, the goal of the proposed approach is to 
provide a classification model for analyzing the feasible status 
of the design solutions for a given total computational budget, 
thus the total available computational budget is adopted as the 
stopping criterion in the proposed approach with the hope that 
the final PNN classification model can achieve the required 
classification accuracy.

Step 9: Output the final PNN classification model.
The final constructed PNN classification model is output 

when the stopping criterion is reached.

Fig. 4  The framework of the 
proposed approach
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4  End

5  Examples and results

5.1  An illustrative example

A two-dimensional Gaussian function is demonstrated 
step by step to show how the proposed AL-PNN approach 
works. The mathematical expression is given in the follow-
ing equation

where the Gaussian function centered at (x�
1
, x�

2
) = (0, 0) , and 

the standard deviation � is equal to 
√
5.

The problem concerns finding the region in the design 
space whose response within 50% of the maximum of 
Gaussian function ( fmax = 1 ) and this region is called feasi-
ble region in this paper. Then, the feasible analysis problem 
is defined as:

In the following subsection, it will be demonstrated step 
by step in the first iteration to show how the proposed AL-
PNN approach selects sample points.

Iteration 1
Step 1: Generate 50 initial sample points and obtain the 

feasible status of them, the black points in Fig. 5 denote the 
generated sample points. It can be seen from Fig. 5 that only 
two points are feasible among the initial samples.

(9)f (x) = exp
−

(
(x1−x

�
1
)2+(x2−x

�
2
)2

�2

)

, x1, x2 ∈ [−5, 5],

(10)yi =

{
1, f (xi) ∈ [0.5,∞)

0, f (xi) ∈ (−∞, 0.5)
.

Step 2: Build the PNN classification model by the initial 
sample points. As illustrated in Fig. 5, the green points are 
the initial sample points generated by LHS. The blue line is 
the feasible boundary. The responses of the points in the blue 
circle are within 50% of the maximum Gaussian function. 
The gray line is the predicted feasible boundary based on the 
current sample points. It is concluded from Fig. 5 that the 
predicted feasible region is smaller than that of the actual 
one. The accuracy of the PNN classification model should be 
enhanced to satisfy the requirement of design optimization.

Step 3: Determine the coarse interesting region. For more 
intuitive display, the predicted region (the gray region) is 
replaced with gray discrete points. The other kinds of color 
sample points in Fig. 6 are a set of pseudo points generated 
randomly which is divided into 7 clusters using K-means 
clustering algorithm, and each color represents one cluster. 
Then, the constructed PNN classification model is used to 
estimate the labels of points in each cluster. It can be seen 
from Fig. 6 that only the blue points spread both inside and 
outside the blue circle. This indicates that the points in this 
cluster contain feasible and non-feasible points (with dif-
ferent labels). Therefore, the coarse interesting region is 
located by the distribution of the blue points. By counting 
the extremum of the coordinate axes among the blue points, 
the coarse interesting region is obtained. As shown in Fig. 6, 
the area surrounded by the white box is the interest region.

Step 4: Refine the interest region. The sample points in 
Fig. 7 are a new set of pseudo points that are located in 
the coarse interest region. K-means clustering algorithm is 
used these pseudo points into 3 clusters, which correspond 
to three kinds of colors. As in Step 3, if the cluster stretches 
across the feasible and nonfeasible regions, it will be an 
interesting subregion because it may contain part of the con-
straint boundary. It can be seen from Fig. 7, two of the three 

Fig. 5  PNN classification model of initial sample points Fig. 6  Determination of the coarse interesting region
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clusters contain different labels, so the two rectangular areas 
marked with red and green are the refined interest regions.

Step 5: Obtain the sequential samples in the refined 
interesting regions. As can be seen from Fig. 8, new sample 
points are obtained by Eq. (8). In this example, two sample 
points are selected in each refined interesting region. There-
fore, four red points in Fig. 8 are obtained.

Steps 6, 7, 8: Update the sampling set and re-training the 
PNN classification model based on the current sampling set. 
Then checking the stopping criterion. Since the available 
computational budget is not used up, the updating process 
will continue.

The final sample points distribution and the obtained 
PNN classification model can be seen in Fig. 9. It can be 
observed that the new sample points are located near the 

boundary (the blue line) and the gray region in Fig. 9b is 
almost coincident with the true feasible region.

To further test the performance of the proposed method, 
the total number of sample points required when reaching 
the predefined classification accuracy of 99% is recorded. 
Five levels of the initial number of samples ranging from 20 
to 70 are utilized. To isolate the influence of the distribution 
of initial samples, each case is duplicated 20 times and the 
boxplots of the results are plotted in Fig. 10. The upper and 
lower boundary of the box is the 75% and 25% quantile of 
the results, while the line within the box denotes the median 
value of the results. The red points denote the outliers.

It can be seen that the median values of the five boxes are 
very close, namely different numbers of initial samples result 

Fig. 7  The refined coarse interesting region

Fig. 8  The newly selected sample points in the first iteration

Fig. 9  The final sample points and the classification boundary pre-
dicted by the PNN classification model
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in a very similar amount of the total simulation cost, there-
fore the proposed method is not very sensitive to the initial 
number of samples. On the other hand, the length of the box 
is long especially when the initial number of samples is 20; 
thus, the distribution of the samples has a vital influence on 
the performance of the proposed method. This influence is 
partially mitigated by the increasing number of initial sam-
ples. How to choose the initial sample points to facilitate the 
performance of the proposed method will be investigated in 
our future research.

5.2  Additional numerical examples

In this section, six well-known numerical test problems with 
different features are used to demonstrate the accuracy of the 
proposed approach. The description and expression of these 
numerical cases are described as below:

Disconnected feasible regions: the modified Branin func-
tion (P1):

Nonlinear region: two-dimensional function 1 (P2):
(11)

f (x) =
(
x2 −

5.1

4�2
x2
1
+

5

�
x1 − 6

)2

+ 10
(
1 −

1

8�

)
cos x1 + 10;

x1 ∈ [−5, 10], x2 ∈ [0, 15]

yi

{
1, f (xi) ∈ (−∞, 5]

0, f (xi) ∈ (5,∞)
.

Nonlinear region: two-dimensional function 2 (P3):

Nonlinear region: 4-dimensional vessel function (P4):

Nonlinear region: six-dimensional function (P5):

Nonlinear region: modified 10-dimensional Zakharov 
function (P6):

For comparison, other three methods are used to test these 
numerical examples: LHS [35], Maximum Distance sam-
pling [36], and LOLA–Voronoi sequential sampling [22]. It 
is mentioned that the LOLA–Voronoi sequential sampling 
method is scalable till approximately 5–6 dimensions, so 

(12)

f (x) = x2 −
|
|tan(x1)

|
| − 1;

x1 ∈ [0, 6], x2 ∈ [0, 7]

yi

{
1, f (xi) ∈ (−∞, 0)

0, f (xi) ∈ [0,∞)
.

(13)

f (x) = x1x2 − 4

x1 ∈ [−25, 25], x2 ∈ [−30, 30]

yi

{
1, f (xi) ∈ (0,∞)

0, f (xi) ∈ (−∞, 0)
.

(14)

y1 = −x1 + 0.0193x3;

y2 = −x2 + 0.00954x3;

y3 = −�x2
3
x4 −

4

3
�x3

3
+ 1, 296, 000;

y4 = x4 − 240;

x1, x2 ∈ [0, 1.5], x3 ∈ [30, 50], x4 ∈ [160, 200]

yi

{
1, f (xi) ∈ (−∞, 0]

0, f (xi) ∈ (0,∞)
.

(15)

y1 = 2 − (x1 + x2);

y2 = (x1 + x2) − 6;

y3 = x2 − x1 − 2;

y4 = x1 − 3x2 − 2;

y5 = (x3 − 3)2 + x4 − 4;

y6 = 4 − [(x5 − 3)2 + x6];

x1, x2, x6 ∈ [0, 10], x3, x5 ∈ [1, 5], x4 ∈ [0, 6]

yi

{
1, f (xi) ∈ (−∞, 0]

0, f (xi) ∈ (0,∞)
.

(16)

y =

n∑

i=1

x2
i
+

n∑

i=1

(0.5ixi)
2 +

n∑

i=1

(0.5ixi)
4

x1, x2,… , x10 ∈ [−5, 5]

yi

{
1, f (xi) ∈ (−∞, 5 × 104]

0, f (xi) ∈ (5 × 104,∞)
.

Fig. 10  The total number of samples used by the proposed method 
under different number of initial samples
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only the other three methods are adopted to the modified 
10-dimensional Zakharov function.

Figure 11 demonstrates the classification accuracy of the 
six numerical examples among the four different classifica-
tion models. Several intuitive conclusions can be drawn from 
Fig. 11, i.e. (1) The classification accuracy improves with 
the increase of the number of sample points in general, and 
classification accuracy increases fast when the number of 
sample points is from 50 to 100; (2) For the problem with 
disconnected feasible regions (P1), the Maximum Distance 
approach performs the worse in all the models, the proposed 
AL-PNN approach ranks first, followed by the LOLA–Voro-
noi approach. (3) When dealing with the problem with non-
linear regions, the LOLA–Voronoi approach performs the 
best, the LHS approach performs the worst in three cases 

(P3, P4, and P6). The performance of the LOLA–Voronoi 
approach is a little bit better than that of the Maximum Dis-
tance approach. Overall, for all the numerical cases, the 
proposed AL-PNN approach performs better than the other 
three approaches in terms of classification accuracy.

The number of clusters is an important factor that may 
have an influence on the capability of the proposed AL-
PNN approach. To analyze the sensitivity of the number of 
clusters, four levels of the number of clusters, 3, 5, 7, and 
9 clusters, are adopted to test on the four two-dimensional 
nonlinear numerical examples (Gaussion function, P1, P2, 
P3). Figure 12 shows the classification accuracy of the four 
two-dimensional numerical examples under four levels of 
clusters. As illustrated in Fig. 12, the classification accuracy 
improves gradually with the number of clusters increasing, 

Fig. 11  Comparison results 
among the four classifica-
tion models on the additional 
numerical examples
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while when the number of clusters exceeds 7, the classifica-
tion accuracy improves slowly, even being reduced. Overall, 
when the number of clusters is larger than 5, the proposed 
AL-PNN approach is not sensitive to the numbers of the 
clusters.

5.3  Engineering case

In this section, the feasible status analysis of the design solu-
tions for the rocket interstage section is performed by the 
proposed approach.

The interstage section is subjected to a shear force of 
79,380 N and a bending moment of 190,000 N m. The elastic 
modulus of the material was E = 207 GPa, Poisson’s ratio is 
� = 0.3 . The goal of this design problem is to minimize the 
weight of the interstage section under the constraints of the 
allowable stress and deformation of the structure. The prob-
lem includes five consecutive design variables: height of the 
interstage section, radius of the small end, radius of the large 
end, the number of axial reinforcement, the number of hoop 

reinforcement. The range of values for the five design variables 
is shown in Table 1.

The mathematical model of the lightweight optimization 
problem can be expressed as

(17)

Find: x = [R, r, h, a, b]

min: Mass (x)

s.t.: �s(x) ≤ 110 Mpa

d(x) ≤ 0.60 mm.

Fig. 12  The sensitive analysis of the number of clusters

Table 1  Range of values for design variables

Design variables Range

height of the interstage section, h 100–1000 mm
radius of the small end, r 100–500 mm
radius of the large end, R 500–1000 mm
the number of axial reinforcement, a 2–30
the number of hoop reinforcement, b 1–10
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It can be seen from Eq. (17) that the maximum stress 
�s and maximum deformation d(x) of the interstage section 
cannot be directly calculated by an explicit function. There-
fore, the proposed AL-PNN approach is used to handle these 
two expensive constraints by constructing a classification 
model between the design variables and the maximum stress 
and the maximum deformation. In this paper, the software 
MSC/NASTRAN and PATRAN are used to calculate the 
maximum stress and maximum deformation of the inter-
stage section. The FEA model with the boundary condition 
is shown in Fig. 13. All the simulations are conducted on 
the computational platform with a 3.20 GHz Intel (R) Core 
(TM) i7 8700 CPU and 8 GB RAM. One simulation takes 
about 10 min. The plots of the displacement cloud and the 
stress cloud at a typical design solution are demonstrated 
in Fig. 14.

In this example, the total number of sample points is limit 
to 50 to build a classification model. First, 20 sample points 
are generated at one time through LHS, and the remaining 
30 sample points are selected in the updating process. This 
study randomly selects 50 verification points to calculate the 
classification accuracy of the four compared approaches. A 
summary of the verification results is listed in Table 1. As 
illustrated in Table 1, the proposed AL-PNN classification 
model with a 96% classification accuracy only misjudges 
two points. While the LHS has a classification accuracy of 
less than 90%. The performance of the Local–Voronoi is 
comparable with that of maximin distance, which misjudges 
the status of five points. Taking the results from the LHS 
method as the baseline, the percentage of improvement from 
the maximin distance method, the Local–Voronoi method, 
and the AL-PNN methods are about 2.3%, 2.3%, and 9.1% 
respectively (Table 2).

6  Conclusions

In this paper, an active-learning probabilistic neural network 
classification model for feasibility analysis of the design 
solutions for problems with computationally expensive 

constraints is proposed. In the proposed approach, an inter-
esting region tracking strategy is developed to locate the 
regions that may contain part of the constraint boundary. 
These interesting regions are identified by judging whether 
the predicted class labels of the pseudo points are the same 
or not in each cluster. The newly updated sample points are 
obtained in the refined interesting regions using the maximin 
distance sampling method.

Seven numerical examples and an engineering case is 
used to compare the accuracy of the proposed method other 
four existing sampling methods The comparison results 
demonstrate that (1) Under the limited computational 
budget, the proposed PNN classification model outperforms 
the other three existing methods in terms of classification 
accuracy; (2) The proposed PNN classification model is not 
sensitive to the number of clusters; (3) The proposed PNN 
classification model is applicable to practical engineering 

Fig. 13  The finite element model at typical design solution

Fig. 14  The simulation result at typical design solution

Table 2  The comparison results among different approaches

LHS Maximin dis-
tance

Local–Voronoi AL-PNN

Classification 
accuracy

88% 90% 90% 96%
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optimization problems with computational expensive 
constraints.

With the increasing dimension of the design problems, 
the complexity of the classification boundary increases 
sharply and a huge number of sample points is required to 
construct a PNN model with the desired accuracy. Therefore, 
the proposed method is recommended to use in problems 
with less than ten design variables. As part of future work, 
extending the proposed method to the multifidelity situations 
to relieve the computational burden in high-dimensional 
problems will be investigated. What’s more, the proposed 
approach only tested on deterministic simulations, extend-
ing the proposed approach for addressing stochastic simu-
lations will be also addressed to enhance its engineering 
practicability.
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