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Abstract
In the present work, we investigate the numerical solution of time-fractional telegraph equation by a local meshless method. 
The fractional-order derivative is defined in the Caputo’s sense. The time semi-discretization was carried out using finite 
difference method followed by radial basis function-based spatial discretization. The theoretical convergence analysis and 
stability analysis of time semi-discrete scheme are also proved. Several test problems with regular and irregular domains 
with uniform and non-uniform points are considered. To demonstrate the accuracy and efficiency of the proposed method, 
we compared the analytical and numerical solution of the proposed problem.

Keywords  Radial basis function · Local collocation method · Finite difference · Time fractional · Telegraph equation

1  Introduction

In recent decades, fractional calculus has become a pow-
erful tool because many complex problems can be easily 
and successfully modeled in various fields by fractional 
calculus. Fractional calculus has many applications in the 
fields of science, engineering, and finance [2, 4, 6, 8, 24, 

48, 57]. Fractional partial differential equations are obtained 
by replacing integer-order derivatives of partial differential 
equations with fractional-order derivatives. A lot of publica-
tions related to fractional partial differential equations are 
presented; for example, see [10, 19, 47, 52, 62, 64].

In this paper, we are dealing with following time-frac-
tional telegraph equation
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(1.1)
⎧⎪⎨⎪⎩

c
0
D

�

t
u(�, t) +c

0
D

�−1
t

u(�, t) + u(�, t) = Δu(�, t) + f (�, t), (�, t) ∈ Ω × (0, T],

u(�, 0) = �(�),
�u(�,0)

�t
= �(�), � ∈ Ω

u(�, t) = �(�, t), � ∈ �Ω,

where 1 < 𝛼 < 2 , T > 0 and �(�) , �(�) , �(�, t) and f (�, t) are 
sufficiently smooth functions on closed and bounded domain 
Ω ⊂ ℝ

2 , with boundary �Ω . Moreover, for any given posi-
tive integer, the Caputo’s differential operator k, c

0
D

�

t
u(�, t) 

is defined as

It is found that the classical telegraph equation has many 
applications in neutron transport [59], random walk of 

(1.2)

c
0
D

𝛼

t
u(�, t) =

⎧⎪⎨⎪⎩

1

Γ(k−𝛼)

t∫
0

𝜕ku(�,s)

𝜕sk
ds

(t−s)𝛼−(k−1)
, k − 1 < 𝛼 < k,

𝜕ku(�,t)

𝜕tk
, 𝛼 = k.
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suspension flows [3], signal analysis, propagation and trans-
mission of electrical signals [36], etc. Recently, fractional 
telegraph equation has been solved by many authors. Mittal 
and Bhatia [37] developed differential quadrature method 
based on cubic B-spline basis function to solve hyperbolic 
telegraph equation. Ömer Oruç [41] considered two-dimen-
sional hyperbolic telegraph equation using finite difference 
method in time and Hermite wavelets approach for space. In 
[28] Jiang and Lin solved time-fractional telegraph equation 
using reproducing kernel theorem. Kumar et al. [31] con-
sidered a generalized time-fractional telegraph-type equa-
tion using a numerical scheme based on the finite difference 
method. Liang et al. [33] discussed time-fractional telegraph 
equation using a fast high-order difference scheme. In [17] 
Dehghan et al. solved four different types of linear telegraph 
equations using He’s variational iteration method. Li and 
Cao [32] used finite difference method to solve linear time-
fractional telegraph equation. In [39] Adomian decomposi-
tion method is derived by Momani to solve space- and time-
fractional telegraph equation. Chen et al. [5] derived the 
analytical solution of time-fractional telegraph equation and 
applied the method of separating variables. Yildirim [61] 
proposed homotopy perturbation method (HPM) to solve 
space- and time-fractional telegraph equation. Wang and 
Mei [60] presented the time-fractional telegraph equation 
using a generalized finite difference method in time and Leg-
endre spectral Galerkin method in space. In [7] homotopy 
analysis method (HAM) is presented by Das et al. to solve 
the time-fractional telegraph equation. A finite difference 
method in time and Galerkin finite element method in space 
are used to solve the time–space-fractional telegraph equa-
tion by Zhao and Li [63].

Recently, radial basis function (RBF)-based meshfree meth-
ods are increasingly attracted the attention of the researchers 
for solving fractional partial differential equations. Several 
problems [6, 12, 18, 27, 35, 46, 54] of fractional partial dif-
ferential equations have been solved by many researchers and 
references therein. Abbaszadeh and Dehghan [1] considered 
the distributed order time-fractional diffusion-wave equation 
using interpolating element-free Galerkin method. Recently, 
Kumar et al. [29, 30] considered time-fractional linear and 
nonlinear diffusion-wave equation using RBF-based meshless 
local collocation method, respectively. For further applications 
of meshless methods, we refer Nikan et al. [40], Dehghan et al. 
[9, 11, 13, 15], Ghehsareh et al. [20–23], Liu et al. [34], Salehi 
et al. [49] Shivanian and Jafarabadi [54, 55] and references 
therein. Recently, Oruç [45] developed two meshless meth-
ods, in which one is based on local radial basis function and 
other is based on barycentric rational interpolation for solving 
2D viscoelastic wave equation, and also the same author in 
[42–44] proposed a meshless method based on multiple-scale 
Pascal polynomials for different problems. This method is 
easily implemented for the problems of irregular domain as 

it is mesh independent. Hosseini et al. in [25, 26] developed 
radial basis function-based method and meshless local radial 
point interpolation (MLRPI) method to solve time-fractional 
telegraph equation, respectively. Shivanian [51] considered 
a time-fractional telegraph equation using spectral meshless 
radial point interpolation (SMRPI) method. In [14] a meshless 
local weak-strong (MLWS) method is derived by Dehghan and 
Ghesmati to solve a hyperbolic telegraph equation. In [16] a 
hyperbolic telegraph equation is solved using RBF collocation 
method by Dehghan and Shokri. The nonlinear time-fractional 
telegraph equation is solved by Sepehrian and Shamohammadi 
[50] with collocation method. Mohebbi et al. [38] proposed 
a RBF-based meshless method to solve time-fractional tel-
egraph equation. Shivanian et al. [56] solved telegraph equa-
tion using meshless local radial point interpolation (MLRPI) 
method. Shivanian et al. [53] considered a time-fractional 
telegraph equation using meshless local Petrov–Galerkin 
(MLPG) method in which Galerkin weak form and moving 
least-squares (MLS) approximation is applied.

This manuscript is organized as follows: Time semi-dis-
cretization scheme is described in Sect. 2; furthermore, in 
this section stability and convergence analysis of the time dis-
crete numerical scheme is also described. In Sect.3, we have 
briefly discussed the local collocation method and how the 
proposed method is numerically implemented. We examined 
some numerical experiments to demonstrate the computational 
efficiency and accuracy of the proposed method in Sect. 4. 
In Sect. 5, we end this paper finally, with the help of some 
concluding remark.

2 � The time semi‑discretization

In the present section, we will develop and analyze the time 
semi-discrete scheme of the proposed Eq.  (1.1), and the 
Caputo’s fractional derivative c

0
D

�

t
u(�, t) could be rewritten 

as follows

If 1 < 𝛼 < 2 , then 0 < 𝛼 − 1 < 1 , so

(2.1)c
0
D

𝛼

t
u(�, t) =

⎧
⎪⎪⎨⎪⎪⎩

1

Γ(1−𝛼)

t∫
0

𝜕u(�,s)

𝜕s

ds

(t−s)𝛼
, 0 < 𝛼 < 1,

1

Γ(2−𝛼)

t∫
0

𝜕2u(�,s)

𝜕s2
ds

(t−s)𝛼−1
, 1 < 𝛼 < 2.

(2.2)

c
0
D

�−1
t

u(�, t) =
1

Γ(1 − (� − 1))

t

∫
0

�u(�, s)

�s

ds

(t − s)�−1

=
1

Γ(2 − �)

t

∫
0

�u(�, s)

�s

ds

(t − s)�−1
.
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For any positive integer N, we let �t = T

N
 , be the step size in 

time, and tn = n�t, n ∈ ℕ
+ are the temporal discretization 

points. Now, we define the notation as un−
1

2 =
1

2
(un + un−1) , 

and �tu
n−

1

2 =
1

�t
(un − un−1) , together with un being the abbre-

viation of the u(�, tn).

Lemma 1  Let us suppose �(t) ∈ C2[0, T] and 1 < 𝛼 < 2 , it 
holds that

and

Proof  See Sun et al. [58]. 	� ◻

L e m m a  2   L e t  1 < 𝛼 < 2  ,  a0 =
1

�tΓ(2−�)
 a n d 

bk =
�t2−�

(2−�)

[
(k + 1)2−� − (k)2−�

]
 , then

Proof  Directly follows from Lemma 1. 	�  ◻

Lemma 3  Let  bk =
�t2−�

(2−�)

[
(k + 1)2−� − (k)2−�

]
 ,  where 

1 < 𝛼 < 2 , k = 0, 1, 2,… , then

Proof  See Sun et al. [58]. 	� ◻

For convention of the theory let us define,

(2.3)

tn

�
0

��(s)(tn − s)1−�ds

=

n∑
k=1

�(tk) − �(tk−1)

�t

tk

�
tk−1

(tn − s)1−�ds + Rn, 1 ≤ n ≤ N

(2.4)|Rn| ≤
(

1

2(2 − �)
+

1

2

)
�t3−� max

0≤t≤tn |�
��(t)|.

(2.5)

|||||||
1

Γ(2 − �)

tn

�
0

��(s)

(tn − s)�−1
ds

−a0

[
b0�(tn) −

n−1∑
k=1

(bn−k−1 − bn−k)�(tk) − bn−1�(0)

]||||||
≤ 1

2Γ(2 − �)

(
1 +

1

(2 − �)

)
�t3−� max

0≤t≤tn |�
��(t)|

b0 > b1 > b2 > … > bk → 0, as k → ∞.

(2.6)v(�, t) =
�u(�, t)

�t

(2.7)w(�, t) =
1

Γ(2 − �)

t

∫
0

�v(�, s)

�s

ds

(t − s)�−1

Now applying Taylor expansion on (2.6), we have

and the numerical scheme is

where r
n−

1

2

1
 and r

n−
1

2

2
 are the local truncation errors which is 

bounded by

Discretizing Eqs. (2.7) and (2.8), we have

using Lemma 2, we have

Now define the operator [58]

and using both the initial condition v0 = v(�, 0) = � and 
u0 = u(�, 0) = �, we have

where

(2.8)z(�, t) =
1

Γ(2 − �)

t

∫
0

�u(�, s)

�s

ds

(t − s)�−1

(2.9)v
n−

1

2 = �tu
n−

1

2 + r
n−

1

2

1

(2.10)
w
n−

1

2 + z
n−

1

2 + u
n−

1

2

= Δun−
1

2 + f
n−

1

2 + r
n−

1

2

2
, n ≥ 1,

(2.11)|rn−
1

2

1
| ≤ C1�t

2, |rn−
1

2

2
| ≤ C2�t

2.

w(�, tn) =
1

Γ(2 − �)

tn

∫
0

�v(�, t)

�t

dt

(tn − t)�−1

z(�, tn) =
1

Γ(2 − �)

tn

∫
0

�u(�, t)

�t

dt

(tn − t)�−1
,

(2.12)
wn =a0

[
b0v

n −

n−1∑
k=1

(bn−k−1 − bn−k)v
k − bn−1v

0

]

+O(�t3−�),

(2.13)
zn =a0

[
b0u

n −

n−1∑
k=1

(bn−k−1 − bn−k)u
k − bn−1u

0

]

+O(�t3−�).

P(vn, q) =

[
b0v

n −

n−1∑
k=1

(bn−k−1 − bn−k)v
k − bn−1q

]
,

(2.14)w
n−

1

2 =a0P(v
n−

1

2 ,�) +
(
r3
)n− 1

2 ,

(2.15)z
n−

1

2 =a0P(u
n−

1

2 , �) +
(
r4
)n− 1

2 ,
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Now substituting (2.9) into (2.15), we have

now substituting (2.15) and above expression in (2.10), we 
have

where

where C =
{[

2C1

(2−�)Γ(2−�)
+ C3 + C4

]
+ C2

}
 . Now omitting 

the truncation error term Rn−
1

2 from Eq. (2.18), with exact 
value un is approximated by its numerical approximation Un , 
The resulted numerical scheme is as follows:

The above equation can be written in more precise form as

(2.16)|(r3
)n− 1

2 | ≤ C3�t
3−� and |(r4

)n− 1

2 | ≤ C4�t
3−�

(2.17)w
n−

1

2 = a0P(�tu
n−

1

2 ,�) + a0P(r
n−

1

2

1
, 0) +

(
r3
)n− 1

2 ,

(2.18)

a0P(�tu
n−

1

2 ,�) + a0P(r
n−

1

2

1
, 0)

+ r
n−

1

2

3
+ a0P(u

n−
1

2 , �) + r
n−

1

2

4
= Δun−

1

2 + f
n−

1

2

+ r
n−

1

2

2

a0P(�tu
n−

1

2 ,�) + a0P(u
n−

1

2 , �)

= Δun−
1

2 + f
n−

1

2 + R
n−

1

2

R
n−

1

2 = −

{
a0P(r

n−
1

2

1
, 0) + r

n−
1

2

3
+ r

n−
1

2

4

}
+ r

n−
1

2

2

|Rn−
1

2 | =|| −
{
a0P(r

n−
1

2

1
, 0) + r

n−
1

2

3
+ r

n−
1

2

4

}
+ r

n−
1

2

2
||

≤
{

a0

[
b0r

n−
1

2

1
+

n−1∑
k=1

(bn−k−1 − bn−k)r
k−

1

2

1

]

+r
n−

1

2

3
+ r

n−
1

2

4

}
+ r

n−
1

2

2

≤
{

a0

[
b0C1�t

2 +

n−1∑
k=1

(bn−k−1 − bn−k)C1�t
2

]

+C3�t
3−� + C4�t

3−�
}
+ C2�t

2

=
{
a0
[
b0C1�t

2 + (b0 − bn−1)C1�t
2
]

+C3�t
3−� + C4�t

3−�
}
+ C2�t

2

≤{a0[2b0C1�t
2
]

+C3�t
3−� + C4�t

3−�
}
+ C2�t

2

=

{
1

�tΓ(2 − �)

[
2�t2−�C1�t

2

(2 − �)

]

+C3�t
3−� + C4�t

3−�
}
+ C2�t

2

≤C�t3−� .

(2.19)
a0P(�tU

n−
1

2 + U
n−

1

2 ,� + �) + U
n−

1

2

= ΔUn−
1

2 + f
n−

1

2 , 1 ≤ n ≤ N.

where L and F are given as:

2.1 � Convergence and stability analysis

This section devoted to discuss the stability of the time 
semi-discrete scheme and also to prove that the time dis-
crete scheme is convergent with convergence order �t3−� 
in L2 norm.

Lemma 4  For any function � = {�1, �2,…} , � with 
1 < 𝛼 < 2 , we have

Proof  See [58]. 	�  ◻

As the considered problem (1.1) is linear, it is sufficient 
to do analysis for homogeneous boundary conditions, i.e., 
�(�, t) = 0.

Theorem 1  Let Un ∈ H1
0
 , the time discrete scheme (2.19) is 

unconditionally stable and we have the following inequality:

Proof  Multiplying Eq. (2.19) by (�tU
n−

1

2 + U
n−

1

2 ) and inte-
grating over Ω give

where (⋅, ⋅) is used for inner product. Now we are using the 
following fact

(2.20)LUn = F,

⎧⎪⎪⎨⎪⎪⎩

LUn =
1

�tΓ(2−�)

b
0

�t
Un +

1

�tΓ(2−�)

b
0

2
Un +

1

2
Un −

1

2
ΔUn

F =
1

�tΓ(2−�)

b
0

�t
Un−1 −

1

�tΓ(2−�)

b
0

2
Un−1 −

1

2
Un−1 +

1

2
ΔUn−1+

1

�tΓ(2−�)

∑n−1

k=1
(bn−k−1 − bn−k)(�tU

k−
1

2 + U
k−

1

2 ) +
1

�tΓ(2−�)
bn−1(� + �)

+ f
n−

1

2 .

n∑
i=1

P(�i, �)�i ≥ t1−�
n

2
�t

n∑
i=1

�2
i
−

t2−�
n

2(2 − �)
�2

‖Un‖2 ≤ C

�
‖�‖2 + ‖∇�‖2 + ‖� + �‖2 + max

1≤j≤n ‖f
j−

1

2 ‖2
�
.

(2.21)

a0

{
b0

(
�tU

n−
1

2 + U
n−

1

2 , �tU
n−

1

2 + U
n−

1

2

)

−

n−1∑
k=1

(
bn−k−1 − bn−k

)(
�tU

k−
1

2 + U
k−

1

2 , �tU
n−

1

2 + U
n−

1

2

)

− bn−1

(
� + �, �tU

n−
1

2 + U
n−

1

2

)}
+
(
U

n−
1

2 , �tU
n−

1

2 + U
n−

1

2

)

=
(
ΔUn−

1

2 , �tU
n−

1

2 + U
n−

1

2

)
+
(
f
n−

1

2 , �tU
n−

1

2 + U
n−

1

2

)
,
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and

we have

now taking the summation from n = 1 to n = m on both sides 
of the above inequality, we have

�
U

n−
1

2 , �tU
n−

1

2 + U
n−

1

2

�

=
�
U

n−
1

2 , �tU
n−

1

2

�
+
�
U

n−
1

2 ,Un−
1

2

�

= ∫Ω

�
Un + Un−1

2

��
Un − Un−1

�t

�
dΩ + ∫Ω

�
U

n−
1

2

�2

dΩ

=
1

2�t ∫Ω

�
(Un)2 − (Un−1)2

�
dΩ + ∫Ω

�
U

n−
1

2

�2

dΩ

=
1

2�t

�‖Un‖2 − ‖Un−1‖2� + ‖Un−
1

2 ‖2

�
ΔUn−

1

2 , �tU
n−

1

2 + U
n−

1

2

�

= −
�
∇Un−

1

2 ,∇
�
�tU

n−
1

2 + U
n−

1

2

��

= −
�
∇Un−

1

2 ,∇�tU
n−

1

2 + ∇Un−
1

2

�

= −
��

∇Un−
1

2 ,∇�tU
n−

1

2

�
+
�
∇Un−

1

2 ,∇Un−
1

2

��

= −∫Ω

�
∇Un + ∇Un−1

2

��
∇Un − ∇Un−1

�t

�
dΩ

− ∫Ω

�
∇Un−

1

2

�2

dΩ

= −
1

2�t ∫Ω

�
(∇Un)2 − (∇Un−1)2

�
dΩ − ∫Ω

�
∇Un−

1

2

�2

dΩ

= −
1

2�t

�‖∇Un‖2 − ‖∇Un−1‖2� − ‖∇Un−
1

2 ‖2

a0

�
b0‖�tUn−

1

2 + U
n−

1

2 ‖2

−

n−1�
k=1

�
bn−k−1 − bn−k

�‖�tUk−
1

2

+ U
k−

1

2 ‖‖�tUn−
1

2 + U
n−

1

2 ‖
− bn−1‖� + �‖‖�tUn−

1

2 + U
n−

1

2 ‖
�

+
1

2�t

�‖Un‖2 − ‖Un−1‖2� + ‖Un−
1

2 ‖2

≤ −‖∇Un−
1

2 ‖2 − 1

2�t

�‖∇Un‖2 − ‖∇Un−1‖2�

+ ‖f n− 1

2 ‖‖�tUn−
1

2 + U
n−

1

2 ‖;

Also using inequality |xy| ≤ 1

2�
x2 +

�

2
y2 , together with 

� =
t1−�
m

Γ(2−�)
 , we get

Now using above relation together with Lemma 4, we have

Now simplifying above relation and switching index from 
m to n, we have

(2.22)

a0

m�
n=1

�
b0‖�tUn−

1

2 + U
n−

1

2 ‖

−

n−1�
k=1

�
bn−k−1 − bn−k

�‖�tUk−
1

2

+Uk−
1

2 ‖ − bn−1‖� + �‖
�
‖�tUn−

1

2 + U
n−

1

2 ‖

+
1

2�t

�‖Um‖2 − ‖U0‖2� +
m�
n=1

‖Un−
1

2 ‖2

≤ −
1

2�t

�‖∇Um‖2 − ‖∇U0‖2� −
m�
n=1

‖∇Un−
1

2 ‖2

+

m�
n=1

‖f n− 1

2 ‖‖�tUn−
1

2 + U
n−

1

2 ‖.

m�
n=1

‖f n− 1

2 ‖‖�tUn−
1

2 + U
n−

1

2 ‖

≤ Γ(2 − �)

2t1−�
m

m�
n=1

‖f n− 1

2 ‖2

+
t1−�
m

2Γ(2 − �)

m�
n=1

‖�tUn−
1

2 + U
n−

1

2 ‖2.

t1−�
m

2�tΓ(2 − �)
�t

m�
n=1

‖�tUn−
1

2 + U
n−

1

2 ‖2

−
t2−�
m

2�tΓ(3 − �)
‖� + �‖2 + 1

2�t

�‖Um‖2 − ‖U0‖2�

+

m�
n=1

‖Un−
1

2 ‖2

≤ −
1

2�t

�‖∇Um‖2 − ‖∇U0‖2� −
m�
n=1

‖∇Un−
1

2 ‖2

+
Γ(2 − �)

2t1−�
m

m�
n=1

‖f n− 1

2 ‖2 + t1−�
m

2Γ(2 − �)

m�
n=1

‖�tUn−
1

2 + U
n−

1

2 ‖2.

(2.23)

‖Un‖2 + ‖∇Un‖2 + 2�t

n�
k=1

‖Uk−
1

2 ‖2 + 2�t

n�
k=1

‖∇Uk−
1

2 ‖2

≤ �‖U0‖2 + ‖∇U0‖2� + t2−�
n

Γ(3 − �)
‖� + �‖2

+ Γ(2 − �)t�−1
n

�t

n�
j=1

‖f j− 1

2 ‖2,
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where � = U0
t
 and � = U0 . Therefore, we have

where C =
(
1 +

T2−�

Γ(3−�)
+ T�Γ(2 − �)

)
. 	�  ◻

Theorem 2  Let un and Un both belonging to H1 be the ana-
lytical and numerical solution of (2.18) and (2.19), respec-
tively, then time semi-discrete scheme defined by (2.19) have 
O(�t3−�) convergence order .

Proof  Let us define En = un − Un with n ≥ 1 , and also 
E
0 = 0 . From Eqs. (2.18) and (2.19), we get

Multiplying the above equation by (�tE
n−

1

2 + E
n−

1

2 ) , and inte-
grating over Ω , gives

Now summing the above relation from n = 1 to m, we have

(2.24)
‖Un‖2 ≤ �‖∇U0‖2 + ‖U0‖2� + t2−�

n

Γ(3 − �)
‖� + �‖2

+ Γ(2 − �)t�−1
n

n�t max
1≤j≤n ‖f

j−
1

2 ‖2,

(2.25)

‖Un‖2 ≤ �‖∇U0‖2 + ‖U0‖2� + T2−�

Γ(3 − �)
‖� + �‖2

+ Γ(2 − �)T� max
1≤j≤n ‖f

j−
1

2 ‖2,

=
�‖∇�‖2 + ‖�‖2� + T2−�

Γ(3 − �)
‖� + �‖2

+ Γ(2 − �)T� max
1≤j≤n ‖f

j−
1

2 ‖2,

‖Un‖2 ≤ C

�
‖∇�‖2 + ‖�‖2 + ‖� + �‖2 + max

1≤j≤n ‖f
j−

1

2 ‖2
�
,

(2.26)

a0

{
b0

(
�tE

n−
1

2 + E
n−

1

2

)

−

n−1∑
k=1

(bn−k−1 − bn−k)
(
�tE

k−
1

2 + E
k−

1

2

)}
+ E

n−
1

2

= ΔEn−
1

2 + R
n−

1

2 ,

a0

�
b0‖�tEn−

1

2 + E
n−

1

2 ‖

−

n−1�
k=1

(bn−k−1 − bn−k)‖�tEk−
1

2 + E
k−

1

2 ‖
�

‖�tEn−
1

2 + E
n−

1

2 ‖
+

1

2�t

�‖En‖2 − ‖En−1‖2� + ‖En− 1

2 ‖2

= −
1

2�t

�‖∇En‖2 − ‖∇En−1‖2� − ‖∇En− 1

2 ‖2

+ (Rn−
1

2 , �tE
n−

1

2 + E
n−

1

2 )

Now application of Lemma 4 yields

Using inequality |xy| ≤ 1

2�
x2 +

�

2
y2 , together with � =

t1−�
m

Γ(2−�)
 , 

we have

Using the above relation into Eq. (2.27), we have

m�
n=1

1

�tΓ(2 − �)

�
b0‖�tEn−

1

2 + E
n−

1

2 ‖

−

n−1�
k=1

(bn−k−1 − bn−k)‖�tEk−
1

2 + E
k−

1

2 ‖
�

‖�tEn−
1

2 + E
n−

1

2 ‖
+

1

2�t

�‖Em‖2 − ‖E0‖2�

≤ −
1

2�t

�‖∇Em‖2 − ‖∇E0‖2� −
m�
n=1

‖∇En− 1

2 ‖2

+

m�
n=1

‖Rn−
1

2 ‖‖�tEn−
1

2 + E
n−

1

2 ‖

(2.27)

t1−�
m

2�tΓ(2 − �)
�t

m�
n=1

‖�tEn−
1

2 + E
n−

1

2 ‖2

+
1

2�t
‖Em‖2 +

m�
n=1

‖En− 1

2 ‖2

+
1

2�t
‖∇Em‖2 +

m�
n=1

‖∇En− 1

2 ‖2

≤
m�
n=1

‖Rn−
1

2 ‖‖�tEn−
1

2 + E
n−

1

2 ‖.

m�
n=1

‖Rn−
1

2 ‖‖�tEn−
1

2 + E
n−

1

2 ‖

≤ Γ(2 − �)

2t1−�
m

m�
n=1

‖Rn−
1

2 ‖2

+
t1−�
m

2Γ(2 − �)

m�
n=1

‖�tEn−
1

2 + E
n−

1

2 ‖2.

(2.28)

t1−�
m

2Γ(2 − �)

m�
n=1

‖�tEn−
1

2 + E
n−

1

2 ‖2

+
1

2�t
‖Em‖2 +

m�
n=1

‖En− 1

2 ‖2

+
1

2�t
‖∇Em‖2 +

m�
n=1

‖∇En− 1

2 ‖2

≤ Γ(2 − �)

2t1−�
m

m�
n=1

‖Rn−
1

2 ‖2

+
t1−�
m

2Γ(2 − �)

m�
n=1

‖�tEn−
1

2 + E
n−

1

2 ‖2.
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Multiplying both sides of the above inequality by 2�t and 
switching index from m to n, with some calculation we get

Therefore, we have

where C∗ =
√
T2Γ(2 − �)C2 , which completes the proof. 	

� ◻

3 � The local collocation method for Spatial 
discretization

The local collocation method has been developed by taking 
the global domain Ω that contains the M discretization points. 
For each discretization point �i , i = 1, 2,… ,M , there is a 
local sub-domain Ωi = {�j}

mi

j=1
 , where mi are the closest points 

of the discretized point �i in sub-domain Ωi . In the local 
interpolation form, the u(�, tn) can be numerically approxi-
mated as

where {�j} and {�j} are coefficients at nth time level that need 
to be determined, � is any considered radial basis function, 
considered norm is defined in Euclidean sense and {pj(x)}lj=1 
is the basis of the l-dimensional polynomial space of total 
degree ≤ m − 1 . The application of the interpolation condi-
tion on each sub-domain Ωi give us

with l homogeneous conditions

Equations (3.2–3.3) can be written in the matrix form as

‖En‖2 + 2�t

n�
k=1

‖Ek− 1

2 ‖2 + ‖∇En‖2

+ 2�t

n�
k=1

‖∇Ek− 1

2 ‖2 ≤ �tΓ(2 − �)t�−1
n

n�
j=1

‖Rj−
1

2 ‖2

≤ n�tΓ(2 − �)t�−1
n

max
1≤j≤n ‖R

j−
1

2 ‖2

‖En‖2 ≤ n�tΓ(2 − �)t�−1
n

max
1≤j≤n ‖R

j−
1

2 ‖2

≤ T2Γ(2 − �)C2
�
�t3−�

�2

‖En‖ ≤ C∗�t3−� ,

(3.1)û(�, tn) =

mi�
j=1

𝜆j𝜙(‖� − �j‖) +
l�

j=1

𝛾jpj(�),

(3.2)û(�i, tn) = u(�i, tn), i = 1, 2,… ,mi,

(3.3)
mi∑
j=1

�jpk(�j) = 0, k = 1, 2,… , l.

(3.4)
[
Φ P

Pt O

] [
�

�

]
=

[
un ∣Ωi

O

]

where Φ ∶= [�‖�j − �k‖]1≤j,k≤mi
 , P ∶= [pk(�j)]1≤j≤mi,1≤k≤l . 

The system (3.4) can be rewritten as

where ΛΩi
= [�1,… , �mi

, �1,… , �l]
⊺ , Un

Ωi

= [u(�
1
, tn),… ,

u(�mi
, tn), 0,… , 0]⊺ , and AΩi

 is coefficient matrix defined in 
(3.4). At each stencil �i ∈ Ωi , we have approximation for 
Du(�, tn) as;

where ΨΩi
= [�(‖�i − �1‖),… ,�(‖�i − �mi

‖), p1(�i),… pl(�i)] . 
For each i, the local operator DΨΩi

A−1
Ωi

 is a 1 × mi row vector. 
For the application of the local collocation method as 
defined in (3.6), for each collocation point �i ∈ Ω , to the 
linear operator L  as defined in Eq. (2.20), we have

For each row we have only mi nonzero entry that will be 
stored in M2 global coefficient matrix, and extra spaces will 
be filled by zeros. Then, we get the following linear system

The resulting system is sparse because in each row we have 
only mi nonzero entries that can be calculated very efficiently 
and easily.

4 � Numerical simulation and discussion

In this section, we present some numerical results for confir-
mation of the validity and efficiency of the present numerical 
method. To measure the accuracy of the method, we used 
maximum absolute error L∞ and root mean square error Lrms 
which are defined by using the definition

where M denotes the number of collocation points and 
u(xi, T) and U(xi, T) represent an exact and numerical solu-
tion of the considered problem. We calculated the conver-
gence rate of the proposed method by using the formula 
log(E1∕E2)

log(�t1∕�t2)
 where E1 and E2 are errors corresponding to tem-

(3.5)ΛΩi
= A−1

Ωi
Un

Ωi
,

(3.6)

Dû(�i, tn) =

mi�
j=1

𝜆jD𝜙(‖�i − �j‖) +
l�

j=1

𝛾jDpj(�i),

=[D𝜙(‖�i − �1‖),… ,D𝜙(‖�i − �mi
‖),

Dp1(�i),…Dpl(�i)]ΛΩi

=DΨΩi
A−1
Ωi
Un

Ωi
,

(3.7)LΨΩi
A−1
Ωi
Un

Ωi
= Fi, �i ∈ Ω

(3.8)��
n = �.

Lrms =

√√√√ 1

M

M∑
i=1

|u(xi, T) − U(xi, T)|2,

L∞ = max
1≤i≤M |u(xi, T) − U(xi, T)|,
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poral mesh size �t1 and �t2 , respectively. To avoid the effect 
of the shape parameter � over the numerical solution, the thin 
plate spline r4 ln(r) RBF is used for computation purpose. In 
all sub-domain, the number of collocation points is 
constant.

Example 1  Consider the following one-dimensional test 
problem

The initial conditions and boundary conditions are calcu-
lated using analytic solution

The linear source term read f (x, t) =
(

6t3−�

Γ(4−�)
+

6t4−�

Γ(5−�)

)

(sin x)2 − 2t3 cos 2x + t3(sin x)2.

Considered problem is solved with the present method 
for different values of � and �t on computational domain 
[0, 1]. The values of the root mean square error and absolute 
error for M = 501 spatial points, m = 3 at T = 1 s are reported 
in Table 1. From the data given in Table 1, we can easily 
observe that the numerical rate has a good agreement with 
theoretical rate of convergence, i.e., O(�t3−�) . The graph of 
numerical solution and absolute error in the numerical solu-
tion for � = 1.5 and N = 640 is plotted in Fig. 1.

The values of different errors for M = 1000 , N = 1000 , 
� = 1.9 and different values of local points m at T = 1 s are 
reported in Table 2. From the table, we observed that in most 
cases the improvement in the error is very small with respect 
to a increase in the number of local collocation points, while 
the computational time increases as m gets larger.

Example 2  Now consider the following one-dimensional test 
problem

The linear source term f(x, t) along with initial conditions 
and boundary conditions is calculated using analytic solution

c
0
D

�

t
u(x, t) +c

0
D

�−1
t

u(x, t) + u(x, t) = Δu(x, t) + f (x, t).

u(x, t) = t3(sin x)2.

c
0
D

�

t
u(x, t) +c

0
D

�−1
t

u(x, t) + u(x, t) = Δu(x, t) + f (x, t).

u(x, t) = x cos(x2 + t2).

It is not easy to find out the linear source term explicitly. 
Therefore, we used MATLAB symbolic calculation proce-
dure for the same. We adopted this test problem from Hos-
seini et al. [25]; they solved the considered problem using 
RBF-based collocation method on the computational domain 
[0, 1]. The proposed method is compared with Hosseini et al. 
[25] at T = 1.0 s, and the results are given in Table 3. From 
Table 3, we can see that the present method gives better 
accuracy than [25]. Finally, the graph of numerical approx-
imation and absolute error for � = 1.5 , M = 201 spatial 
points, m = 3 local points and N = 200 is reported in Fig.2.

Example 3  In this example, we consider two-dimensional 
test problem

The initial conditions and boundary conditions are calcu-
lated using analytic solution

The linear source term read f (x, t) =
(

24t4−�

Γ(5−�)
+

24t5−�

Γ(6−�)
+ 2t4�2

)

sin(�x + �y) + t4sin(�x + �y).

In this example, we consider a rectangular domain 
Ω = [0, 1] × [0, 1] with 2025 uniform points and 2060 non-
uniform points as shown in Fig. 3. The computational errors 
with m = 5 uniform and non-uniform points in local domain 
at T = 1.0 s are listed in Table 4 and Table 5, respectively. 
This table ensures that the computational convergence order 
is close to the theoretical convergence order. The behavior 
of the numerical solution and absolute error for � = 1.5 and 
N = 160 is plotted in Fig. 4 for uniform points and in Fig. 5 
for non-uniform points.

Example 4  Finally, we consider the two-dimensional test 
problem

The initial conditions and boundary conditions are calcu-
lated using analytic solution

c
0
D

�

t
u(x, y, t) +c

0
D

�−1
t

u(x, y, t) + u(x, y, t)

= Δu(x, y, t) + f (x, y, t).

u(x, y, t) = t4sin(�x + �y).

c
0
D

�

t
u(x, y, t) +c

0
D

�−1
t

u(x, y, t) + u(x, y, t) = Δu(x, y, t) + f (x, y, t).

Table 1   The different errors 
along with cpu time for different 
values of �t and � for Example 1

� = 1.5 � = 1.9

�t L∞ Lrms Rate L∞ Lrms Rate cpu (s)

1/10 2.3879e−03 1.6759e−03 – 1.3760e−02 9.8112e−03 – 0.206
1/20 8.6047e−04 6.0373e−04 1.47 6.5907e−03 4.7162e−03 1.06 0.199
1/40 3.0834e−04 2.1632e−04 1.48 3.1163e−03 2.2348e−03 1.08 0.267
1/80 1.1004e−04 7.7184e−05 1.49 1.4634e−03 1.0508e−03 1.09 0.477
1/160 3.9131e−05 2.7439e−05 1.50 6.8491e−04 4.9209e−04 1.09 0.898
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The linear source term read f (x, t) =
24t4−�

Γ(5−�)
+

24t5−�

Γ(6−�)

+(x2 + y2 + t4) − 4.

In this test problem, we consider four different complex-
shape computational domains Ωi , = 1, 2, 3, 4 as shown in 
Fig. 6. The first one is circular domain as shown in the 

u(x, y, t) = x2 + y2 + t4.

first part of Fig. 6 with center (0.5, 0.5) and radius r = 0.5 . 
Table 6 shows errors on circular domain with M = 2395 spa-
tial points, m = 5 at T = 1.0 s. Finally, Fig. 7 shows graph 
of numerical solution and also the graph of absolute error 
for � = 1.75 and N = 400 . After that, we consider irregular 
polar domain with uniform points as shown in the second 
part of Fig. 6 whose boundary is given by parametric equa-
tion {(r cos �, r sin �) ∶ r =

n+1

3n2
[n + 1 − cos n�]} with n = 6 . 

The value of errors corresponding to L∞ and RMS are listed 
in Table 7 with M = 1982 spatial points on irregular polar 
domain at T = 1.0 s. Figure 8 represents the graph of numer-
ical approximation and also the graph of absolute error for 
� = 1.85 and N = 400.

Next, in this test problem we consider a multi-con-
nected domain which is designed by two circles which 
are non-concentric as shown in the third part of Fig. 6. 
The center and radius of internal circle and external circle 
are (0.7, 0.6), r = 0.1 and (0.5, 0.5), r = 0.5 , respectively. 
We used Dirichlet boundary conditions for both the inner 

Fig. 1   Graph of numerical solution and absolute error with � = 1.5 for Example 1

Table 2   The different errors along with cpu time for � = 1.9 and dif-
ferent values of m for Example 1

m L∞ Lrms cpu (s)

3 9.1474e−05 6.5786e−05 34.249
7 9.1472e−05 6.5785e−05 35.542
9 9.1494e−05 6.5804e−05 37.021
11 9.1483e−05 6.5794e−05 37.380
15 9.1484e−05 6.5796e−05 38.332

Table 3   Comparison of the present method with method [25] for different values of � and �t for Example 2

� = 1.25 � = 1.5 � = 1.75 � = 1.95

M �t Present Method [25] Present Method [25] Present Method [25] Present Method [25]

20
1/10 2.2600e−04 8.6205e−03 1.1434e−03 1.0377e−02 4.6511e−03 1.2172e−02 1.1609e−02 1.3240e−02
1/30 1.1860e−04 3.7954e−03 2.5318e−04 5.3478e−03 1.3350e−03 6.4685e−03 4.1575e−03 5.3905e−03
1/50 1.1289e−04 2.6038e−03 1.4989e−04 4.0987e−03 7.6143e−04 5.3163e−03 2.5658e−03 3.7930e−03

50
1/10 1.8197e−04 8.7725e−03 1.1427e−03 1.0560e−02 4.6361e−03 1.2388e−02 1.1618e−02 1.3476e- 02
1/30 3.5426e−05 3.8668e−03 2.2873e−04 5.4453e−03 1.2702e−03 6.5897e−03 4.0390e−03 5.5036e−03
1/50 2.2992e−05 2.6551e−03 1.0880e−04 4.1743e−03 6.8631e−04 5.4164e−03 2.4189e−03 3.8800e−03
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Fig. 2   Graph of numerical approximation of the solution and absolute error for Example 2
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Fig. 3   Rectangular domain with uniform and non-uniform points for Example 3

Table 4   The value of errors 
and cpu time with � = 1.7, 1.9 
and different �t on rectangular 
domain with uniform points at 
time T = 1.0 s for Example 3

� = 1.7 � = 1.9

�t L∞ Lrms Rate L∞ Lrms Rate cpu (s)

1/5 3.0420e−02 1.5017e−02 – 5.7458e−02 2.8347e−02 – 1.629
1/10 1.2917e−02 6.3781e−03 1.23 2.7619e−02 1.3636e−02 1.05 1.751
1/20 5.4532e−03 2.6931e−03 1.24 1.3079e−02 6.4626e−03 1.07 2.210
1/40 2.3351e−03 1.1537e−03 1.22 6.1953e−03 3.0631e−03 1.08 3.062
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Fig. 4   Graph of numerical solution and absolute error on rectangular domain with uniform points for Example 3

Table 5   The value of errors and 
cpu time with � = 1.7, 1.9 and 
for different �t on rectangular 
domain with non-uniform points 
at time T = 1.0 s for Example 3

� = 1.7 � = 1.9

�t L∞ Lrms Rate L∞ Lrms Rate cpu (s)

1/5 3.0422e−02 1.4925e−02 – 5.7475e−02 2.8178e−02 – 5.027
1/10 1.2911e−02 6.3368e−03 1.24 2.7620e−02 1.3553e−02 1.06 1.757
1/20 5.4459e−03 2.6732e−03 1.25 1.3073e−02 6.4211e−03 1.08 2.734
1/40 2.3283e−03 1.1427e−03 1.23 6.1886e−03 3.0413e−03 1.08 3.002

Fig. 5   Behavior of numerical solution and absolute error on the rectangular domain with non-uniform points for Example 3
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and outer circles. The errors are computed with M = 1590 
spatial points at T = 1.0 s and reported in Table 8. From 
Table 8, we can easily see that the present method is very 
efficient and accurate. Finally, the graph of numerical 
solution and also the graph of absolute error on multi-
connected domain for � = 1.95 and N = 1600 are plotted 
in Fig. 9. Lastly, we consider irregular shape domain with 

boundary {r(�) = 0.4 + 0.05(sin 6� + sin 3�)} and M = 1645 
Halton non-uniform points as shown in the fourth part of 
Fig. 6. The numerical results on these non-uniform Hal-
ton points at T = 1.0 s are given in Table 9. The graph of 
numerical approximation and absolute error on domain Ω4 
for N = 400 and � = 1.55 is given in Fig. 10.
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Fig. 6   The domains Ωi, i = 1, 2, 3, 4, for Example 4 with uniform and non-uniform points

Table 6   The value of both 
the errors and cpu time with 
� = 1.75, 1.95 and for different 
�t on circular domain Ω

1
 at time 

T = 1.0 s for Example 4

� = 1.75 � = 1.95

�t L∞ Rate Lrms Rate L∞ Rate Lrms Rate cpu (s)

1/10 3.7326e−02 – 2.1307e−02 – 8.2147e−02 – 4.6734e−02 – 2.837
1/20 1.6016e−02 1.22 9.1336e−03 1.22 4.0930e−02 1.01 2.3258e−02 1.01 3.220
1/40 6.7931e−03 1.24 3.8663e−03 1.24 2.0093e−02 1.03 1.1409e−02 1.03 3.874
1/80 2.8569e−03 1.25 1.6185e−03 1.26 9.7731e−03 1.04 5.5439e−03 1.04 6.276
1/160 1.1887e−03 1.27 6.6630e−04 1.28 4.7237e−03 1.05 2.6748e−03 1.05 10.785
1/320 4.8466e−04 1.29 2.6532e−04 1.32 2.2690e−03 1.05 1.2800e−03 1.06 21.579
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Fig. 7   Graph of approximated solution and absolute error on circular domain Ω
1
 for Example 4

Table 7   The numerical errors 
along with cpu time with 
� = 1.75, 1.95 and for different 
�t on irregular polar domain Ω

2
 

at time T = 1.0 s for Example 4

� = 1.75 � = 1.95

�t L∞ Rate Lrms Rate L∞ Rate Lrms Rate cpu (s)

1/10 2.8492e−02 – 1.5193e−02 – 6.2616e−02 – 3.3332e−02 – 1.955
1/20 1.2112e−02 1.23 6.4347e−03 1.24 3.0908e−02 1.02 1.6419e−02 1.02 2.119
1/40 5.0642e−03 1.25 2.6646e−03 1.27 1.5083e−02 1.04 3.8419e−03 1.04 2.742
1/80 2.0652e−03 1.29 1.0621e−03 1.32 3.5064e−03 1.05 1.8240e−03 1.06 4.488
1/160 7.9585e−04 1.37 3.9004e−04 1.44 1.6685e−03 1.06 8.4691e−04 1.07 8.062
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Fig. 8   Graph of numerical solution and absolute error on irregular polar domain Ω
2
 for Example 4
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5 � Conclusion

In the present work, we have developed a local meshless 
method based on RBF for solving the time-fractional tel-
egraph equation with the fractional derivative as defined in 
the Caputo sense. The time semi-discretization was done by 
finite difference method to obtain the semi-discrete scheme, 
and spatial discretization was done by RBF-based meshless 

method to obtain a fully discrete scheme. With the help of 
numerical examples, we shows that the computational con-
vergence order in time is nicely close to theoretical order. 
To examine the efficiency of the proposed method, being 
suitable for irregular domain a numerical experiment on 
several complex domain was carried out. It was found that 
the method is robust and very pleasant to deal with regular 
as well as irregular domains.

Table 8   The computational 
errors along with cpu time with 
different values of � and �t on 
multi-connected domain Ω

3
 at 

time T = 1.0 s for Example 4

� = 1.55 � = 1.95

�t L∞ Lrms Rate L∞ Lrms Rate cpu (s)

1/25 3.0944e−03 1.6058e−03 – 2.1654e−02 1.1189e−02 – 2.026
1/50 1.1475e−03 5.9548e−04 1.431 1.0527e−02 5.4425e−03 1.040 2.653
1/100 4.2347e−04 2.1975e−04 1.438 5.1005e−03 2.6381e−03 1.045 4.239
1/200 1.5581e−04 8.0852e−05 1.442 2.4673e−03 1.2765e−03 1.047 7.388
1/400 5.7223e−05 2.9694e−05 1.445 1.1926e−03 6.1710e−04 1.048 16.726
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Fig. 9   Graph of approximated solution and absolute error on multi-connected domain Ω
3
 for Example 4

Table 9   The value of both 
the errors and cpu time with 
� = 1.55, 1.95 and for different 
�t on irregular polar domain 
with non-uniform Halton 
points Ω

4
 at time T = 1.0 s for 

Example 4

� = 1.55 � = 1.95

�t L∞ Lrms Rate L∞ Lrms Rate cpu (s)

1/25 2.7111e−03 1.4611e−03 – 1.8551e−02 9.9857e−03 – 1.890
1/50 1.0054e−03 5.4182e−04 1.431 8.9889e−03 4.8383e−03 1.045 2.714
1/100 3.7103e−04 1.9994e−04 1.438 4.3483e−03 2.3400e−03 1.047 4.139
1/200 1.3651e−04 7.3565e−05 1.442 2.1019e−03 1.1309e−03 1.048 7.049
1/400 5.0135e−05 2.7018e−05 1.445 1.0156e−03 5.4637e−04 1.049 16.272
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