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Abstract
This study presents a novel artificial intelligence (AI) technique based on two support vector machine (SVM) models and 
symbiotic organisms search (SOS) algorithm, called “optimized support vector machines with adaptive ensemble weight-
ing” (OSVM-AEW), to predict the shear capacity of reinforced-concrete (RC) deep beams. This ensemble learning-based 
system combines two supervised learning models—the support vector machine (SVM) and least-squares support vector 
machine (LS-SVM)—with the SOS optimization algorithm as the optimizer. In OSVM-AEW, SOS is integrated to simulta-
neously select the optimal parameters of SVM and LS-SVM, and control the coordination process of the learning outputs. 
Experimental results show that OSVM-AEW achieves the greatest evaluation criteria for coefficient of correlation (0.9620), 
coefficient of determination (0.9254), mean absolute error (0.3854 MPa), mean absolute percentage error (7.68%), and root-
mean-squared error (0.5265 MPa). This paper demonstrates the successful application of OSVM-AEW as an efficient tool 
for helping structural engineers in the RC deep beams design process.
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1  Introduction

As structural members, reinforced-concrete (RC) deep 
beams have often been used as load distribution elements 
such as in folded plate construction, foundation walls, 
transfer girders, and pile caps in tall buildings. Despite their 
usefulness and popularity, RC deep beams are difficult to 
design, because various parameters non-linearly affect their 
behavior and shear strength. Notably, shear stress is a domi-
nant failure mode of RC deep beams that tends to result in 
sudden, severe collapse and human loss. For decades, quan-
titative studies have explored shear strength and analyzed 
the behavior of RC deep beams, including the strut-and-tie 
model [1, 2], mechanism analysis using the upper bound 
theorem of plasticity theory and finite-element analyses 
[3]. However, these design procedures are linear; thus, they 
often provide estimated values that are not close to the real 
strength of RC deep beams [4].

In general, a variety of bodies publish design code pro-
cedures that seek to calculate the ultimate shear strength of 
RC deep beams; these bodies include the American Concrete 
Institute (ACI) [5], the Construction Institute Research Infor-
mation Association (CIRIA Guide 2) [6], and the Canadian 
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Standard Association (CSA) [7]. However, these values, 
with respect to experimental tests, are at best conservative 
and at worst subpar. The following standard performance 
by the design code can be attributed to the large number 
of parameters and the non-linear relationships between the 
ultimate shear strength of the RC deep beam and the cor-
responding parameters. This ultimately leads to an inherent 
difficulty in creating a model that approximates mathemati-
cal shear strength.

In the past decades, artificial intelligence (AI) has been 
the subject of extensive research in the civil engineering 
field [8–14]. It has been reported that AI has successfully 
simulated the human inference process and, therefore, has 
become a powerful prediction technique. This enables civil 
engineers to predict the structural performance of concrete 
members. AI techniques have proven to be capable of captur-
ing the complicated non-linear relationship between simply 
supported RC deep beams with its influencing parameters 
and providing highly accurate strength estimations.

Support vector machine (SVM) is a widely used machine 
learning technique that was proposed by Vapnik in 1995 
[15]. As one of the most robust methods in the field of 
machine learning, the SVM algorithm belongs to the group 
of supervised models. Compared with other similar meth-
ods, SVM offers a range of beneficial characteristics, such as 
its above-average generalization performance, giving it the 
ability to produce top-quality decision boundaries based on 
a relatively small training data point subset. Furthermore, 
SVM offers the ability to model both non-linear and com-
plex relations. It is, perhaps, for these reasons that SVM 
has shown effective levels of performance in a variety of 
real-world challenges and problems, even when applied to a 
variety of situations and applications.

Least-squares support vector machine (LS-SVM) is an 
extension of SVM that contains several advanced features 
demonstrated by its fast computation and generalized capac-
ity [16]. LS-SVM has been used to tackle many complex 
and non-linear problems in engineering [17]. As part of the 
training process, LS-SVM uses a least-squares cost function 
method to derive a linear set of equations that exist in dual 
space. As such, the solution is derived using iterative meth-
ods, such as conjugate gradient, to efficiently solve linear 
equations.

The prevailing trend in AI techniques combines the mer-
its of multiple models, the so-called “ensemble model,” 
to create a new ensemble model with significantly higher 
performance. Typically, an ensemble model can achieve 
superior performance when both the accuracy of its indi-
vidual learners and the error diversity among the members 
are high. Therefore, compared with the method of using a 
single machine learner with a different subset of training 
data, or using a single machine learner with different training 
parameters, the method of using various machine learners is 

likely to create strong ensemble models with high generaliz-
ability, because different machine learners may efficiently 
avoid making the same error. Furthermore, the comprehen-
sive training data can be fully employed in the training pro-
cess, which is essential in the event of limited training data. 
Chou and Pham [18] found that an ensemble model combin-
ing two or more strong machine learners can markedly out-
perform individual learners. By combining multiple machine 
learners, problems with weak predictors can potentially be 
mitigated [19] and the variance of the results can be reduced, 
because the aggregate results of several learners can be less 
noisy than the single result of one learner. Another study 
conducted by Acar and Rais-Rohani [20] revealed that an 
ensemble of prediction models with optimized weighting 
coefficients always outperforms its stand-alone members.

Studies suggest that the ensemble models have been dem-
onstrated to be superior to single AI models when employed 
to solve various civil engineering problems such as construc-
tion cost and schedule success [21], disputes prediction in 
public–private partnership projects [22], concrete compres-
sive strength [18], and estimating the peak shear strength 
of discrete fiber-reinforced soils [23]. However, despite 
their success elsewhere, ensemble models have not yet been 
applied to RC deep beam-related problems. In addition, the 
ensemble weighting coefficients are set as average values 
[18], which is likely to diminish the ensemble model’s per-
formance. Thus, the current study investigates the efficacy of 
combining two distinct machine learning techniques: SVM 
and LS-SVM.

To achieve the greatest success using the ensemble model 
of SVM and LS-SVM, the user must determine the appro-
priate parameter values for both ensemble members. A sub-
optimal parameter setting may undermine model predict-
ability, whereas an optimal parameter setting can increase 
the accuracy of the prediction model. Parameters from SVM 
that must be pre-specified include the regularization param-
eter (C) and RBF kernel parameter (γ1). Meanwhile, the LS-
SVM model parameters that must be pre-specified include 
the regularization parameter (γ2) and RBF kernel param-
eter (σ2). In addition, it is worth noting that identification 
of the most suitable parameter values is a challenging task 
and represents an optimization problem [24–28]. Therefore, 
fusing SVM and LS-SVM with an optimization algorithm 
may produce an effective resolution to the above-mentioned 
issue. In addition, adding the adaptive weighting coefficient 
will be likely to boost the ensemble performance instead of 
setting an average weighting value.

Inspired by the symbioses of living organisms, Cheng and 
Prayogo [29] developed a metaheuristic-based optimization 
algorithm known as “symbiotic organisms search” (SOS). The 
SOS algorithm is relatively flexible and easy to use, even for 
beginners, due in part to a small number of control parameters. 
The initial research has shown that SOS is a superior algorithm 
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as compared with others, especially in terms of identifying 
optimal solutions. Over the past years, SOS has been used to 
solve problems in different research fields [30–37]. In addition, 
SOS is a reliable tool when paired with other AI techniques 
[24, 25, 38, 39]. Thus, SOS can become a promising optimiza-
tion tool when integrated with SVM and LS-SVM.

This study develops and investigates a new approach, called 
“optimized support vector machines with adaptive ensemble 
weighting” (OSVM-AEW), to predict the shear strength of RC 
deep beams. The OSVM-AEW’s output is created by dynami-
cally aggregating prediction values of the SVM and LS-SVM 
models. The SOS optimization algorithm is integrated to 
autonomously identify the optimal parameter settings, ensur-
ing that OSVM-AEW achieves the best performance. The ben-
efits of this newly developed model include: (1) it can operate 
autonomously without AI knowledge and (2) it predicts shear 
strength more accurately than single models do.

2 � Methodology

2.1 � Support vector machine

First introduced by Vapnik [15], SVM is a binary classifier of 
the non-linear subset. As a supervised learning-based method, 
SVM is often useful in both regression and classification appli-
cations. In this study, SVM is used for regression applications. 
In formal terms, an SVM algorithm uses data points expressed 
as an (xi, yi) pair, where xi represents the feature vector (xi1, 
xi2,…, xip), p represents the number of features, i = 1,…, n, and 
n represents how many training observations apply. For regres-
sion applications, yi is scalar vector representing the output of 
the training data. Using each data point, the SVM algorithm 
works in high-dimensional vector spaces to construct linear 
separating hyperplanes.

The following equation represents the decision function of 
SVM:

where x ∈ Rn, y ∈ R, and �(x) ∶ Rn
→ Rnh is the mapping to 

the high-dimensional feature space and b is the bias term.
For regression problem, the R function is formulated using a 

constrained optimization, as shown in Eq. (2), while c denotes 
the regularization constant, which the user must optimize, and 
gives the relative weight of the second part as compared with 
the first part; �i is the training data error:

Using each data point, the SVM algorithm for regres-
sion works in high-dimensional vector spaces to construct 
linear separating hyperplanes. The best hyperplane can be 

(1)y(x) = �T�(x) + b,

(2)
Minimize: R(�, �, b) =

1

2
�2 + c

n∑
i=1

�2
i
,

Subjected to: yi = �T�
�
xi
�
+ b + �i , i = 1,… , n.

identified and defined as the hyperplane with the maximum 
distance to its training errors ( � ). Due to the uses of training 
error �i , SVM for regression starts to penalize for errors that 
are greater than � in magnitude. In addition, using kernel 
function �(x) , a non-linear enlarging of the original space 
can result from the higher dimension of space.

However, the objective function from Eq.  (2) can be 
unsolvable when � is infinite. Thus, the Lagrange multiplier 
optimal programming method is used to handle this task, as 
shown in following equation:

where �k is the Lagrange multiplier. Following are the given 
conditions for optimality:

After eliminating � and � , the linear system is obtained 
as follows:

where y = y1,… , yn, 1v = [1;… ;1], and � = [�1;… ;�n] . 
The kernel function is applied as follows:

Finally, the SVM model for regression is presented as 
Eq. (7):

where �k and b denote the solution to the linear system and 
� is the kernel function parameter. This study uses the radial 
basis function (RBF) as the kernel function, as shown in 
Eq. (8).
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2.2 � Least‑squares support vector machine (LS‑SVM)

First introduced by Suykens et al. [16], the LS-SVM is a 
variant of the SVM. The R function is formulated using a 
constrained optimization for the function estimation prob-
lem, as shown in Eq. (9), while � represents the regulariza-
tion constant, which the user must optimize, and gives the 
relative weight of the second part as compared with the first 
part; �i is the training data error:

It is worth noting that Eq. (9) is slightly similar to Eq. (2) 
from SVM’s decision function. As can be seen, the objective 
function R represents the sum of the squared fitting error and 
a regularization term similar to the standard procedure in 
training the feed-forward neural network and is related to a 
ridge regression. Nevertheless, this objective function can be 
unsolvable when � is infinite. Thus, the Lagrange multiplier 
optimal programming method is used to handle this task, as 
shown in following equation:

Using a similar approach with the SVM described in pre-
vious section, the LS-SVM model for regression is presented 
as Eq. (11):

where �k and b denote the solution to the linear system and 
�2 is the kernel function parameter. This study uses the radial 
basis function (RBF) as the kernel function, as shown in 
Eq. (12). Hence, to attain success in establishing the LS-
SVM model, two tuning parameters ( � , �2 ) must be deter-
mined. The current study, thus, employs SOS to identify the 
optimal values of � and �2.

2.3 � Symbiotic organisms search (SOS)

Initially proposed by Cheng and Prayogo [29] as a popu-
lation-based optimization algorithm, the SOS algorithm is 
now becoming widely used in solving many multidimen-
sional optimization problems [40]. For the optimization 
routine, SOS utilizes three types of symbioses: mutualism, 

(9)
Minimize: R(�, �, b) =

1

2
‖�‖2 + 1

2
�

n∑
i=1

�2
i
,

Subjected to: yi = �T�
�
xi
�
+ b + �i , i = 1,… , n.

(10)

L(�, b, �, �) = R(�, �, b) −

n∑
i=1

�i(�
T�

(
xi
)
+ b + �i − yi),

(11)y(x) =

n∑
i=1

�iK
(
xi, xk

)
+ b,

(12)K
(
xk, xl

)
= exp

(
−
‖‖xk − xl

‖‖2
2�2

)
,

commensalism, and parasitism. The SOS algorithm uses 
organisms to represent potential solutions to the problem 
itself, with the organism’s fitness referring to the associated 
solution’s quality. Figure 1 shows the pseudo-code of SOS.

During the mutualism phase, new potential improved 
organisms are generated by the mutualism symbiosis 
between two organisms, which benefits both sides. To 
improve the candidate organisms (new_Xi and new_Xj), the 
current organisms (Xi and Xj) simulate a mutualism interac-
tion as modeled in the following equations:

where mutual_vector represents the mutualism relationship 
between current organisms and BF1 and BF2 are random 
values of either 0 or 1, illustrating each interacting organ-
ism’s benefit level.

During the commensalism phase, a new potential 
improved organism is generated by the commensalism sym-
biosis between two organisms, which benefits only one side. 
To improve the candidate organism (Xi), the current organ-
isms (Xi and Xj) simulate a mutualism interaction as modeled 
in the following equation:

(13)
new_Xi = Xi + rand(0, 1) ×

(
Xbest−mutual_vector × BF1

)
,

(14)
new_Xj = Xj + rand(0, 1) ×

(
Xbest−mutual_vector × BF2

)
,

(15)mutual_vector = mean
(
Xi + Xj

)
,

(16)new_Xi = Xi + rand(−1, 1) ×
(
Xbest−Xj

)
.

1:    Initialization
2:          Generate the initial population of organisms, X, and maximum iteration
3:          Set Cycle = 0
4:          Compute the fitness, fit, of the population
5: Identify the best organism of the initial population, Xbest
6:          REPEAT
7:                 Mutualism phase
8:                       Select an organism Xj randomly to interact with Xi
9:                       Produce new organisms from the mutualism operator
10:                     Evaluate the fitness value fit
11:                     Apply greedy selection process
12:               Commensalism phase
13:                     Select an organism Xj randomly to interact with Xi
14:                     Produce a new organism from the commensalism operator
15:                     Evaluate the fitness value fit
16:                     Apply greedy selection process
17:               Parasitism phase
18:                     Select an organism Xj randomly to interact with Xi
19:                     Produce a parasite_vector based on Xi
20:                     Evaluate the fitness value of  parasite_vector
21:                     If (parasite_vector is better than Xj) then
22:                            Replace Xj with parasite_vector
23:                     End
24:               Update the best solution
25:         Cycle = Cycle + 1
26:         UNTIL Cycle = maximum iteration
27:  End

Fig. 1   SOS pseudo-code
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During the parasitism phase, a new potential improved 
organism is generated by the parasitism symbiosis between 
two organisms, which benefits one side and is harmful for 
the other side. In this circumstance, organism Xi will gen-
erate a parasite_vector to threaten the existence of Xj. The 
parasite_vector is generated using the following equation:

where F and (1–F) represent the binary random genera-
tor and its inverse, respectively; up and low are the search 
space’s upper and lower boundaries, respectively.

2.4 � Optimized support vector machine 
models with adaptive ensemble weighting 
(OSVM‑AEW)

In machine learning, identification of the most suitable tuning 
parameter values is a critical issue and is recognized as an 
optimization problem [16, 29, 41]. For the ensemble model, 
besides having to determine the optimal parameter settings 
for individual models, users must concurrently find the com-
bination coefficient values for individual models involved in 
the ensemble model. This is a high-dimension optimization 
problem and often beyond human ability. Hence, to maximize 
efficient performance, the current study uses the SOS search 
engine to optimize tuning parameters in construction of the 
developed OSVM-AEW. In multiple attempts to increase 
the AI-based inference model’s prediction accuracy, stud-
ies focusing on a combination of an ensemble model and a 
metaheuristic algorithm are surprisingly limited.

This section describes the operation of the proposed 
OSVM-AEW for estimating the shear of RC deep beams in 
detail, as shown in Fig. 2. The proposed OSVM-AEW was 
built in the MATLAB R2017b environment.

2.5 � Data process

The range [0, 1] is used to normalize the training data using 
Eq. (18). This prevents the formation of numerical difficul-
ties along with the problem of larger range numeric attrib-
utes dominating smaller range attributes. Next, the training 
data are randomly divided into ten distinct folds. While nine 
folds are used to construct an estimation model, the tenth 
fold is sequenced through validation tasks:

where xi denotes any data point, xmin denotes the minimum 
value of the entire data set, xmax represents maximum value 
of the entire data set, and xn

i
 denotes the normalized value 

of the data point.

(17)
Parasite_vector = F × Xi + (1−F) ×

[
rand(0, 1) × (up−low) + low

]
,

(18)xn
i
=

xi − xmin

xmax − xmin

,

2.6 � Parameter initialization

Before commencement of the searching loop within pre-
defined ranges, six tuning parameters (C, γ1, γ2, σ2, α, and β) 
must be generated as the initial values. Table 1 presents the 
settings for each parameter of the experiment in this study, 
as suggested by the previous studies [25, 28].

2.7 � SVM and LS‑SVM prediction models

During this stage, SVM and LS-SVM carry out their train-
ing process using parameter values (C, γ1, γ2, and σ2) pro-
vided by the SOS search engine and then test the validation 
data. It is worth noting that these parameter values seek to 
achieve the highest prediction accuracy for the OSVM-AEW 
as opposed to individual models.

2.8 � Ensemble learning system

The proposed ensemble model’s prediction value is the sum 
of individual models’ prediction values multiplied by their 
own ensemble weighting coefficients (α and β), as shown in 
Eq. (19). SOS searching produces the ensemble weighting 
coefficients (α and β). The literature reveals that these coef-
ficients are subjectively set as average values [18], which is 
likely to diminish the ensemble model performance:

where POSVM−EL
i

 , PSVM
i

 , and PLS−SVM
i

 indicate the prediction 
values of OSVM-AEW, SVM, and LS-SVM, respectively, 
and � and � are the ensemble weighting coefficients of SVM 
and LS-SVM, respectively.

2.9 � Evaluate ensemble model using fitness function

Through quantitative studies, a metaheuristic algorithm has been 
combined with a machine learner to create a hybrid algorithm. 
Nevertheless, all attempts have a common problem; the train-
ing error is often not optimally minimized during the training 
process. On the other hand, this well fitting of the training set 
could simply reflect the model’s complexity, which tends to face 
the over-fitting issue [42]. To combat the effects of over-fitting 
and to tune hyperparameters, one should consider validation of 
the training set during construction of the inference model. This 
study used k-fold cross-validation to partition the training data as 
commonly used in many studies [43, 44]. The number of folds is 
usually determined by the number of data points. In selecting the 
number of folds (k), one should ensure that the number of data 
points in the training subset and the validation subset contain 
sufficient variation and represent the same distribution. If a data 
set only contains 10 data points, then using tenfold cross-vali-
dation will result in only one data point in the validation subset. 
In this study, we used 67% as the proportion for training subset 

(19)POSVM−EL
i

= � × PSVM
i

+ � × PLS−SVM
i

,
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and 33% for the validation subset, which can be achieved by 
implementing the threefold cross-validation approach, to ensure 
that all subsets have the same distribution.

Because the present study uses threefold cross-validation, 
the ensemble model will be trained and validated three times 
for each set in the parameter optimizing process. As such, 
the objective function is arranged with the average validation 
error over the threefold. The prediction accuracy function for 
identifying the optimal tuning parameters is used as the SOS 
algorithm’s objective function and is shown as follows:

(20)f = RMSEvalidation,

where RMSEvalidation indicates the average validating error 
of threefolds. In Eq. (20), root-mean-square error (RMSE) is 
used as the estimation error. The RMSE is computed using 
the following equation:

where pi predicted value, yi actual value, and n sample size.

(21)RMSE =

√√√√(1∕n) ×

n∑
i=1

[pi − yi]
2,

Fig. 2   Structure of OSVM-
AEW

1. Parameter Initialization
C, γ1, γ2, σ2, α, β

6.Termination
criteria

5. Evaluate ensemble model 
using fitness function (RMSE)

2. SVM prediction model 

LS-SVM training

LS-SVM validation

3. LS-SVM prediction model

4. Ensemble learning system
Pi

OSVM-EL= α × Pi
SVM + b × Pi

LS-SVM

Yes

8. Optimized parameters
(C, γ1, γ2, σ2, α, β)

Training data

Internal cross-validation

Testing for new RC deep 
beam input patterns

7. SOS optimization module

No

ite
r =

 it
er

 +
 1

Mutualism
Commensalism

Parasitism

SVM parameters
(C, γ1)

LSSVM parameters
(γ2 , σ2)

Ensemble weighting
coefficients (α , β)

validationtraining

1 2 3 k-1 k
1 2 3 k-1 k

1 2 3 k-1 k

1 2 3 k-1 k
1 2 3 k-1 k

SVM training

SVM validation

Prediction results
(Pi

SVM, Pi
LS-SVM)

Testing data

Table 1   Initial control 
parameter settings

Parameters Notation Lower bound Upper bound References

SVM regularization parameter C 10−5 105 [28]
SVM RBF kernel parameter γ1 10−5 105 [28]
LS-SVM regularization parameter γ2 10−5 105 [25, 28]
LS-SVM RBF kernel parameter σ2 10−5 105 [25, 28]
Ensemble learning coefficients α, β 0 1
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2.10 � SOS searching

For OSVM-AEW, the best tuning parameters, C, γ1, γ2, σ2, 
α, and β, are identified by comparing the qualities of the 
fitness function or the objective function. In this way, the 
tuning parameters have values that progressively improve 
through each loop. The smaller the fitness function’s value, 
the better the tuning parameter values. Through the greedy 
selection of the SOS algorithm, optimal tuning parameters, 
which provide the smallest fitness function, can be selected.

2.11 � Stopping criterion

Once the stopping criterion that the user has designated has 
been met, the optimization process is stopped. In this study, 
the criterion to stop the model is the maximum number of 
iterations (max_iter).

2.12 � Optimal parameters

Once the stop criterion has been met, the loop terminates. 
This indicates that the tuning parameters, which include C, 
γ1, γ2, σ2, α, and β, have reached an optimal set and are ready 
to predict a new and unseen input dataset.

3 � Experimental results and discussion

3.1 � Data set description

In this study, the data set comprised 214 deep beam test 
results conducted throughout the course of eight independ-
ent studies [2]. These studies included: 37 test patterns from 
Clark [45], 25 test patterns from Kong et al. [46], 52 test 
patterns from Smith and Vantsiotis [47], 12 test patterns 
from Anderson and Ramirez [48], 19 test patterns from Tan 
et al. [49], 53 test patterns from Oh and Shin [50], 4 test 
patterns from Aguilar et al. [51], and 12 test patterns from 
Quintero-Febres et al. [52]. The RC deep beams used in 
the experiments were simply supported; each test ran until 
failure. Figure 3 illustrates the details for an RC deep beam.

Following a review of the literature, eight essential factors 
affecting the shear strength of RC deep beams are selected 
[53]. The first seven influencing factors, used as input variables 
in the OSVM-AEW to estimate shear strength, are: effective 
depth (d); web width (b); main reinforcement ratio (ρ); con-
crete compressive strength (fc); vertical shear reinforcement 
ratio (ρv); horizontal shear reinforcement ratio (ρh); and ratio 
of shear span to effective depth (a/d). The remaining factor is 
the ultimate shear strength of RC deep beam (V/bd). Table 2 
and Fig. 4 present a statistical description of the input and 
output variables.  

3.2 � Performance indicators

The performance of OSVM-AEW was compared with that 
of other models using the coefficient of correlation (R), coef-
ficient of determination (R2), mean absolute percentage error 
(MAPE), mean absolute error (MAE), and root-mean-square 
error (RMSE). The coefficient R represents the correlation 
between the actual values and predicted values. The coeffi-
cient R2 represents the level of explained variability between 
the actual values and predicted values. The closer the coeffi-
cients R and R2 vary toward 1, the more similar the actual and 
predicted values become. Similarly, relatively low values for 
MAE, MAPE, and RMSE indicate a high level of accuracy in 
the values that the model predicts. Equations (22)–(26) show 
the mathematical formulation of the proposed performance 
evaluation criteria:

where pi predicted value, yi actual value, and n sample size:

(22)RMSE =

√√√√(1∕n) ×

n∑
i=1

[pi − yi]
2,

(23)MAE = (1∕n) ×

n∑
i=1

(||pi − yi
||
)
,

(24)MAPE = (1∕n)

n∑
i=1

(||pi − yi
||∕yi

)
× 100,

(25)R =
n
∑

yi × pi −
�∑

yi
��∑

pi
�

�
n
�∑

y2
i

�
−
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yi
�2

×

�
n
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Fig. 3   Geometrical parameters of an RC deep beam
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Table 2   Statistical description 
of any input and output 
variables used in this study

Variables Unit Min. Max. Mean Std.

X
1
 = effective depth (d) mm 216 801 420.8 108.46

X
2
 = web width (b) mm 76 305 134.2 48.95

X
3
 = Concrete compressive strength (fc) MPa 13.80 73.60 33.35 15.93

X
4
 = Ratio of shear span to effective depth (a/d) – 0.27 2.70 1.22 0.53

X
5
 = Main reinforcement ratio (ρ) % 0.52 4.08 1.81 0.70

X
6
 = Horizontal shear reinforcement ratio (ρh) % 0.00 2.47 0.32 0.45

X
7
 = Vertical shear reinforcement ratio (ρv) % 0.00 2.65 0.54 0.66

Y  = Ultimate shear strength of RC beam (V/bd) MPa 1.73 13.25 5.37 2.15
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Fig. 4   Histogram of the input and output variables
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where pi predicted value, yi actual value, and n sample size.

3.3 � Experimental results

In this study, the data set was randomly partitioned to 
training and testing. The complete training and testing 
data sets can be seen at Appendix. A training partition 
was used to build the prediction model. The testing parti-
tion was used to test the established trained model. A total 
of 171 data points were selected randomly as a training 
partition and the remaining were used for testing. The 
training partition was further divided into two sub-data 
sets. The training set is primarily used for model fitting. 
The validation set is used to validate the previous train-
ing performance and to fine-tune the trained model. A 
threefold cross-validation approach is used in this study 
to mitigate any bias that might have occurred in the model 
training due to the randomness of selecting training and 
validation subsets [42].

(26)

R2 =

⎛⎜⎜⎜⎝

n
∑

yi × pi −
�∑

yi
��∑

pi
�

�
n
�∑

y2
i

�
−
�∑

yi
�2

×

�
n
�∑

p2
i

�
−
�∑

pi
�2

⎞⎟⎟⎟⎠

2

,

3.4 � Training phase and parameter selection

Through the cross-validation approach, the training data 
points were randomly grouped into three mutually exclu-
sive subsets. During each iteration, one subset was used for 
the validation process, while the other two subsets were uti-
lized in turn for the training process. In this way, the study 
ensured that each data set was used at least once during both 
the testing and training phases. As such, the average results 
of the three subsets represent a useful way of predicting the 
model’s overall performance.

The training results of the cross-validation approach and 
the convergence graphics of each fold’s RMSEs are depicted 
in Fig. 5. It can be seen that, through parameter optimization 
process by SOS, the average validation RMSE was improved 
in every iteration.

The tuning process of hyperparameters by SOS is illus-
trated in Fig. 6. The achieved values of α and β properly vary 
to yield the best collaboration between SVM and LS-SVM 
rather than follow the 50:50 assumption rule of Chou and 
Pham [18]. Moreover, the sum of α and β in each fold is 
very close to 1, though this constraint was not applied in the 
model construction process.

Finally, the optimal parameters obtained through the 
fine-tuning process are shown in Table 3. Figure 7 shows 
the training performance based on the obtained optimal 

Fig. 5   Convergence graphics of 
RMSEvalidation of each fold
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parameters. According to the four performance indicators, 
OSVM-AEW produced high value of R and R2 as well as 
low values of RMSE, MAPE, and MAE. Thus, these opti-
mal parameters and model are ready to predict the new and 
unseen testing data set.

3.5 � Testing phase and prediction results

Using the optimal parameters from Table 3 and the trained 
model, the testing result of OSVM-AEW is displayed in 
Fig. 8. It is observable that the OSVM-AEW earned rela-
tively high values of R (≥ 0.95) for testing. This indicates 
that the OSVM-AEW is proficient at capturing the shear 
strength’s underlying function. Because of the reaping of 
low MAPE values (≤ 8%), the OSVM-AEW-estimated shear 

Fig. 6   Tuning process of 
hyperparameters and ensemble 
learning coefficients
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Table 3   Obtained optimal parameters of OSVM-AEW through train-
ing phase

Parameters Obtained 
optimal value by 
SOS

SVM
 C 66.2800
 γ1 2.5119

LS-SVM
 γ2 928.1491
 σ2 215.9683

Ensemble weighting coefficients
 α 0.7992
 β 0.2001
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strength is reliable and trustworthy. Thus, it is acceptable for 
the design of RC deep beams. Furthermore, the statistical 
results show that the proposed method can avoid the over-
fitting issue by attaining minor differences between perfor-
mance evaluation values for the training and testing phases.

3.6 � Benchmark with other AI models

To better evaluate the developed OSVM-AEW’s capabil-
ity, its performance was compared against those of other 
AI techniques, including: (1) the SVM model without any 

parameter tuning, (2) the LS-SVM model without any 
parameter tuning, (3) the optimized SVM model via SOS 
optimization, (4) the optimized LS-SVM model via SOS 
optimization, (5) the ensemble model of multiple linear 
regression and regression tree (MLR-RegTree), and (6) 
the ensemble model of SVM and linear SVM (SVM-
LSVM) without involving any parameter tuning. The 
first five AI techniques were established in the MATLAB 
R2017b environment. The SVM model was adopted from 
LIBSVM toolbox [54], whereas the LS-SVM model was 
adopted from LS-SVMlab toolbox [55]. Meanwhile, the 
MLR-RegTree utilized “fitlm” and “fitrtree” function from 
MATLAB toolbox. The ensemble of SVM and LS-SVM 
was constructed using the IBM SPSS Modeler 18.1 plat-
form. The parameters of these AI models are set to default 
as can be seen in Table 4. Table 5 reveals the results of 
competitive models with respect to average values and 
standard deviations. 

One can see that the proposed model achieves the 
most desirable values of RMSE (0.5265), MAE (0.3854), 
MAPE (7.68), R (0.9620), and R2 (0.9254). According to 
Table 5, the obtained results suggest that the OSVM-AEW 
outperforms other comparative AI models. The finding can 
be summarized as follows:

•	 The OSVM-AEW outperforms the SVM and LS-SVM. 
This indicates that parameter tuning plays an important 
role in establishing the prediction model. SVM and LS-
SVM used a default parameter setting, while the pro-
posed model utilized SOS for parameter optimization.

•	 The OSVM-AEW shows better performance than the 
optimized SVM and LS-SVM models. It can be con-
cluded that the proposed ensemble learning system 
improves the performance of the single model in addi-
tion to the parameter tuning.

•	 The ensemble weighting coefficients are still needed to 
be optimized. Through the SOS optimization, OSVM-
AEW is able to find the optimal weighting that results 
in the superior performance of OSVM-AEW over 
SVM-LSVM.

•	 According to Tables 3 and 5, the ensemble weighting 
coefficients of SVM (α) and LS-SVM (β) are 0.7992 
and 0.2001, respectively, indicating that the SVM 
results dominate the ensemble’s prediction. The pre-
vious study conducted by Acar and Rais-Rohani [20] 
revealed that optimizing ensemble weighting coeffi-
cients based on mean-squared error of each member 
will yield the best accuracy in comparison with the 
other approaches. According to Table 5, the RMSE of 
optimized SVM is slightly better than those of opti-
mized LS-SVM. Thus, it can be concluded that OSVM-
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Fig. 7   Training performance and result of OSVM-AEW
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Table 4   Features and parameters of AI methods used in this study

AI methods Features Parameters

Parameter tuning Single or ensemble? Values/range References

SVM No Single C = 1
γ1 = 1/n
n = Number of 

input variables

[56]

LS-SVM No Single γ2 = 1
σ2 = 1

[16]

Optimized SVM Yes, via SOS optimization Single C = 10−5 − 105

γ1 = 10−5 − 105
[28]

Optimized LS-SVM Yes, via SOS optimization Single γ2 = 10−5 − 105

σ2 = 10−5 − 105
[25, 28]

MLR-RegTree (fitlm-fitrtree) No Ensemble, with fixed ensemble weight α = 0.5
β = 0.5

Default set-
ting from 
MATLAB 
R2017b

SVM-LSVM No Ensemble, with fixed ensemble weight C = 10
γ1 = 0.1
epsilon = 0.1
α = 0.5
β = 0.5

Default setting 
from IBM 
SPSS Mod-
eler 18.1

OSVM-AEW Yes, via SOS optimization Ensemble, with adaptive ensemble 
weight via SOS optimization

C = 10−5 − 105

γ1 = 10−5 − 105

γ2 = 10−5 − 105

σ2 = 10−5 − 105

α = 0 − 1
β = 0 − 1

[25, 28]

Table 5   Result comparisons 
with other AI approaches

Bold numbers indicate best results

Models Testing result Obtained parameters

RMSE (MPa) MAE (MPa) MAPE (%) R R2

SVM 1.2167 0.9040 16.51 0.8717 0.7598 C = 1
γ1 = 1/7

LS-SVM 0.7360 0.5669 12.27 0.9271 0.8595 γ2 = 1
σ2 = 1

Optimized SVM 0.5508 0.4035 8.26 0.9586 0.9189 C = 46.7062
γ1 = 3.0161

Optimized LS-SVM 0.5514 0.4084 8.09 0.9586 0.9189 γ2 = 248.0875
σ2 = 3.5211

MLR-RegTree 0.6799 0.5150 10.00 0.9636 0.9285 α = 0.5
β = 0.5

SVM-LSVM 0.7832 0.5940 11.31 0.9156 0.8383 C = 10
γ1 = 0.1
epsilon = 0.1
α = 0.5
β = 0.5

OSVM-AEW 0.5265 0.3854 7.68 0.9620 0.9254 C = 66.2800
γ1 = 2.5119
γ2 = 928.1491
σ2 = 215.9683
α = 0.7992
β = 0.2001
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AEW ensemble learning system favors the SVM model, 
because SVM has a better RMSE than LS-SVM.

3.7 � Benchmark with literature results

An additional experiment was conducted to compare 
OSVM-AEW’s performance with those of two approaches 
widely applied in current structural design projects and 
research, including ACI 318-11 [5] and CSA [7], and 
genetic-simulated annealing (GSA) [53]. Table 6 shows the 
average and standard deviation values of models in terms of 
MAE, MAPE, and the actual value-to-estimated value ratio. 
In terms of Vactual/Vestimated, the ACI code and CSA code tend 
to provide shear strength values that are considerably lower 
than actual shear strength values, with average values of 
1.766 and 1.637, and standard deviation values of 0.571 and 
0.574, respectively. The GSA performed well by providing 
an average value of close to 1 (desirable value). However, its 
standard deviation value was relatively high compared with 
that of OSVM-AEW; thus, it is likely to deliver estimated 
values that are drastically different from the actual values. 
Regarding MAE and MAPE, the proposed model achieved 
the most desirable values for both the average and standard 
deviation, which are remarkably smaller than those of other 
approaches.

The results show that both mathematical methods, includ-
ing ACI code and CSA code, are insufficient to estimate the 
shear strength of RC deep beams. Interestingly, the proposed 
model is particularly accurate for RC deep beams with high 
shear strength capacity. In sum, the analysis results have 
amply demonstrated that OSVM-AEW is a promising new 
tool for the bridge engineer and capable of producing reli-
able estimation values for the shear strength of RC deep 
beams. The improvement in the estimation accuracy of shear 
strength implies benefits in terms of increased safety and 
cost savings in designing RC deep beams.

4 � Conclusions

This study introduces a novel AI-inference model, called 
“optimized support vector machines with adaptive ensem-
ble weighting” (OSVM-AEW), to predict the shear strength 
of RC deep beams. In OSVM-AEW, two individual predic-
tion models, SVM and LS-SVM, are controlled by the SOS 
search engine, which uses an optimization process to provide 
the most appropriate set of parameter values (C, γ1, γ2, σ2, 
α, and β). Thus, the proposed model can run autonomously 
without the need for human intervention and domain knowl-
edge while still achieving the best performance.

This study is apparently the first to investigate the effi-
cacy of an ensemble model for estimating shear strength 
for RC deep beams. A simulation involving 214 test beams 
shows that OSVM-AEW achieves the most desirable evalu-
ation criteria values in terms of RMSE (0.5265  MPa), 
MAE (0.3854 MPa), MAPE (7.68%), and R (0.9620). This 
strongly indicates that OSVM-AEW is the most accurate 
model in terms of estimating shear strength for RC deep 
beams. These results indicate a drastic reduction in RMSE, 
MAE, and MAPE compared with other AI competitors and 
literature approaches. In sum, these findings fully justify the 
use of SVM, LS-SVM, and SOS to establish OSVM-AEW. 
Improvement of the estimation accuracy of shear strength 
implies increased safety in the design of RC deep beams.
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Appendix 1

See Tables 7 and 8.

Table 6   Benchmark with the 
results from literature

Bold numbers indicate best results

Models MAE (MPa) MAPE (%) Vactual/Vpredicted

Avg. Std. Avg. Std. Avg. Std.

ACI 318-11 [5] 2.060 1.225 39.05 16.21 1.766 0.571
CSA [7] 1.632 0.825 34.56 18.91 1.637 0.574
GSA [53] 0.617 0.506 12.19 10.87 1.007 0.147
OSVM-AEW 0.3854 0.3047 7.68 6.00 1.0030 0.1054
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Table 7   Training data set Case number X1 X2 X3 X4 X5 X6 X7 Y

1 305 102 20.8 1 1.94 0.68 1.25 5.74
2 305 102 21.7 1.21 1.94 0 0 4.79
3 305 102 19.5 1.21 1.94 0.91 0.24 4.93
4 305 102 19.2 1.21 1.94 0.23 0.42 4.15
5 305 102 19 1.21 1.94 0.45 0.42 4.22
6 305 102 21.8 1.21 1.94 0.68 0.42 4.82
7 305 102 16.2 1.21 1.94 0.23 0.63 4.2
8 305 102 20.7 1.5 1.94 0 0 3.72
9 305 102 19.2 1.5 1.94 0.45 0.31 3.33
10 305 102 16.5 1.5 1.94 0.45 0.56 4.02
11 305 102 18.3 1.5 1.94 0.68 0.56 4.1
12 305 102 19 1.5 1.94 0.91 0.56 4.41
13 305 102 18.5 1.5 1.94 0.45 0.63 4.13
14 305 102 19.2 1.5 1.94 0.45 0.77 4.9
15 597 76 24.6 0.43 0.62 0 2.45 4.94
16 343 76 21.2 0.74 1.09 0 2.45 6.29
17 597 76 18.6 0.43 0.62 0 0.86 4.94
18 597 76 19.2 0.43 0.62 0.61 0.61 4.58
19 390 203 24.6 2.34 3.1 0 0.38 2.81
20 390 203 23.4 1.95 3.1 0 0.37 3.52
21 390 203 25.4 1.95 3.1 0 0.37 3.24
22 390 203 24.9 1.95 3.1 0 0.73 4.23
23 390 203 24.1 1.56 2.07 0 0.69 4.09
24 390 203 13.9 1.56 2.07 0 0.34 2.38
25 390 203 45.2 1.56 3.1 0 0.34 5.35
26 390 203 44.7 1.56 3.1 0 0.34 5.49
27 390 203 47.6 1.56 3.1 0 0.34 5.41
28 500 130 49.1 0.5 1.56 0 0 9.88
29 500 130 49.1 2 1.56 0.43 0.22 3.65
30 500 120 50.7 0.5 1.29 0.47 0.13 8.17
31 500 120 73.6 1.25 1.29 0.47 0.13 5.64
32 370 150 22 1.42 2.79 0.1 0.28 4.52
33 370 150 22 1.42 2.79 0.1 0.28 4.27
34 370 150 22 1.42 2.79 0 0 3.98
35 375 150 32.4 0.81 2.04 0 0 8.32
36 380 100 50.3 1.57 4.08 0.15 0.38 6.97
37 380 100 50.3 0.82 4.08 0 0 12.11
38 463 110 58.8 0.27 1.23 0 0.48 13.25
39 463 110 57.3 0.27 1.23 0 0.48 12.37
40 463 110 44.1 1.08 1.23 0 0.48 5.5
41 463 110 46.8 1.08 1.23 0 0.48 5.69
42 425 203 41.4 2.15 2.67 0 2.65 5.67
43 425 203 42.7 2.15 2.67 0 2.65 5.92
44 305 102 20.5 1 1.94 0 0 4.48
45 305 102 20.5 1 1.94 0.68 0.28 5.49
46 305 102 19.1 1 1.94 0.91 0.63 5.2
47 305 102 22.1 1.21 1.94 0.23 0.24 4.74
48 305 102 19.8 1.21 1.94 0.91 0.42 4.67
49 305 102 20.4 1.21 1.94 0.23 0.77 5.11
50 305 102 19.2 1.21 1.94 0.68 0.77 4.98
51 305 102 20.6 1.21 1.94 0.91 0.77 5.34
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Table 7   (continued) Case number X1 X2 X3 X4 X5 X6 X7 Y

52 305 102 22.7 1.5 1.94 0.68 0.18 4.21
53 305 102 18.5 1.5 1.94 0.68 0.77 4.91
54 305 102 21.2 1.5 1.94 0.91 0.77 5.13
55 724 76 22.6 0.35 0.52 2.45 0 5.02
56 597 76 21 0.43 0.62 2.45 0 4.98
57 390 203 24.6 1.95 3.1 0 0.37 3.05
58 390 203 23.2 1.95 3.1 0 0.73 3.8
59 390 203 25.6 1.56 2.07 0 0.34 3.51
60 390 203 29 1.56 2.07 0 0.34 3.61
61 390 203 25 1.56 2.07 0 0.69 3.8
62 390 203 13.8 1.56 2.07 0 0.34 2.53
63 390 203 26.1 1.17 1.63 0 0.46 4.51
64 390 203 25.9 1.17 1.63 0 0.61 3.94
65 390 203 23.1 1.17 1.63 0 1.22 3.94
66 500 130 23.7 0.85 1.56 0.43 0.12 4.37
67 500 130 23.7 0.85 1.56 0.43 0.34 5.5
68 500 130 49.1 0.5 1.56 0.43 0.34 10.9
69 500 130 49.1 1.25 1.56 0.43 0.12 5.34
70 500 130 49.1 1.25 1.56 0.43 0.34 6.19
71 500 130 49.1 2 1.56 0 0 1.73
72 500 120 50.7 0.5 1.29 0 0.13 5.79
73 500 120 50.7 0.85 1.29 0.47 0.37 6.23
74 500 120 50.7 1.25 1.29 0.23 0.13 4.34
75 500 120 73.6 0.5 1.29 0 0.13 7.3
76 500 120 73.6 1.25 1.29 0.23 0.13 5.17
77 500 130 23.7 1.25 1.56 0.43 0.12 3.92
78 500 130 23.7 1.25 1.56 0.43 0.12 3.19
79 500 130 49.1 0.5 1.56 0.43 0.12 10.8
80 718 305 32 1.27 1.4 0.13 0.31 5.18
81 801 305 28 1.14 1.25 0.06 0.31 5.26
82 801 305 28 1.14 1.25 0 0.1 5.23
83 380 100 50.3 1.43 4.08 0 0 7.68
84 463 110 51.6 0.27 1.23 0 0.48 12.37
85 425 203 32.3 2.15 2.67 0 2.65 4.27
86 305 102 18 1 1.94 0.45 0.28 4.77
87 305 102 16.1 1 1.94 0.68 0.28 4.54
88 305 102 21.1 1 1.94 0.91 0.28 5.92
89 305 102 21.7 1 1.94 0.23 0.63 5.61
90 305 102 20.3 1 1.94 0.68 0.63 5.53
91 305 102 19.2 1 1.94 0.45 1.25 5.55
92 305 102 19.9 1 1.94 0.91 1.25 5.4
93 305 102 20.1 1.21 1.94 0.45 0.24 4.62
94 305 102 20.8 1.21 1.94 0.68 0.24 4.51
95 305 102 17.1 1.21 1.94 0.23 1.25 4.93
96 305 102 21.9 1.5 1.94 0.45 0.18 3.97
97 305 102 19.3 1.5 1.94 0.45 0.31 3.71
98 305 102 16.1 2.08 1.94 0.23 0.42 2.81
99 470 76 19.9 0.54 0.79 0 0.86 6.05
100 343 76 22.8 0.74 1.09 0 0.86 5.37
101 343 76 21.9 0.74 1.09 2.45 0 6.1
102 724 76 22 0.35 0.52 0.86 0 4.4
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Table 7   (continued) Case number X1 X2 X3 X4 X5 X6 X7 Y

103 470 76 20.1 0.54 0.79 0.86 0 5.07
104 216 76 22.6 1.18 1.73 0.61 0.61 4.75
105 390 203 23.4 2.34 3.1 0 0.38 2.81
106 390 203 42.1 1.95 3.1 0 0.37 4.79
107 390 203 24 1.17 1.63 0 0.61 3.66
108 390 203 24.8 1.17 1.63 0 0.61 4.22
109 390 203 28.2 1.17 2.44 0 0.92 4.99
110 500 130 23.7 0.85 1.56 0.43 0.22 5.8
111 500 130 49.1 0.5 1.56 0.43 0.12 10.97
112 500 130 49.1 0.5 1.56 0.43 0.22 10.86
113 500 130 49.1 0.85 1.56 0.43 0.22 7.02
114 500 130 49.1 1.25 1.56 0 0 5.19
115 500 130 49.1 2 1.56 0.43 0.12 3.24
116 500 120 50.7 0.5 1.29 0.23 0.13 6.63
117 500 120 73.6 0.5 1.29 0.23 0.13 9.03
118 500 120 73.6 0.5 1.29 0.47 0.13 9.14
119 500 120 73.6 0.85 1.29 0.47 0.37 6.8
120 500 130 49.1 0.5 1.56 0.43 0.12 11.47
121 500 130 49.1 0.85 1.56 0.43 0.12 8.15
122 791 305 32 1.16 1.27 0.35 0.31 5.62
123 463 110 53.9 0.27 1.23 0 0.48 12.57
124 463 110 48.2 1.08 1.23 0 0.48 5.3
125 463 110 50.6 1.62 1.23 0 0.48 4.32
126 463 110 41.1 2.16 1.23 0 0.48 2.95
127 463 110 42.8 2.7 1.23 0 0.48 2.06
128 425 203 33.9 2.15 2.67 0 2.65 4.17
129 305 102 20.9 1 1.94 0 0 4.37
130 305 102 19 1.21 1.94 0.45 0.77 5.09
131 305 102 19.2 1.5 1.94 0.23 0.18 3.83
132 305 102 20.4 1.5 1.94 0.68 0.31 4.01
133 305 102 19.6 1.5 1.94 0.23 0.77 4.71
134 724 76 21.5 0.35 0.52 0 2.45 4.34
135 470 76 21.2 0.54 0.79 0 2.45 5.32
136 216 76 21.7 1.18 1.73 0 2.45 5.48
137 470 76 19.2 0.54 0.79 2.45 0 5.82
138 216 76 22.6 1.18 1.73 2.45 0 5.3
139 597 76 21 0.43 0.62 0.86 0 4.43
140 343 76 22 0.74 1.09 0.86 0 4.22
141 216 76 22.6 1.18 1.73 0.86 0 5.85
142 724 76 18.6 0.35 0.52 0.61 0.61 4.36
143 343 76 21.9 0.74 1.09 0.61 0.61 4.87
144 390 203 24.8 2.34 3.1 0 0.38 3.09
145 390 203 23.6 1.56 2.07 0 0.69 3.66
146 390 203 27 1.56 2.07 0 0.69 3.64
147 390 203 24.5 1.56 3.1 0 0.34 3.91
148 390 203 24.5 1.17 1.63 0 0.46 3.24
149 500 130 49.1 0.85 1.56 0.43 0.12 7.51
150 500 130 49.1 1.25 1.56 0.43 0.22 5.86
151 500 120 50.7 0.5 1.29 0.94 0.13 7.58
152 500 120 50.7 1.25 1.29 0 0.13 3.56
153 500 120 50.7 1.25 1.29 0.47 0.13 4.61
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Table 7   (continued) Case number X1 X2 X3 X4 X5 X6 X7 Y

154 500 120 50.7 1.25 1.29 0.94 0.13 4.85
155 500 120 73.6 0.85 1.29 0.47 0.24 6.84
156 500 120 73.6 1.25 1.29 0 0.13 4.85
157 500 120 73.6 2 1.29 0.47 0.13 3.56
158 500 130 49.1 0.85 1.56 0.43 0.12 8.73
159 500 130 49.1 1.25 1.56 0.43 0.12 5.58
160 375 150 32.4 0.89 2.04 0.1 0.23 7.57
161 375 150 32.4 0.81 2.04 0 0 8.16
162 380 100 50.3 0.9 4.08 0.15 0.67 12.74
163 463 110 53 0.54 1.23 0 0.48 9.43
164 463 110 48 1.08 1.23 0 0.48 5.69
165 463 110 45.3 1.62 1.23 0 0.48 3.4
166 425 203 27.5 2.15 2.67 0 2.65 5.1
167 425 203 28.7 2.15 2.67 0 2.65 4.94
168 425 203 32.1 2.15 2.67 0 2.65 4.53
169 425 203 34.4 2.15 2.67 0 2.65 4.58
170 425 203 31 2.15 2.67 0 2.65 4.48
171 425 203 33.2 2.15 2.67 0 2.65 3.83

Table 8   Testing data set Case number X1 X2 X3 X4 X5 X6 X7 Y

1 305 102 18.7 1 1.94 0.23 0.28 5.18
2 305 102 19.8 1 1.94 0.45 0.63 5.48
3 305 102 18.4 1 1.94 0.23 1.25 5.18
4 305 102 17.5 1.21 1.94 0.68 0.42 4.05
5 305 102 21.8 1.5 1.94 0.91 0.18 3.93
6 305 102 19.9 1.5 1.94 0.23 0.31 3.99
7 305 102 20.8 1.5 1.94 0.91 0.31 3.99
8 305 102 21 1.5 1.94 0.23 0.56 4.53
9 305 102 19.5 2.08 1.94 0 0 2.36
10 724 76 19.2 0.35 0.52 0 0.86 4.53
11 216 76 20.1 1.18 1.73 0 0.86 6.09
12 470 76 20.1 0.54 0.79 0.61 0.61 4.84
13 390 203 23.6 2.34 3.1 0 0.38 2.64
14 390 203 23.7 1.95 3.1 0 0.37 3.6
15 390 203 23.3 1.95 3.1 0 0.37 3.39
16 390 203 26.3 1.95 3.1 0 0.73 4.07
17 390 203 26.3 1.56 2.07 0 0.34 3.93
18 390 203 24 1.56 2.07 0 0.34 3.11
19 390 203 14.1 1.56 2.07 0 0.34 2.83
20 390 203 26.2 1.17 1.63 0 0.46 3.8
21 390 203 24.5 1.17 1.63 0 0.61 4.23
22 500 130 23.7 0.85 1.56 0 0 4.08
23 500 130 49.1 0.85 1.56 0 0 6.17
24 500 130 49.1 0.85 1.56 0.43 0.34 6.47
25 500 130 49.1 2 1.56 0.43 0.34 3.62
26 500 120 50.7 0.85 1.29 0.47 0.13 6.54
27 500 120 50.7 0.85 1.29 0.47 0.24 6.01
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