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Biorthogonal Wavelet Expansions

W. Dahmen and C. A. Micchelli

Abstract. This paper is concerned with developing conditions on a given finite col-
lection of compactly supported algebraically linearly independent refinable functions
that insure the existence of biorthogonal systems of refinable functions with similar
properties. In particular, we address the close connection of this issue with stationary
subdivision schemes.

1. Introduction

During the past few years the construction of multivariate wavelets has received con-
siderable attention. It is quite apparent that multivariate wavelets with good localization
properties in frequency and spatial domains, which constitute an orthonormal basis of
L2(Rs), are hard to realize. On the other hand, it turns out that in many applications or-
thogonality is not really important whereas locality, in particular, compact support is very
desirable. In this regard, the concept ofbiorthogonalityseems to offer more flexibility in
practical realizations while still preserving many of the advantages of orthonormality. So
far, this concept has been carefully studied in the univariate case (see, e.g., [CDF]). In the
multivariate case concrete results have been obtained only for certain special bivariate
examples [CS], [CD], and since the start of this paper multivariate studies have appeared
in [LC] and [KV].

The point of view taken in this paper is, to avoid trying to relax assumptions on the
initial system used for the construction of a biorthogonal system. Instead, we will focus
on locality of the initial system, that is, we will insist on local support, finitely supported
masks, and linear independence. Then we try to construct a biorthogonal system with the
same properties. The above-mentioned results, even for the univariate case, do not seem
to answer this question. So far they still require assumptions on both systems. Although
one may never be able to answer this question in great generality, the objective of this
paper is at least to contribute to the understanding of this issue.

In Section 2 we describe the concept of multiresolution based on finitely many gen-
erating refinable functions. The main objective is then to formulate algebraic conditions
to be satisfied by the biorthogonal systems.
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The possibility of realizing such conditions will be seen to be closely related to
the concept of stationary subdivision. Section 3 is devoted to the discussion of several
convergence concepts of subdivision schemes which will be discussed and interrelated.
Our findings will also extend previous results from [CDM] and should be of independent
interest.

2. Finitely Generated Shift-Invariant Spaces

We will consider here sequences of nested closed subspaces ofL2(Rs) which are
generated by certain dilates and integer shifts of finitely many scalar-valued func-
tions h1, . . . , hN ∈ L2(Rs). By h = (h1, . . . , hN)

T we will denote the correspond-
ing vector-valued mapping fromRs into RN which is assumed to be inL N

2 (Rs) :=
L2(Rs) × · · · × L2(Rs), N times. Generally, we use boldface letters whenever we are
dealing with objects that are associated withN-tuples. Also, we useL N

p (Rs), `N
p (Zs), 1≤

p ≤ ∞, for L p(Rs)× · · · × L p(Rs), `p(Zs)× · · · × `p(Zs), N times, respectively. For
h = (h1, . . . , hN)

T ∈ L N
p (Rs) we set‖h‖p

L N
p (Rs)

:= ∑N
i=1 ‖hi ‖p

L p(Rs) and likewise the

norm of c = (c1, . . . , cN)
T ∈ `N

p (Zs) is defined by‖c‖p
`N

p (Zs)
:= ∑N

i=1 ‖ci ‖p
`p(Zs). Of

course, as usual forc = {cα}α∈Zs we use‖c‖p
`p(Zs) := ∑

α∈Zs |cα|p and f ∈ L p(Rs)

has the norm‖ f ‖L p(Rs) := (∫Rs | f (x)|p dx)1/p. Also, we use| · |p for the`p-norm on
Rs. Therefore, if we writec ∈ `N

p (Zs) asc = {cα}α∈Zs wherecα ∈ RN , then we also
have‖c‖p

`N
p (Zs)

:=∑α∈Zs |cα|pp and similarly‖f‖p
L N

p (Rs)
:= ∫Rs |f(x)|pp dx. Finally, we use

`N×N
1 (Rs) for all bi-infinite sequencesC = {Cα}α∈Zs where eachCα, α ∈ Zs, is anN×N

matrix and for some norm‖ · ‖ on such matrices we demand that
∑

α∈Zs ‖Cα‖ <∞.

2.1. Expanding Scaling Matrices

Dilates of such mappingsh: Rs→ RN can be formed with the aid ofexpandingscaling
s×smatricesM . HereM is called expanding if it has integer entries and all its eigenvalues
are greater than one. Perhaps the easiest example isM = 2I whereI denotes the identity
matrix.

As is well known the order ofZs/MZs equalsm := |detM |. The following example
shows that for anys and anym ≥ 2 one can find expanding matricesM such that the
order ofZs/MZs equalsm. In fact, supposeA is any unimodular integer matrix, i.e.,
| det A| = 1, then

M = A−1


0 1 0 · · · 0
0 0 1 · · · 0
...

. . .
...

0 0 0 · · · 1
m 0 0 · · · 0

 A(2.1)

has eigenvaluesrωj , j = 1, . . . , s, wherer s = m andωj are thesth order primitive
roots of unity. ThusM is expanding form≥ 2 and, moreover,Ms = mI.
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Given a functionf and a fixed expanding matrixM , we will be concerned with its
dilates

sck f = sck
M f := f (Mk·).

Although we will be mainly interested in mappingsh whose components all have compact
support, it is convenient to work with the spaceLN

p := Lp × · · · × Lp, N-times, where
for 1≤ p ≤ ∞

Lp := {g ∈ L p(Rs): u6|g| ∈ L p([0, 1]s)},
whereu = {uα}α∈Zs, uα := 1, α ∈ Zs, and we write, in general,

c6g :=
∑
α∈Zs

cαg(· − α), c = {cα}α∈Zs.

We extend this last bit of notation to vector-valued functionsg and sequencesc in
L N

p (Rs), `N
p (Zs), respectively, by setting

c6g :=
N∑

i=1

ci6gi ,

whereci , gi , i = 1, . . . , N, denote thei th component ofc, g in `p(Zs), L p(Rs), respec-
tively. In the same fashion we can even treat the case whenC = {Cα}α∈Zs andCα is a
matrix-valued element of̀N×N

1 (Zs), by letting

C6h :=
∑
α∈Zs

Cαh(· − α),

where we require that ∑
α∈Zs

‖Cα‖ <∞

for some norm‖ · ‖ on N× N matrices. Note thatc6g is a scalar, whileC6h is a vector
with N components.

We always use the lettere for a typical representer of an equivalence class inZs/MZs

andE for a set ofm distinct such representers forZs/MZs. That is,

Zs =
⋃
e∈E

(e+ MZs),

and, moreover, the sublatticese+MZs, e∈ E form a partition ofZs into disjoint subsets.
One possible choice ofE is given in [DM2] by the formula

E := Zs ∩ M [0, 1)s.

In this case, we will frequently use the notation

E∗ := E\{0}.
One easily concludes that forh ∈ LN

2 the spaces

S(h) := {c6h: c ∈ `N
2 (Z

s)}, Sk(h) := sck
M S(h) = {sck

M f: f ∈ S(h)},
are closed subspaces ofL2(Rs), providedh is stable, that is, there is a positive constant
d such that

‖c‖`N
2 (Zs) ≤ d‖c6h‖L N

2 (Rs).
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2.2. Refinement Relation

To insure that the spacesSk(h) are nested we require thath berefinableor, more appro-
priately,A-refinable by which we mean that there exists somemaskA = {Aα}α∈Zs ∈
`N×N

1 (Zs), i.e., eachAα is anN × N matrix forα ∈ Zs, such that∑
α∈Zs

‖Aα‖ <∞

and

h = sc(A6h).(2.2)

As a matter of notation we useAi, j , 1≤ i, j ≤ N, for the bi-infinite vector{(Aα)i, j }α∈Zs

where(Aα)i, j stands for the(i, j ) entry of theN × N matrixAα, α ∈ Zs.
Also for c ∈ `N

1 (Zs) thesymbolof c is given by

c(z) :=
∑
α∈Zs

cαzα,

wherezα = zα1
1 · · · zαs

s , z= (z1, . . . zs), α = (α1, . . . , αs). Similarly, forR ∈ `N×N
1 (Zs),

we use

R(z) =
∑
α∈Zs

Rαzα

for its corresponding symbol, and the splitting ofZs, induced byM , gives thesubsymbols

Re(z) :=
∑
α∈Zs

Re+Mαzα, e∈ Zs.

Introducing the Fourier transform off ∈ L1(Rs) by

f̂ (y) :=
∫
Rs

f (x)e−i x ·y dx,

one readily verifies that (2.2) is equivalent to

ĥ(y) = m−1A(e−i M−T y)ĥ(M−T y),(2.3)

where

m := | detM |.
Moreover, forc ∈ `N

1 (Zs), we can assemble the subsymbols

ce(z) =
∑
α∈Zs

ce+Mαzα

to recapture the symbol via the formula

c(z) =
∑
e∈E

zece(z
M),(2.4)

wherezM := (zM1
, . . . , zMs

)T andM j is the j th column vector of the matrixM .
Before starting our analysis of the general setting described so far, we pause to com-

ment briefly on some recent related developments. For anyN, examples ofunivariate
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refinable functions are encountered in connection with cardinal splines whereN corre-
sponds to the multiplicity of the integer knots [P2]. Multiresolution induced by several
generators is also studied in [H] and corresponding approximation properties are investi-
gated in [P1]. The construction of multiwavelets is discussed in [G] and [GL]. Recently,
certain refinable functions forN > 1 have been generated with the aid of techniques
from the theory of iterated function systems [DGH]. In particular, they may be suit-
able for tensor product finite-element applications [SS]. All these results are univariate.
For N = 1, the cube spline provides an important example of a refinable function for
M = 2I as a scaling matrix inany dimension[DM1]. Also, for N = 1 and arbitrary
scaling matricesM refinable functions were studied in [GM], which generalized the
univariate Haar bases. Specifically, they showed that there exists, for a given expanding
matrix M , a finite set0 ⊂ Zs, #0 = m, as well as bounded domainÄ ⊂ Rs such that

χÄ =
∑
α∈0s

χÄ(M · −α),

whereχÄ is the indicator function ofÄ. Extensions of this result to the caseN > 1
appear as special cases of observations made in [MX]. Convolutions of generalized
Haar refinable functions again yield refinable functions but with higher regularity [S].
More quantitative smoothness results (for the scalar case) were obtained in [DDL] taking
convolutions of indicator functions relative to different fundamental domains associated
with M . Finally, we mention, from a different point of view, that the tupleh as the
generator of a vector field was used in [U] to construct compactly supported divergence-
free wavelets.

2.3. Stability and Linear Independence

Recalling, as before, that‖c‖`p(Zs) := (
∑

α∈Zs |cα|p)1/p we can endoẁ N
p (Zs) with

the norm‖c‖`N
p (Zs) := (

∑N
j=1 ‖cj ‖p

`p(Zs))
1/p, wherec = (c1, . . . , cN), cj ∈ `p(Zs),

j = 1, . . . , N. Analogously, we define a norm forL N
p (Rs) which will again be denoted

by ‖ · ‖L N
p (Rs). One can show as in the scalar case (see [JM1]) that

‖c6h‖L N
p (Rs) ≤ ‖h‖LN

p
‖c‖`N

p (Zs),(2.5)

where‖g‖Lp := ‖u6|g|‖L p([0,1]s) and‖h‖LN
p

:= (∑N
j=1 ‖hj ‖p

Lp
)1/p. The functionh is

called`p-stable if

‖c‖`N
p (Zs) ≤ d ‖c6h‖L N

p (Rs)(2.6)

for some constantd independent ofc. It is well known [JM2] thath is `p-stable if and
only if the sequences{ĥj (y + 2πα)}α∈Zs, j = 1, . . . , N, are linearly independent for
everyy ∈ Rs. Thus`p-stability for somep, 1 ≤ p ≤ ∞, implies`q-stability for any
1≤ q ≤ ∞.

Whenh has compact supportc6h is defined for any vector-valued sequencec. The
integer shifts ofh are called (algebraically) linearly independent if the mapping

c 7→ c6h

is injective on the space ofall sequencescwhich is equivalent to the fact that the sequences
{ĥj (z+ 2πα)}α∈Zs, j = 1, . . . , N, are now linearly independent for allz ∈ Cs [JM2].
Hereĥ, of course, denotes the Fourier–Laplace transform ofh.
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2.4. Properties of the Mask

In the following1 stands for the vector inRs all of whose coordinates are one.

Proposition 2.1. Let A be in `N×N
1 (Zs) and leth ∈ LN

2 be a stable solution of the
refinement equation(2.2).Then there exists a uniquey ∈ CN\{0} of unit length satisfying

Ae(1)Ty = y, e∈ E := Zs/MZs.(2.7)

Proof. Let ρ denote the spectral radius of the matrixm−1A(1), and lety ∈ CN\{0} be
an eigenvector of(m−1A(1))T such that

(m−1A(1))Ty = λy(2.8)

with |λ| = ρ. We claim thatρ = 1 and that fory satisfying (2.8), the function

g := yTh :=
N∑

j=1

yj hj(2.9)

has the property that

ĝ(2πα) = 0, α ∈ Zs\{0}.(2.10)

We begin the proof of these assertions by proving thatρ ≥ 1 and that (2.10) holds. For
this purpose we follow the proof of Theorem 2.1 of [M1].

As a consequence of the refinement equation (2.3) we have for any positive integerk
that

ĥ(y) =
{

k∏
j=1

(m−1A(e−i (M−T ) j y))

}
ĥ((M−T )ky).(2.11)

To use this formula, we keep in mind that becauseM is expanding one has

lim
j→∞

(M−T ) j = 0.(2.12)

Now, suppose to the contrary thatρ < 1. Then for everyµ ∈ (ρ, 1) there is a norm‖ · ‖
onCN such that

‖m−1A(1)x‖ ≤ µ‖x‖, x ∈ CN,

(see [SB, p. 384]). SinceA ∈ `N×N
1 (Zs) andh ∈ LN

2 both the symbol ofA and the
Fourier transform ofh are continuous. Thus, by (2.12), for everyy ∈ Rs andε > 0 there
is a positive integerl such that forj ≥ l both

‖m−1A(e−i (M−T ) j y)x‖ ≤ (µ+ ε)‖x‖, x ∈ CN,

and

‖ĥ((M−T ) j y)‖ ≤ ε + ‖ĥ(0)‖.
Therefore, we infer from (2.11) withk replaced byk+ l that

‖ĥ(y)‖ ≤ κ(µ+ ε)k,
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where

κ :=
{

l∏
j=1

‖m−1A(e−i (M−T ) j y)‖
}
(ε + ‖ĥ(0)‖).

Hence,ĥ(y) = 0, y ∈ Rs, which is an obvious contradiction. Consequently, we have
established that

ρ ≥ 1.(2.13)

Next we lety ∈ CN\{0} be any vector satisfying (2.8) with|λ| = ρ. Returning to
(2.11) and evaluatinĝh at 2π(MT )kα whereα ∈ Zs, we conclude that

ĥ(2π(MT )kα) = (m−1A(1))kĥ(2πα).

Forα 6= 0, the Riemann–Lebesgue lemma implies that the left-hand side of this equation
tends to zero ask→∞. Since the inner product of the right-hand side of this equation
with y has an absolute value which tends to infinity unlessĝ(2πα) = yT ĥ(2πα) = 0
we have proved (2.10) as well. Now letζ be any smooth one-periodic function so that
its Fourier series converges absolutely. Thus∫

[0,1]s
(u6g)(x)ζ(x) dx =

∑
α∈Zs

ζ̂ (α)

∫
[0,1]s

(u6g)(x)ei 2πα·x dx(2.14)

=
∑
α∈Zs

ζ̂ (α)(u6g)̂ (−α).

Now h ∈ LN
2 impliesg ∈ L2 and∫

Rs

|g(x)| dx =
∫

[0,1]s

∑
α∈Zs

|g(x − α)| dx

≤
(∫

[0,1]s

(∑
α∈Zs

|g(x − α)|
)2

dx

)1/2

<∞,

which shows thatg ∈ L1(Rs). Employing the Lebesgue Dominated Convergence The-
orem, one easily confirms that(u6g)̂ (α) = ĝ(2πα). Hence we infer from (2.14) and
(2.10) that ∫

[0,1]s
(u6g)(x)ζ(x) dx = ĝ(0)ζ̂ (0),

which, in turn, proves that

ĝ(0) = u6g = u6yTh.

Thus, by the stability ofh, we conclude that̂g(0) 6= 0. This conclusion aboutg holds for
anyvectory satisfying (2.8). If there were two such vectors we could form a nontrivial
linear combination of them so as to choose ay satisfying (2.8) with the additional property
thatyT ĥ(0) = 0. Hence the corresponding functiong has the property that̂g(0) = 0.
This contradicts our observation above and so establishes thaty satisfying (2.8) is unique
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(up to normalization). To prove (2.7) we observe from the Poisson summation formula
that forx ∈ Rs

ĝ(0) = (u6g)(x) = (u6yTh)(x)(2.15)

=
∑
β∈Zs

yTh(x − β) =
∑
β∈Zs

∑
e∈E

yTh(x − Mβ − e).

Similarly, from the refinement equation (2.2) we have for allx ∈ Rs

ĝ(0) = (u6g)(x) = (u6yTsc(A6h))(x)

=
∑
β∈Zs

(
yT
∑
α∈Zs

Aαh(Mx − Mβ − α)
)

=
∑
β∈Zs

∑
e∈E

∑
α∈Zs

yTAe+Mαh(Mx − Mβ − e− Mα)

=
∑
β∈Zs

∑
e∈E

(AT
e (1)y)

Th(Mx − Mβ − e).

Replacingx by M−1x in this equation, comparing it to (2.15), and using the`∞-stability
of h, we conclude that

Ae(1)Ty = y, e∈ E := Zs/MZs.(2.16)

Since

y = (m−1A(1))Ty,(2.17)

in view of (2.8), we also observe that whenh is stable

ρ = 1,(2.18)

and the only eigenvalue ofm−1A(1) on the unit circle|λ| = 1 isρ = 1.

Let us look at some examples of the previous result. The first one is quite special and is
univariate. It comes from the simple but important idea of “filling” in a function iteratively
by astationary subdivision scheme. In the present context we consider the possibility of
Hermite interpolation of function and derivative data. Thus we begin with a vectorv =
(vj )j∈Z of data where eachvj = (v0

j , v
1
j )

T , j ∈ Z, is to represent the value of a function
and its derivative at the integersj ∈ Z. At the first step of the filling-in process we create
new values to be associated with our function atj/2, j ∈ Z, which we callv1 = (v1

j )j∈Z,
in the following way. To insure that our scheme is interpolatory we setv1

2 j := v0
j := vj ,

j ∈ Z. The remaining valuesv1
2 j+1 are obtained by Hermite interpolation. To this end,

we choose an integerN and consider the datav0
l , l = j − N + 1, . . . , j + N. These 4N

scalar data we interpolate by a polynomialP of degree 4N − 1 which is determined by

P( j + r ) = v0
r+ j , r = −N + 1, . . . , N,

P′( j + r ) = v1
r+ j , r = −N + 1, . . . , N.

(2.19)

Then we evaluateP and its derivative at the points( j + 1)/2 and set these values equal
to v1

2 j+1. That is, we set

v1
2 j+1 :=

(
P

(
j + 1

2

)
, P′

(
j + 1

2

))T

.
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This scheme can be expressed in other terms. For this purpose, we let`0
r (x), `

1
r (x),

r = −N + 1, . . . , N, be the fundamental Hermite polynomials associated with the
interpolation scheme (2.19) whenj = 0. In other words, forj, r = −N+1, . . . , N, we
demand that

`0
r ( j ) = δr, j , (`0

r )
′( j ) = 0,

`1
r ( j ) = 0, (`1

r )
′( j ) = δr, j .

Thus we have

P(x) =
N∑

r=−N+1

(v0
r+ j `

0
r (x − j )+ v1

r+ j `
1
r (x − j )), x ∈ R,

and so

v1
2 j+1 =

N∑
r=−N+1

(
`0

r (
1
2) `1

r (
1
2)

(`0
r )
′( 1

2) (`1
r )
′( 1

2)

)
v0

r+ j .

We introduce the maskA = {Ar }r∈Zs of 2 × 2 matrices by setting forr satisfying
−N + 1≤ r ≤ N

AT
2r := Iδ0,r ,

AT
1−2r :=

(
`0

r (
1
2) `1

r (
1
2)

(`0
r )
′( 1

2) (`1
r )
′( 1

2)

)
,

and otherwise we setAT
r = 0. Therefore, the iteration takes the form

v1
l =

∑
j∈Z

AT
l−2 j v

T
j .

Note that in this case we can takeE = {0, 1} as representers ofZ/2Z. Thus, we see that

AT
0 (1) = I ,

while

AT
1 (1) =

( ∑N
r=−N+1 `

0
r (

1
2)

∑N
r=−N+1 `

1
r (

1
2)∑N

r=−N+1(`
0
r )
′( 1

2)
∑N

r=−N+1(`
1
r )
′( 1

2)

)
.

Since

1=
N∑

r=−N+1

`0
r (x),

we infer thaty = (1, 0)T is the common eigenvector of the matricesAT
e (1), e ∈ {0, 1}.

In the special case whenN = 1 we have

AT
0 =

(
1 0
0 1

)
, AT

1 =
(

1
2

1
8

− 3
2 − 1

4

)
, AT

−1 =
(

1
2 − 1

8
3
2 − 1

4

)
.

Therefore

AT (z) = z−1

(
1
2 + z+ 1

2z2 − 1
8 + 1

8z2

3
2 − 3

2z2 − 1
4 + z− 1

4z2

)
,(2.20)
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and so

AT
1 (1) =

(
1 0
0 − 1

2

)
.

Material which relates to this case appears in [M].
Our next example is more general in spirit. We leth be a refinable vector and letg be

a refinable scalar onRs. That is,

h = sc(A6h), A = (Aα)α∈Zs,

and

g = sc(b6g), b = (bα)α∈Zs.

Define

G := h ∗ g,

that is,G = (G1, . . . ,GN)
T whereGi = hi ∗ g andh = (h1, . . . , hN)

T . Hence

ĥ(y) = m−1A(e−i M−T y)ĥ(M−T y)(2.21)

and

ĝ(y) = m−1b(e−i M−T y)ĝ(M−T y),(2.22)

so that

Ĝ(y) = m−1c(e−i M−T y)Ĝ(M−T y),

wherec = (cα)α∈Zs and cα := m−1∑
β∈Zs Aβbα−β . That is,G is refinable. In fact,

G = sc(c6G).
The next example extends the important notion of cube spline and is based on some

material in [CDM]. To this end, suppose thatÄ ⊂ Rs is a bounded measurable set of
measure 1 satisfying

MÄ =
m⋃

e∈EÄ

(e+Ä)(2.23)

for some setEÄ of representers ofZs/MZs. As pointed out in [GM], for a givenM , one
can always construct a setÄ satisfying the self-similarity relation (2.23) by means of an
iteration. The integer translates ofÄ form a tiling ofRs if and only ifÄ has measure one,
as we will assume now. Therefore the setsÄ+ α, α ∈ Zs are disjoint and their union is
all of Rs. Let h be a nontrivial continuous refinable manifold onÄ. That is, there exist
N × N matricesBe, e∈ EÄ, such that

h(M−1(x + e)) = BT
e h(x), x ∈ Ä,(2.24)

(see [CDM]). Ford ≤ s and a givend × s matrix X with integer entries define the
vector-valued distributionF(·|X) by

F(·|X) f :=
∫
Ä

f (Xt)h(t) dt.(2.25)

We observe that if there exists another expandingd × d integer matrixM̃ such that

X M−1 = M̃−1X,(2.26)
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thenF is refinable relative toM̃ . To prove this observation, we note that

F̂(y) =
∫
Rd

F(x|X)e−iy·x dx(2.27)

=
∫
Ä

e−iy·Xth(t) dt = ĥ(XT y), y ∈ Rd,

where it is to be understood thath has been extended to be zero outsideÄ. Denoting this
extension also byh we observe that (2.24) is equivalent to the refinement equation

h(x) =
∑
e∈EÄ

BT
e h(Mx − e), x ∈ Rs.(2.28)

In fact, the reasoning is quite straightforward. By (2.23),x 6∈ Ä implies thatMx−e 6∈ Ä
for all e∈ EÄ so that (2.28) is trivially satisfied forx 6∈ Ä. On the other hand, again by
(2.23),x ∈ Ä if and only if x ∈ M−1(Ä + e′) for some uniquee′ ∈ EÄ, which means
thatMx− e′ ∈ Ä holds for that particulare′ ∈ EÄ. Noting that (2.28) therefore reduces
to

h(x) = BT
e′h(Mx − e′),

which, in turn, is equivalent to (2.24) confirming (2.28). Now, from (2.28) we have

ĥ(t) = m−1
∑
e∈EÄ

BT
e e−i M−T t ·eĥ(M−T t), t ∈ Rs.

Set

B(t) := m̃

m

∑
e∈EÄ

BT
e e−i t ·e,

wherem̃= |detM̃ |. Then

ĥ(t) = m̃−1B(M−T t)ĥ(M−T t).

But according to (2.27) and (2.26) we have

F̂(y|X) = m̃−1B(M−T XT y)ĥ(M−T XT y)

= m̃−1B(XT M̃−T y)ĥ(X−T M̃−T y)

= m̃−1B(XT M̃−T y)F̂(M̃−T y|X),
which confirms the asserted refinability ofF(·|X).

As a simple example takeN = 1, M = 2I , whereI denotes the identity onRs, and
h = χ[0,1]s. ThenBT

e = I ,

B(t) = 2d−s
∑

e∈{0,1}s
e−i t ·e = 2d−s(1+ e−i t1) · · · (1+ e−i ts).

ThusF(·|X) is in this case the cube spline [CDM].

Aside from the fact that theN × N matrix subsymbolsAe(z), e ∈ E, evaluated
at 1 share the same left eigenvector for the common eigenvalue 1, stability and linear
independence imply further noteworthy properties ofA which can be expressed in terms
of Ae(z). First, the arguments given in [M1] for the case ofM = 2I carry over to
the general case of expanding scaling matricesM without any change to establish the
following results.
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Proposition 2.2. Supposeh ∈ LN
2 is A-refinable and stable. Then the N×mN block

matrix A0(z) which consists of m, N × N blocks formed from the m, N × N matrices
Ae(z), e∈ E, has full rank N for all z∈ Ts := {z ∈ Cs: |zi | = 1, i = 1, . . . , s}.

Proposition 2.3. Supposeh ∈ L N
2 (Rs) has compact support, is A-refinable, and has

linearly independent integer translates. ThenA0(z) has full rank for all z∈ (C\{0})s.

Likewise, the arguments in [M1] show that, whenh ∈ LN
2 has compact support, is

stable, andA-refinable, then the entries ofAα decay exponentially as|α| tends to infinity.
More can be said when the translates ofh are linearly independent. To explain this, let,
for v ∈ L N×l

p (Rs), w ∈ L N×l
q (Rs), 1/p+ 1/q = 1,

〈v,w〉 :=
∫
Rs

v(x)w(x)∗ dx,

where we write for anyN × n matrixC

C∗ := C
T
.

Any functiong ∈ LN
2 which satisfies

〈g, h(· − α)〉 = δ0,αI ,

is calleddual to h. The following observations extend corresponding known facts for
the caseN = 1 (see, e.g., [CDP]):

Proposition 2.4. Supposeg andh are dual. Then the following holds:

(i) if h has compact support, then its integer translates are lineraly independent;
(ii) if both g and h have compact support andh is A-refinable, thenA has finite

support; and
(iii) if h ∈ LN

2 has compact support, linearly independent integer translates, and is
A-refinable with finitely supported maskA, then there exists a finitely supported
maskD such that the vector field

g := sc(D6h)(2.29)

is dual toh.

Proof. (i) and (ii) are obvious. As for (iii), let

Hβ := 〈h, h(· + β)〉, Bβ :=
∑
µ∈Zs

(AµHµ−β)∗.

Suppose that for somez ∈ (C\{0})s and somey ∈ CN one hasBe(z)y = 0, for all
e∈ E. Since, by (2.2)

〈h(M · −e),
∑
α∈Zs

z−αh(· − α)〉 = m−1
∑
α∈Zs

z−α
∑
µ∈Zs

He−µA∗µ−Mα

= m−1
∑
α∈Zs

z−αBe−Mα

= m−1Be(z),
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one would get

〈h(M · −β),
∑
α∈Zs

z−αh(· − α)〉 = 0, β ∈ Zs,

contradicting linear independence. Thus we have proved:

Remark 2.1. The (N × mN)-matrix B0(z) whose first (block) row consists of the
blocksBe(z), e∈ E, has full rank for allz ∈ (C\{0})s.

By the compact support ofh and since, by assumption,A is finitely supported, all
entries ofB0(z) are Laurent polynomials. Hence the Hilbert Nullstellensatz yields the
following result, see [M2].

Remark 2.2. There exists a finitely supported maskD which is dual toB, i.e., the
(N ×mN)-matrixD0(z) which consist of the row of blocksDe(z), e∈ E, satisfies

D0(z)B0(z−1)T = mI .

We will prove this result for the convenience of the reader. But first we show how it
yields (iii) of Proposition 2.4.

To this end, supposeg has the form (2.29). By the refinement equation (2.2) forh, one
obtains

〈g, h(· − α)〉 =
∑
β,µ∈Zs

〈Dβh(M · −β),Aµ−Mαh(M · −µ)〉(2.30)

= m−1
∑
β,µ∈Zs

DβHβ−µA∗µ−Mα = m−1
∑
β∈Zs

DβBβ−Mα.

Thus

〈g, h(· − α)〉 = δ0,αI

if and only if

mI =
∑
e∈E

De(z
−M)Be(z

M).

By Remark 2.2 this latter equation has a solutionD. This completes the proof of (iii).

The claim made in Remark 2.2 follows from the following result (see [M2, Theo-
rem 2.3]).

Proposition 2.5. Let A(z), z ∈ (C\{0})s, be a(k × `) matrix of Laurent polynomials
such that k≤ ` and

rankA(z) = k, ∀z ∈ (C\{0})s .
Then there exists aǹ× k matrixC(z) of Laurent polynomials such that

A(z)C(z) = I , z ∈ (C\{0})s.
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In the above equationI stands for the(k × k) identity matrix. Before we prove
this proposition, as a means to illustrate the result, we note some special cases. The
first case to consider isk = 1. In this case, Proposition 2.5 asserts that whenever
a1(z), . . . ,a`(z) are Laurent polynomials with no common zeros there are Laurent poly-
nomialsc1(z), . . . , c`(z) such that

a1(z)c1(z)+ · · · + c`(z)a`(z) = 1, z ∈ (C\{0})s.
This is essentially Hilbert’s Nullstellensatz, see [W]. As the Nullstellensatz is usually
stated for polynomials we show how to reduce the current situation to that case. For this
purpose, we write the Laurent polynomialaj (z) in the form

aj (z) =
∑
α∈Zs

a j
α

∏
αi>0

zαi
i ·

∏
αi<0

zαi
i , z= (z1, . . . , zs),

for some constantsa j
α and define polynomials onC2s by

bj (z, ζ ) =
∑
α∈Zs

a j
α

∏
αi>0

zαi
i

∏
αi<0

ζ
−αi
i , j = 1, . . . , `,

so that

aj (z) = bj (z, z
−1), z ∈ (C\{0})s.

Also, set

uj (z, ζ ) = 1− zj ζj , j = 1, . . . , `,

and note that if(z, ζ ) is a common zero ofu1, . . . ,u`, b1, . . . ,b`, thenz ∈ (C\{0})s andz
is a common zero ofa1, . . . ,a` andu1, . . . ,u`, b1, . . . ,b` have no common zeros onC2s.
Hence by the Nullenstellensatz there are polynomialsd1(z, ζ ), . . . ,d`(z, ζ ), c1(z, ζ ),
. . . , c`(z, ζ ) such that for allz, ζ ∈ Cs

1=
∑̀
i=1

(1− zi ζi )di (z, ζ )+
∑̀
i=1

ci (z, ζ )bi (z, ζ ).

Now, for anyz ∈ (C\{0})s, chooseζ = z−1 above and obtain

1=
∑̀
i=1

ci (z, z
−1)ai (z)

which proves Proposition 2.5 in this case.
The next case which is elementary isk = `. For this choice ofk it is easy to see that

our hypothesis implies that

detA(z) = ρzα, z ∈ (C\{0})s

for someρ ∈ C\{0} andα ∈ Zs and so Cramer’s rule proves the result.
There remains the principal case when 1< k < `. In this case, we consider for every

1≤ j1 < · · · < jk ≤ ` the Laurent polynomial

A(z)
(

1, . . . , k
j1, . . . , jk

)
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which is the minor ofA(z) corresponding to columnsj1, . . . , jk. According to our
hypothesis these Laurent polynomials have no common zeros. Hence by the Nullenstel-
lensatz there are Laurent polynomialsqj1,..., jk(z) such that∑

1≤ j1<···< jk≤`
qj1,..., jk(z)A(z)

(
1, . . . , k
j1, . . . , jk

)
= 1, z ∈ (C\{0})s.

To make use of this result, we recall that for any(r ×r )matrix B, the matrix adjB stands
for the matrixB−1 detB. Hence the elements of adjB are by Cramer’s rule polynomials
in the elements ofB. Next, for every 1≤ j1 < · · · < jk ≤ ` we introduce thè × k
matrixDj1,..., jk defined as

(Dj1,..., jk)µν = δµjν , µ = 1, . . . , `, ν = 1, . . . , k,

and define thè × k matrix of Laurent polynomials

C(z) =
∑

1≤ j1<···< jk≤`
qj1,... jk(z)Dj1,..., jk(z) adj(A(z)Dj1,..., jk(z)).

Then for everyz ∈ (C\{0})s

A(z)C(z) =
( ∑

1≤ j1<···< jk≤`
qj1,..., jk(z)A(z)

(
1, . . . , k
j1, . . . , jk

))
I = I .(2.31)

2.5. Multiresolution

With the prerequisites from Section 2.4 at hand, one may employ the arguments from
[M1] to establish the following fact.

Theorem 2.1. Anyh ∈ LN
2 which is stable and refinable admits multiresolution, i.e.,

(i)

Sk(h) ⊂ Sk+1(h), k ∈ Z.
(ii) ⋃

k∈Z
Sk(h) = L2(Rs),

⋂
k∈Z

Sk(h) = {0}.

This result could certainly be established under weaker assumptions. But, as mentioned
before, we are mainly interested in compactly supported generatorsh.

2.6. Discrete Biorthogonality Relations

Our main goal is to construct for a multiresolution of the above type a Riesz basis
consisting of biorthogonal wavelets of compact support.

We begin by collecting a few auxiliary facts. Recall from [DM2] that forα ∈ Zs

ζα := e2π i M−Tα, ζ̂α := e2π i M−1α ,(2.32)

solve the systems

zM = 1, zMT = 1,(2.33)

respectively. LetE, Ê denote any set of representers ofZs/MTZs,Zs/MZs, respectively.
The following relations have been shown in [CL].



308 W. Dahmen and C. A. Micchelli

Lemma 2.1. One has ∑
e∈E

ζ e
e′ = mδe′,0, e′ ∈ Ê,

and, consequently, ∑
e∈Ê

ζ e′
e ζ
−e′′
e = mδe′,e′′ , e′, e′′ ∈ E.

This leads to the following inversion of the splitting formula (2.4). Here and in the
sequel we will always tacitly assume that Laurent series under consideration are well
defined. For instance, whenc belongs tò 1(Zs) the variablez can be restricted to the
torusTs while for finitely supportedc the expressions make sense for allz ∈ (C\{0})s.

Lemma 2.2. Definingζz := (ζ1z1, . . . , ζszs)
T , one has for any c∈ `1(Zs)

z−ece(z
M) = m−1

∑
e′∈Ê

ζ−e
e′ c(ζe′z), e∈ E.(2.34)

Proof. Substituting (2.4) into the right-hand side of (2.34), yields, in view of (2.33),

m−1
∑
e′∈Ê

ζ−e
e′

(∑
e′′∈E

ζ e′′
e′ ze′′ce′′(z

M)

)
= m−1

∑
e′′∈E

ze′′
(∑

e′∈Ê

ζ−e
e′ ζ

e′′
e′

)
ce′′(z

M).

The assertion now follows from Lemma 2.1.

We will make frequent use of the following relations.

Lemma 2.3. The following relations are equivalent. Let a, b, c ∈ `1(Zs):

(i)

cα =
∑
β∈Zs

aβ+Mαbβ, α ∈ Zs.

(ii)

c(z) =
∑
e∈E

ae(z)be(z
−1), z ∈ Ts.

(iii)

c(zM) = m−1
∑
e∈Ê

a(ζez)b(ζ−ez
−1), z ∈ Ts.

Proof. Multiplying both sides of (i) byzMα and summing overα ∈ Zs, gives

c(zM) =
∑
α∈Zs

∑
e∈E

∑
β∈Zs

ae+M(β+α)zM(α+β)be+Mβz−Mβ,
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which proves the equivalence of (i) and (ii). Now Lemma 2.2 provides∑
e∈E

ae(z
M)be(z

−M) = m−2
∑
e∈E

(∑
e′∈Ê

zeζ−e
e′ a(ζe′z)

)(∑
e′′∈Ê

z−eζ−e
−e′′b(ζ−e′′z

−1)

)

= m−2
∑

e′,e′′∈Ê

(∑
e∈E

ζ−e
e′ ζ

−e
−e′′

)
a(ζe′z)b(ζ−e′′z

−1).

By Lemma 2.1, this completes the proof.

In the following, leth0, g0 ∈ LN
2 beA0,B0-refinable functions, respectively. Suppose

additional functionshe, ge, e∈ E, and matricesAe,Be are given such that

he = sc(Ae6h0), e∈ E,(2.35)

ge = sc(Be6g0), e∈ E .(2.36)

Proposition 2.6. Suppose the functionshe, ge, e ∈ E, defined in(2.35), (2.36),form
a biorthogonal system,i.e.,

〈he, ge′(· − α)〉 = δe,e′δ0,αI , e, e′ ∈ E, α ∈ Zs.(2.37)

Then one has the following discrete biorthogonality relations.∑
e∈E

Ae′
e (z)(B

e′′
e )
∗(z−1) = mδe′,e′′ I , e′, e′′ ∈ E,(2.38)

or, equivalently,∑
e∈Ê

Ae′(ζez)(Be′′)∗(ζ−ez
−1) = m2δe′,e′′ I , e′, e′′ ∈ E.(2.39)

Proof. As in (2.30) one obtains

δe′,e′′δ0,αI = 〈he′ , ge′′(· − α)〉 = m−1
∑
β,µ∈Zs

Ae′
β δ0,µ−β I(Be′′

µ−Mα)
∗.(2.40)

The assertion follows now from Lemma 2.3.

Defining the(mN×mN)-matrices

A(z) := (Ae
e′(z))e,e′∈E, B(z) := (Be

e′(z
−1))e,e′∈E,(2.41)

condition (2.38) is equivalent to

A(z)B∗(z) = mI .(2.42)

Proposition 2.4 suggests considering compactly supported functionsh ∈ L N
2 (Rs)with

linearly independent integer translates. Such functions will be calledadmissible.

Proposition 2.7. Let h0 be admissible andA0-refinable with finitely supported mask
A0. Then there exist additional finitely supported masksAe, e ∈ E∗ := E\{0}, and
Be, e∈ E, such that the discrete biorthogonality conditions(2.38)or (2.39)hold.
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Proof. By Proposition 2.3 the matrixA0(z) has full rank for allz ∈ (C\{0})s. Hence,
by the Quillen–Suslin theorem it can be extended to a(mN×mN) matrix A(z) whose
entries are Laurent polynomials and whose determinant equals one for allz ∈ (C\{0})s.
Setting

B(z)∗ := mA(z)−1,(2.43)

and defining the masksBe, e∈ E, by (2.41), completes the proof.

The collection of masksAe,Be , e ∈ E, satisfying (2.38), will be called adiscrete
biorthogonal system(DBS). In particular,A0 andB0 are also said to bedual to each
other. Some properties ofA0 carry over toB0 when theAe,Be form a DBS.

Proposition 2.8. Leth be an admissibleA0-refinable function. Suppose theAe,Be, e∈
E, form a DBS and lety denote again the common left eigenvector of theA0

e(1), e∈ E,
with eigenvalue1 (2.16).Then

A0(ζe)
Ty = mδ0,ey, e∈ Ê,(2.44)

and

Be(1)y = mδ0,ey, e∈ E.(2.45)

Proof. By (2.4), one has

yTA0(ζe) =
∑
e′∈E

ζ e′
e yTA0

e′(1) =
(∑

e′∈E

ζ e′
e

)
yT = mδ0,eyT , e∈ Ê,

where we have used (2.16) and Lemma 2.1. This proves (2.44). Now (2.39) and (2.44)
give

m2 δ0,eyT =
∑
e′∈Ê

yTA0(ζe′)(Be)∗(ζ−e′)

= myT (Be)∗(1),

which completes the proof.

It is worthwhile recording the scalar case,N = 1, of the above result.

Corollary 2.1. Let h be a a0-refinable admissible function in L2(Rs). Suppose that the
ae, be, e∈ E, form a DBS. Then the following relations hold:

(i)

a0
e(1) = 1, e∈ E,

so that, in particular,

a0(1) = m.

(ii)

a0(ζe) = mδ0,e, e∈ Ê.
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(iii)

be(1) = mδ0,e, e∈ E.

Thus, given anya0-refinable admissibleh0, we can always find a DBS of masks
ae, e∈ E∗, be, e∈ E, satisfying certain necessary conditions to permit the existence of
an associated biorthogonal system of refinable functions. The question arises whether
for a givenh0,a0 one can always find a dualg0, b0 such thatg0 is also admissible. The
following characterization of duality, which is well known in the scalar caseN = 1, will
be helpful.

Lemma 2.4. h, g ∈ LN
2 are dual if and only if

[ĥ, ĝ] :=
∑
α∈Zs

ĥ(· + 2πα)ĝ(· + 2πα)∗ = I .(2.46)

Proof. As in [JM1] we can show that the left-hand side of (2.46) is well defined.
Moreover, as in the scalar case, one has

〈h, g(· + α)〉 = (2π)−s
∫
Rs

ĥ(ω)ĝ(ω)∗eiω·α dω(2.47)

= (2π)−s
∫

[−π,π ]s

[ĥ, ĝ](ω)eiω·α dω.

Hence

[ĥ, ĝ](ω) =
∑
α∈Zs

〈h, g(· + α)〉e−iα·ω,(2.48)

whence the assertion follows.

Now define for any finitely supported maskA and anyg ∈ L N
2 (Rs) the operator

TAg :=
∑
α∈Zs

Aαg(M · −α).(2.49)

Note that

(TAg)∧(ω) = m−1A(e−i M−Tω)ĝ(M−Tω).(2.50)

Moreover, sinceM is expanding there exists someρ ∈ (0, 1) and some norm‖ · ‖ onRs

such that

‖M−1x‖ ≤ ρ‖x‖, x ∈ Rs.(2.51)

Let

Br := {x ∈ Rs : ‖x‖ ≤ r }.

Lemma 2.5. Supposesupp(A) ⊆ Br andsupp(g) ⊆ BR where

R := ρr ′

1− ρ(2.52)

for some r′ ≥ r . Then

supp(Tk
A g) ⊆ BR, k ∈ N.(2.53)
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Proof. Clearly, Mx − α ∈ BR for α ∈ Br implies x ∈ M−1(BR + Br ) ⊆ M−1BR+r

so that, by (2.51),

‖x‖ ≤ ρ(R+ r ) = ρ
(
ρr ′

1− ρ +
(1− ρ)r

1− ρ
)
≤ R,

i.e.,x ∈ BR. Thus, when supp(g) ⊆ BR one has supp(TAg) ⊆ BR, which completes the
proof.

Now supposeh is an admissibleA-refinable function and letB be a finitely supported
mask which is dual toA. Moreover, letg ∈ L N

2 (Rs) be some compactly supported
function which is dual toh. Recall that the existence of such ag is asserted by Proposition
2.4(iii).

Lemma 2.6. For h,A,B, g as above one has

[ĥ, ˆTn
B g] = I ,(2.54)

i.e., h and Tn
B g are dual for all n ∈ N. Moreover, there exists some bounded domain

Ä ⊂ Rs such that

supp(Tn
B g) ⊆ Ä, n ∈ N.(2.55)

Proof. By assumption and Lemma 2.4 one has [ĥ, ĝ(0)] = I , where we set

g(n) := Tn
B g.

Thus by (2.47), (2.51), and (2.3), one has

〈h, g(n+1)(· + β)〉 = (2π)−s
∫

[−π,π ]s

eiβ·ω[ĥ, ĝ(n+1)](ω) dω

= m−2(2π)−s
∫

[−π,π ]s

eiβ·ω

×
∑
α∈Zs

A(e−i M−T (ω+2πα))ĥ(M−T (ω + 2πα))

× ĝ(n)(M−T (ω + 2πα))∗B(e−i M−T (ω+2πα))∗ dω

= m−2(2π)−s
∫

[−π,π ]s

eiβ·ω

×
∑
e∈Ê

A(ei (M−Tω)ζe)[ĥ, ĝ(n)](M−T (ω + 2πe)B(ei (M−Tω)ζe)
∗dω.

Since forz= e−i M−Tω one hasB(ζez)∗ = B∗(ζ−ez−1) relation (2.39) in Proposition 2.6
gives, by induction,

〈h, g(n+1)(· + β)〉 = (2π)−s
∫

[−π,π ]s

Ieiβ·ω dω = δ0,β I ,

which proves (2.54). The rest follows from Lemma 2.5.
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As mentioned above, our ultimate goal is to find a converse to Proposition 2.6, i.e.,
given an admissibleA0-refinable functionh0, when does the associated DBSAe,Be, e∈
E, give rise to aB0-refinable admissible functiong0 which is dual toh0. A first step
would be to ask the following question: Suppose there exists some compactly supported
g0 which isB0-refinable: Isg0 dual toh0?

Let us briefly discuss this question for the scalar caseN = 1 first, in order to bring out
the relevant issues which need to be addressed. To this end, note first that, by Corollary 2.1,
b(1) = m so that Proposition 2.3 in [DM3] ensures that the products

Gk(u) :=
k∏

j=1

m−1b(e−i (M−T ) j u)(2.56)

converge uniformly on compact sets to some entire function which we denote byG(u).
On the other hand, sinceg0 has compact support it also belongs toL1(Rs) so thatĝ0

is continuous and̂g0(0) = 1. ThereforeG = ĝ0. Now pick any compactly supported
functiong ∈ L2(Rs) which is dual toh. By Proposition 2.4(iii) such a function exists.
Since by dualityĥ(0)ĝ(0) = 1 we conclude that alsôg(0) = 1. Thus, by (2.50),
ĝ(n) := (Tn

b g)∧ converge uniformly on compact sets toĝ0. By Lemma 2.6, there exists
for everyε > 0 and anyn ∈ N somel ∈ N such that∣∣∣∣∣1− ∑

α∈Bl∩Zs

ĥ(u+ 2πα)ĝ(n)(u+ 2πα)

∣∣∣∣∣ < ε for all u ∈ [0, 2π ]s.

Henceg0 would be seen to be dual toh if we could ensure that∑
α∈Bl∩Zs

ĥ(u+ 2πα)ĝ(n)(u+ 2πα)

get uniformly close to
∑

α∈Bl∩Zs ĥ(u+2πα)ĝ0(u+ 2πα) and hence to [̂h, ĝ0]. Evidently
this requires more information about the convergence of the productsGk in (2.56). This,
in turn, is closely related to convergence of certainstationary subdivision schemeswhich
we will study in the following section.

3. Stationary Subdivision

As pointed out at the end of the last section the convergence of certain sequences played
a crucial role for proving the existence of dual refinable functions. These convergence
issues are closely related to the notion ofstationary subdivision schemes. An extensive
treatment of such schemes is given in [CDM], however, for the special scaling matrix
M = 2I and mainly for the scalar caseN = 1. In this section we will present some results
on stationary subdivision adapted to the present more general setting. Since we find this
subject of interest in its own right we will allow the discussion to go at times beyond the
particular needs of the present context. As before,M will be some fixed expanding scaling
matrix. In analogy to scaling by powers of two one expects the refinement equation (2.2)
to be closely related to the subdivision operatorS= SA,M : `N

p (Zs)→ `N
p (Zs) defined

by

(SA,Mc)α :=
∑
β∈Zs

AT
α−Mβcβ.(3.1)
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Again, we will be mainly interested in finitely supported matrix-valued masksA but,
unless otherwise stated, it will be assumed that the bi-infinite matrix(Aα−Mβ)α,β∈Zs maps
`N

p (Zs) into itself for p under consideration.
In this regard, we note the following proposition.

Proposition 3.1. Let A = {Aα}α∈Zs ∈ `N×N
1 (Zs), then SA,M : `N

p (Zs)→ `N
p (Zs) is a

bounded linear operator.

Proof. The proof is based on Young’s inequality (see [F, Theorem 6.18]) which states
that for anyd ∈ `1(Zs), c ∈ `p(Zs), then the convolutiond ∗ c, defined to have compo-
nents

(d ∗ c)α :=
∑
β∈Zs

dβcα−β, α ∈ Zs,

is in `p(Zs) and, moreover,

‖d ∗ c‖`p(Zs) ≤ ‖d‖`1(Zs)‖c‖`p(Zs).

To bound the norm ofSA,M acting oǹ N
p (Zs) we must extend Young’s inequality to a

vector setting. To this end, letA = {Aα}α∈Zs ∈ `N×N
1 (Zs) and defineA ∗ c, c ∈ `N

p (Zs),

as the vector((A ∗ c)1, . . . , (A ∗ c)N), where(A ∗ c)i :=∑N
j=1 Ai, j ∗ cj . Then

‖A ∗ c‖p
`N

p (Zs)
:=

N∑
i=1

‖(A ∗ c)i ‖p
`p(Zs),

and by Minkowski’s inequality, Young’s inequality, and H¨older’s inequality

‖(A ∗ c)i ‖`p(Zs) ≤
N∑

j=1

‖Ai, j ∗ cj ‖`p(Zs)

≤
N∑

j=1

‖Ai, j ‖`1(Zs)‖cj ‖`p(Zs)

≤
(

N∑
j=1

‖Ai, j ‖q`1(Zs)

)1/q ( N∑
j=1

‖cj ‖p
`p(Zs)

)1/p

,

where 1/p+ 1/q = 1. Therefore, we get

‖A ∗ c‖`N
p (Zs) ≤

(
N∑

i=1

(
N∑

j=1

‖Ai, j ‖q`1(Zs)

)p−1)1/p

‖c‖`N
p (Zs).

We call the sum in the upper inequalityκp,1(A)which is finite wheneverA ∈ `N×N
1 (Zs).

Going back to the subdivision operator, we introduce for eache∈ E := Zs/MZs the
submask

Ae,M := {Ae+Mα}α∈Zs,
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and observe thatSA,Mc acts on the sublatticee+ MZs as the convolutionAT
e,M ∗ c. In

fact, forα ∈ Zs one has

(SA,Mc)e+Mα =
∑
β∈Zs

AT
e+Mα−Mβcβ = (AT

e,M ∗ c)α.

Moreover, we have

‖SA,Mc‖p
`N

p (Zs)
=
∑
e∈E

‖AT
e,M ∗ c‖p

`N
p (Zs)

,

and so

‖SA,Mc‖p
`N

p (Zs)
≤
(∑

e∈E

κp,1(AT
e,M)

p

)
‖c‖p

`N
p (Zs)

.

Sinceκp,1(AT
e,M) ≤ κp,1(AT ) <∞, e∈ E, we see thatSA,M is indeed a bounded linear

operator oǹ N
p (Zs).

Next, we wish to connect this form of stationary subdivision to a class of scalar
subdivision schemes that was recently studied in [BM]. Under an additional restriction
on the dilation matrixM we will show that the schemeSA,M in (3.1) above is isometrically
isomorphic to ahomogeneous essentially stationary subdivision schemein the sense of
[BM]. To explain this, we choose anys× s integer matrixR such that|detR| = N and
choose representersµ1, . . . , µN of the cosetsZs/RZs. Therefore, everyα ∈ Zs has a
unique representation as

α = µi + Rγ, 1≤ i ≤ N, γ ∈ Zs.

This fact allows us to introduce an isometry from̀Np (Zs) onto `p(Zs). The isometry
Q: `N

p (Zs)→ `p(Zs) which we have in mind is defined as

Q(c)µi+Rγ := (ci )γ , 1≤ i ≤ N, γ ∈ Zs,

where

c= (c1, . . . , cN)
T , ci ∈ `p(Zs), 1≤ i ≤ N.

The inverse ofQ is given by

Q−1(c) = (d1, . . . ,dN)
T , c = {cα}α∈Zs,

where

(di )γ := cµi+Rγ , γ ∈ Zs.

Since the norm oǹN
p (Zs) is given by

‖c‖`N
p (Zs) :=

(
N∑

j=1

‖cj ‖p
`p(Zs)

)1/p

,

it is clear thatQ is an isometry since

‖Q(c)‖p
`p(Zs) =

N∑
i=1

∑
γ∈Zs

|(ci )γ |p

=
N∑

i=1

‖ci ‖p
`p(Zs) = ‖c‖p

`N
p (Zs)

.
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Using this isometry we consider the subdivision scheme

S := QSA,M Q−1(3.2)

on`p(Zs). We wish to point out that whenV := RM R−1 is a matrix withinteger entries
(whenM is an integer multiple of the identity matrix this would be the case) thenS is
a homogeneous essentially stationary subdivision scheme in the terminology of [BM].
Specifically, if we representS in the form

(Sc)α =
∑
β∈Zs

Sα,βcβ, c = {cα}α∈Zs ∈ `p(Zs),

then:

(i) For somek ∈ Zs

Sα+V k,β+k = Sα,β, α, β ∈ Zs.

(ii) There is a norm‖ · ‖ onRs such that

Sα,β = 0 if ‖α − Vβ‖ > 1.

(This notion was introduced in [BM] only for the caseV = 2I .)
To prove these properties, we consider the relationship between translation operators

acting oǹ N
p (Zs) and`p(Zs). Everyy ∈ Zs induces a translation operatorEy: `p(Zs)→

`p(Zs) given by

(Eyc)α := cα+y, α ∈ Zs, c = {cα}α∈Zs.

Likewise, on`N
p (Zs), the translation operator determined byy is defined by

(Eyc)α := cα+y, α ∈ Zs, c= (c1, . . . , cN)
T ,

whereci ∈ `p(Zs), i = 1, . . . , N, andcα = ((c1)α, . . . , (cN)α)
T . According to (3.1),

we see that forc ∈ `N
p (Zs), α ∈ Zs, y ∈ Zs, we have

(EMySA,M E−1
y c)α = (SA,M E−1

y c)α+My =
∑
β∈Zs

AT
α+My−Mβcβ−y

=
∑
β∈Zs

AT
α−Mβcβ = (SA,Mc)α.

That is,

EMySA,M = SA,M Ey.(3.3)

Moreover, there is a simple relationship between shifts on`N
p (Zs) and`p(Zs). In fact, it

is straightforward to see that

QEy Q−1 = ERy, y ∈ Zs.(3.4)

In fact, givenc ∈ `p(Zs), we have

Q−1(c) = (d1, . . . ,dN)
T ,
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wheredi ∈ `p(Zs) are defined by(di )γ = cµi+Rγ , 1 ≤ i ≤ N, γ ∈ Zs. Hence for
α ∈ Zs we have

bα = ((b1)α, . . . , (bN)α)
T := (Ey(Q

−1(c))
)
α

= ((d1)α+y, . . . , (dN)α+y)
T = (cµ1+R(α+y), . . . , cµN+R(α+y))

T .

Therefore, for 1≤ j ≤ N, γ ∈ Zs, we obtain

(Qb)µj+Rγ = (bj )γ = cµj+R(γ+y) = cµj+Rγ+Ry.

That is,

QEy Q−1 = ERy,

as claimed in (3.4).
Let us now confirm property (i). To this end, we solve forSA,M in formula (3.2) and

substitute it into (3.3). This provides us the formula

(QEMy Q−1)S = S(QEy Q−1),

and so (3.4) yields the equation

ERMyS = SERy, y ∈ Zs.

Invoking our hypothesis, we obtain for anyk ∈ Zs such thatR−1k ∈ Zs

EV kS = SEk.(3.5)

Since suchk obviously exists this proves the result, since (3.5) is evidently equivalent
to (i).

To prove (ii) we introduce for eachβ ∈ Zs, first the sequenceδβ ∈ `p(Zs) given by

(δβ)α :=
{

0, α 6= β,
1, α = β,

and then for j, 1 ≤ j ≤ N, the vectorej ∈ RN , defined by(ej )i = 0, i 6= j and
(ej )i = 1, if i = j . Then it follows that

Q(δβej ) = δµj+Rβ 1≤ j ≤ N, β ∈ Zs.(3.6)

Returning to the form (3.1) and using the hypothesis that #{α : Aα 6= 0} < ∞, we
conclude that for some matrix norm‖ · ‖ and 1≤ j ≤ N

SA,M(δβej )α = 0 if ‖α − Mβ‖ > 1.(3.7)

That is, in view of (3.6),

Q−1(S(δµj+Rβ))α = 0 if ‖α − Mβ‖ > 1,

or equivalently, for 1≤ i, j ≤ N,

S(δµj+Rβ)µi+Rα = 0 if ‖α − Mβ‖ > 1.

Thus for anyα̂, β̂ ∈ Zs we chooseα, β ∈ Zs, 1 ≤ i, j ≤ N, such thatµj + Rβ = β̂,
µi + Rα = α̂, and conclude that

Sα̂,β̂ = S(δβ̂)α̂ = 0,
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provided that‖R−1(α̂−µi )−M R−1(β̂−µj )‖ > 1. Setρ := max{‖R−1µi−M R−1µj ‖ :
1 ≤ i, j ≤ N}. Then, whenever‖R−1α̂ − M R−1β̂‖ > 1+ ρ, we get thatSα̂,β̂ = 0.
Hence, in (ii) we can choose the norm

|x| := 1

ρ + 1
‖R−1x‖, x ∈ Rs.

We now study various notions of convergence relative to the vector subdivision
schemes discussed so far. To this end, we first explain what we mean byconvergenceof
SA,M . For f ∈ L N

1,loc(Rs) let

µ
j
M(f)α := mj

∫
M− j (α+[0,1]s)

f(x) dx(3.8)

and also setµ j
M(f) := {µ j

M(f)α}α∈Zs. The same arguments as in [JM1] yield the following
fact.

Proposition 3.2. For any g∈ Lp(Rs) satisfying

u6g = 1,(3.9)

and any f∈ L p(Rs) we have

lim
k→∞
‖ f − sck

M(µ
k
M(f)6g)‖L p(Rs) = 0.(3.10)

Moreover, when g has compact support, we have

‖c6g‖L p(Rs) ≤ κ‖c‖`p(Zs)(3.11)

for some constantκ.

Any function g ∈ L p(Rs) with compact support and stable integer translates which
satisfies (3.9) is called ap-test function. A consequence of this proposition is the fact
that wheneverf ∈ L p(Rs) and limk→∞m−k/p‖µk

M( f )‖L p(Rs) = 0 then f = 0. To see
this just choose anyp-test function then by (3.11) and a change of variable of integration
we have

‖sck
M(µ

k
M( f )6g)‖L p(Rs) = m−k/p‖µk

M( f )6g‖L p(Rs)

≤ κm−k/p‖µk
M( f )‖`p(Zs),

and so

lim
k→∞

sck
M(µ

k
M( f )6g) = 0.

Combining this fact with (3.10), proves thatf = 0, as claimed.
Also, we should keep in mind for future use the simple fact that

m−k/p‖µk
M(f)‖`N

p (Zs) ≤ ‖f‖L N
p (Rs),(3.12)

which follows directly from Hölder’s inequality.
We say thatSA,M converges iǹ p relative to some p-test function gif for every

c ∈ `N
p (Zs) there exists a functionfc ∈ L N

p (Rs) such that

lim
k→∞
‖sck

M

(
(Sk

A,Mc)6g
)− fc‖L N

p (Rs) = 0.(3.13)

Here we assume also that for somec the function fc does not vanish identically.
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Proposition 3.3. The scheme SA,M converges relative to some p-test function g in`p

if and only if

lim
k→∞

m−k/p‖Sk
A,Mc− µk

M(fc)‖`N
p (Zs) = 0 .(3.14)

Proof. By stability (2.6) we have

m−k/p‖Sk
A,Mc− µk

M(fc)‖`N
p (Zs) ≤ d‖sck

M((S
k
A,Mc− µk

M(fc))6g)‖L N
p (Rs)(3.15)

≤ d(‖sck
M((S

k
A,Mc)6g)− fc‖L N

p (Rs) + ‖fc− sck
M(µ

k
M(fc)6g)‖L N

p (Rs)).

By (3.13), and Proposition 3.2, both terms on the right-hand side of (3.15) tend to zero
ask tends to infinity which proves that (3.14) follows from the convergence ofSA,M .

Conversely, we have

‖sck
M

(
(Sk

A,Mc)6g
)− fc‖L N

p (Rs)

≤ ‖sck
M

(
(Sk

A,Mc− µk
M(fc))6g

) ‖L N
p (Rs) + ‖sck

M

(
µk

M(fc)6g
)− fc‖L N

p (Rs) .

Again Proposition 3.2 ensures that the second term on the right-hand side tends to zero. By
the properties ofg, the first term is easily estimated by a constant timesm−k/p‖Sk

A,Mc−
µk

M(fc)‖`N
p (Zs) which completes the proof.

We observe next that the special choice ofg in the above notion of convergence is not
relevant so that we may drop the reference tog when talking of convergence. In fact, an
immediate consequence of Proposition 3.3 is the following fact.

Corollary 3.1. If SA,M converges relative to some p-test function then it converges
relative to any other p-test function as well.

Note that the particular choiceg = χ[0,1]s shows that the convergence concept studied
in [CDM] agrees with the present one for the special caseN = 1, M = I , andp = ∞.

Our next goal is to extend Proposition 2.1 in [CDM] to matrix subdivision schemes.
A first step can be formulated as follows.

Proposition 3.4. Suppose that in addition to the hypotheses in Proposition3.3 A
has finite support. Then there exists a common eigenvectory ∈ CN of the matrices
Ae(1)T , e ∈ E, with eigenvalue1. In particular, the limit functionfc produced by the
scheme SA,M satisfies

Ae(1)T fc(x) = fc(x), e∈ E, x ∈ Rs, c ∈ `N
p (Z

s).(3.16)

Proof. In view of (3.1), we can write

m−k/p‖Sk
A,Mc− µk

M(fc)‖`N
p (Zs)(3.17)

≥ m−k/p

(∑
α∈Zs

∣∣∣∣∣
(∑
β∈Zs

AT
α−Mβ

)
µk−1

M (fc)α − µk
M(fc)α

∣∣∣∣∣
p

p

)1/p
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−m−k/p

(∑
α∈Zs

∣∣∣∣∣∑
β∈Zs

AT
α−Mβ

(
µk−1

M (fc)β − µk
M(fc)α)

)∣∣∣∣∣
p

p

)1/p

−m−k/p

(∑
α∈Zs

∣∣∣∣∣∑
β∈Zs

AT
α−Mβ

(
(Sk−1

A,Mc)β − µk−1
M (fc)β

)∣∣∣∣∣
p

p

)1/p

.

The last sum above is bounded by

m−k/p‖SA,M‖p‖Sk−1
A,Mc− µk−1

M (fc)‖`N
p (Zs),

where‖SA,M‖p denotes the norm of the subdivision operator acting on`N
p (Zs). According

to Proposition 3.1 and Proposition 3.3, this quantity tends to zero ask→∞.
As for the next to last sum we estimate it from above in the following manner. Let
|AT

α−Mβ |p stand for the norm of the matrixAT
α−Mβ acting onRs with `p-norm. Then this

term is bounded by

m−k/p

(∑
α∈Zs

(∑
β∈Zs

|AT
α−Mβ |p |µk−1

M (fc)β − µk
M(fc)α|p

)p)1/p

= m−k/p

(∑
e∈E

∑
γ∈Zs

(∑
β∈Zs

|AT
e+Mβ |p|µk−1

M (fc)γ−β − µk
M(fc)e+Mγ |p

)p)1/p

.

Let

0 := {β ∈ Zs: ∃e∈ E 3 |AT
e+Mβ |p 6= 0}

and

θ := max{|AT
α |p : α ∈ 0}.

Observe that necessarily the right-hand side above can be bounded by

θm−k/p

(∑
e∈E

∑
γ∈Zs

(∑
β∈0
|µk−1

M (hk
β,e)γ |p

)p)1/p

,

where

hk
β,e := fc(−M−k+1β + ·)− fc(M

−ke+ ·).
Since ∑

γ∈Zs

(∑
β∈0
|µk

M(h
k
β,e)γ |p

)p

≤ mk(#0)p
∫
Rs

∑
β∈0
|hk
β,e(x)|pp dx,

we get that the next to the last sum is bounded by

θ(#0)

(∫
Rs

∑
e∈E

∑
β∈0
|hk
β,e(x)|pp dx

)1/p

,

which can be estimated by

θm(#0)2 sup
|h|2≤δk

‖fc(· + h)− fc‖L N
p (Rs),
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where

δk := max{|M−kα|2: α ∈ Zs,AT
α 6= 0}.

Since limk→∞ δk = 0 we conclude that likewise the second to last term in the lower
bound in (3.17) tends to zero ask→∞.

To interpret these observations made so far, we setyk = {yk
α}α∈Zs where forα ∈ Zs

yk
α :=

(∑
β∈Zs

AT
α−Mβ

)
µk

M(fc)α − µk
M(fc)α.

Thus, we conclude by what has been said above that

lim
k→∞

m−k/p‖yk‖`N
p (Zs) = 0.

Next, observe that for eache∈ E andα ∈ Zs we have

yk
e+Mα = AT

e (1)µ
k
M(fc)e+Mα − µk

M(fc)e+Mα

= µk
M

(
AT

e (1)fc− fc
)
α
+ µk

M(h(·)− h(M−ke+ ·))α,
where we set

h := fc− AT
e (1)fc.

Therefore, we obtain the inequality

m−k/p‖µk
M(A

T
e (1)fc− fc)‖`N

p (Zs) ≤ m−k/p‖yk‖`N
p (Zs) + ‖h(·)− h(M−ke+ ·)‖L N

p (Rs)

and conclude that

AT
e (1)fc(x) = fc(x), x ∈ Rs, a.e., e∈ E, c ∈ `N

p (Z
s).(3.18)

This proves the claim.

Now consider the sequencesd j := {δαej }α∈Zs ∈ `N
p (Zs), where(ej )l := δj,l , j, l =

1, . . . , N, and letgj ∈ L N
p (Rs) denote thè p(Zs)-limit of Sk

A,Md j . Moreover, letG(x)
denote the matrix-valued function whose columns are formed by the vectorsgj (x), j =
1, . . . , N.

Proposition 3.5. Under the assumptions of Proposition3.4the functionG has compact
support and the limit functionsfc produced by SA,M have the form

fc(x) =
∑
α∈Zs

G(x − α)cα.(3.19)

Proof. The first part of the claim follows in a similar way as the claim of Lemma 2.5.
As for the rest, writing

cα =
∑
β∈Zs

N∑
j=1

(cβ)j δα−βej =
∑
β∈Zs

N∑
j=1

(cβ)j d
j
α−β,

we see that

(Sk
A,Mc)α =

∑
β∈Zs

N∑
j=1

(cβ)j (Sk
A,Md j

·−β)α,

whence the assertion follows.
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Corollary 3.2. Suppose the hypotheses of Proposition3.4 are satisfied. Then for any
common eigenvectory of the matricesAe(1), e∈ E, we have

y =
∑
α∈Zs

G(x − α)y.(3.20)

Proof. Consider the particular sequencec, defined by

cα :=
{

y if α ∈ Zs, |α|2 ≤ R,
0 if |α|2 > R.

Clearlyc ∈ `N
p (Zs). Thus, on account of the finite support ofA, for R sufficiently large

one has, by assumption ony,

(Sk
A,Mc)α =

{
y for |M−kα|2 ≤ R/2,
0 for |M−kα|2 ≥ 2R.

Again sinceG has compact support we conclude from (3.19) that for|x|2 ≤ R/2

y =
∑
α∈Zs

G(x − α)y, |x| ≤ R/2.

SinceR was arbitrarily large the assertion follows.

We are now ready to prove a central result in this section.

Theorem 3.1. Suppose that SA,M converges iǹ p(Zs) and thatA has finite support.
Then(the matrix-valued function) H(x) := G(x)T is a solution of the refinement equation
(2.2), i.e.,

H(x) =
∑
α∈Zs

AαH(Mx − α), x ∈ Rs.(3.21)

Proof. Define the mapping̃TA by

(T̃AG) :=
∑
α∈Zs

G(Mx − α)AT
α .(3.22)

One easily verifies that fork = 1, 2, . . .∑
α∈Zs

(T̃k
A G)(x − α)cα =

∑
α∈Zs

G(Mkx − α)(Sk
A,Mc)α.(3.23)

Note that, sinceG has, by Proposition 3.5, compact support, the convergence ofSA,M

ensures, on account of Proposition 3.3, that the right-hand side of this identity has for
the special choicec= d j the samè p(Zs)-limit ask tends to infinity as the expressions∑

α∈Zs

G(Mkx − α)µk
M(gj )α,

where as abovefd j = gj . Moreover, for almost everyx ∈ Rs one has that
|gj (x)− µk

α(gj )|2→ 0 if |x − M−kα|2→ 0 ask→∞. Thus∑
α∈Zs

G(Mkx − α)(µk
M(gj )α − fd j (x))



Biorthogonal Wavelet Expansions 323

tends to zero ask → ∞. But by Proposition 3.4, eachfd j (x) = gj (x) is a common
eigenvector of the matricesAe(1), e∈ E, so that, by Corollary 3.2,∑

α∈Zs

G(Mkx − α)gj (x) = gj (x), j = 1, . . . , N.

Since the left-hand side of (3.23) reduces forc= d j to (T̃k
A G)(x), we conclude that

lim
k→∞

(T̃k
A G)(x) = G(x),(3.24)

which immediately gives

(T̃AG)(x) = G(x).

By definition ofH andT̃A , this proves the claim.

So far each row ofG, i.e., each column ofH is a solution to the refinement equation
(2.2). More can be said under the additional assumption of stability.

Theorem 3.2. Now suppose that for SA,M as above one of the columns ofH sayhj

is stable. ThenH satisfying(3.21) is a rank-one matrix. More precisely, there exists a
uniqueh ∈ L N

p (Rs) of compact support and a uniquey ∈ RN of unit length such that

H(x) = h(x)yT(3.25)

and ∑
α∈Zs

h(x − α)Ty = 1.(3.26)

The vectory in (3.25) and (3.26) is the unique common eigenvector of the matrices
Ae(1)T , e∈ E.

Proof. From Proposition 2.1 we know that if (2.2) has a stable solution, thenm−1A(1)
has a unique eigenvector (of unique length) with eigenvalue one. Therefore, and on ac-
count of Proposition 3.4, the matricesAe(1), e∈ E, have a unique common eigenvector
y of unit length. Again by Proposition 3.4, the functionsgj = fd j must have the form

gj (x) = hj (x)y,

whereh(x) = (hj (x), . . . , hN(x))T has compact support. Thus

G(x) = yh(x)T , so that H(x) = h(x)yT ,(3.27)

which proves (3.25) as well as the assertions ony. Furthermore, by Corollary 3.2,

1 = yTy =
∑
α∈Zs

yTG(x − α)y

=
∑
α∈Zs

yTyh(x − α)Ty

=
∑
α∈Zs

h(x − α)Ty,

which finishes the proof.
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Corollary 3.3. Under the assumptions of Theorem3.2the limit functionfc has the form

fc(x) = fc(x)y,(3.28)

where

fc(x) =
∑
α∈Zs

h(x − α)Tcα.(3.29)

Proof. By Theorem 3.2 and Proposition 3.4,fc must have the formfc(x) = fc(x)y for
some scalar-valued functionfc. From Proposition 3.5 and (3.27) we infer

fc(x)y =
∑
α∈Zs

yh(x − α)Tcα.

The assertion is now an immediate consequence of the normalization ofy.

In view of the results in [CDM] we are led to the following result.

Theorem 3.3. Suppose thatA has finite support and thath ∈ L N
p (Rs) is a compactly

supported̀ p-stable solution of the refinement equation(2.2).Then SA,M converges in
`p.

Proof. By Proposition 2.1, there exists a unique unit vectory satisfying (2.16) and a
normalization forh such that the integer translates ofg := yTh sum to one. Clearlyg has
`p-stable integer translates and for anyc ∈ `N

p (Zs) the functionfc(x) :=∑α∈Zs cT
αh(x−

α) is in L p(Rs). Thus∥∥∥∥∥ fc−
∑
α∈Zs

µk
M( fc)αg(Mk · −α)

∥∥∥∥∥
L p(Rs)

=
∥∥∥∥∥∑
α∈Zs

(µk
M( fcyT )α − (Sk

A,Mc)Tα )h(M
k · −α)

∥∥∥∥∥
L p(Rs)

≥ κ m−k/p‖µk
M( fcy)− Sk

A,Mc‖`N
p (Zs),

by stability of h. Since, by Proposition 3.2, the left-hand side of the above inequality
tends to zero ask tends to infinity the assertion follows from Proposition 3.3 forfc = fcy.

4. Biorthogonal Wavelets

In this section we collect a few consequences of the above results. Throughout the
remainder we will assume thath is admissible (i.e., belongs toL N

p (Rs), has compact
support and linearly independent integer translates), and isA-refinable.

By Proposition 2.4(ii) and (iii),A has finite support. Combining Propositions 2.3 and
2.5 ensures the existence of a finitely supported maskB such thatA andB are dual, i.e.,

mI =
∑
e∈E

Ae(z
−1)(Be)

∗(z).(4.1)
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Theorem 4.1. There exists an admissibleB-refinable functionh̃ ∈ L N
q (Rs), 1/p +

1/q = 1, which is dual toh if and only if the stationary subdivision scheme SB,M

converges iǹ q.

Proof. Suppose that̃h ∈ L N
q (Rs) is an admissibleB-refinable function which is dual

to h. By Proposition 2.4,̃h is linearly independent. By Theorem 3.3,SB,M converges in
`q.

Conversely, suppose thatB satisfies (4.1) and thatSB,M converges iǹ q. Let H =
GT ∈ L N×N

p (Rs) and letH̃ = G̃T ∈ L N×N
q (Rs) be the functions from Theorem 3.1

associated with the schemesSA,M , SB,M , respectively. Let(δI)α := δ0,αI and consider

〈H, H̃(· − α)〉 = 〈GT , G̃(· − α)T − (sck
M(S

k
B,MδI)·−Mkα6g)T 〉

+ 〈(GT − sck
M(S

k
A,MδI)6g)T , (sck

M(S
k
B,MδI)·−Mkα6g)T 〉

+ 〈(sck
M(S

k
A,MδI)6g)T , (sck

M(S
k
B,MδI)·−Mkα6g)T 〉

=: I (k)+ I I (k)+ I I I (k).

By Theorem 3.3,SA,M converges iǹ p. Since Proposition 3.1 ensures the uniform bound-
edness of the operatorsSk

B,M the termsI (k)andI I (k) tend to zero whenk→∞provided
thatg is ap- as well as aq-test function. Here we will exploit Corollary 3.1 which allows
us to choose any suitable test function. In fact, we choose

g := χÄ.
whereÄ is a tile of measure 1 satisfying (2.23).g is a p-test function forany pwhich,
in particular, satisfies

〈g, g(· − α)〉 = δ0,α, α ∈ Zs.(4.2)

From (4.2) we readily conclude that

I I I (k) = m−k
∑
γ∈Zs

(Sk
A,MδI)

T
γ (S

k
B,MδI)γ−Mkα

.

We claim that

I I I (k) = δ0,αI .(4.3)

In fact, fork = 1, we obtain

m−1
∑
γ∈Zs

(SA,MδI)Tγ (SB,MδI)γ−Mα =
∑
γ∈Zs

AT
γ B∗γ−Mα = δ0,αI ,(4.4)

where we have used thatA andB are dual (see (4.1)). Using induction onk we get

m−k
∑
γ∈Zs

(Sk
A,MδI)

T
γ (S

k
B,MδI)γ−Mkα

= m−k
∑
γ∈Zs

( ∑
β,ν∈Zs

(Sk−1
A,MδI)

T
βAγ−MβB∗γ−M(Mk−1α+ν)(S

k−1
B,MδI)ν

)

= m−k+1
∑
β,ν∈Zs

(Sk−1
A,MδI)

T
β

(
m−1

∑
γ∈Zs

Aγ−MβB∗γ−Mν

)
(Sk−1

B,MδI)ν−Mk−1α

= m−k+1
∑
β∈Zs

(Sk−1
A,MδI)

T
β (S

k−1
B,MδI)β−Mk−1α

= δ0,αI ,
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where we have used (4.4) and the induction hypothesis. This confirms (4.3) and hence

〈H, H̃(· − α)〉 = δ0,αI .(4.5)

Sinceh is, by assumption, linearly independent and hence stable Theorem 3.2 states that
H(x) = h(x)yT wherey is the unique common eigenvector of unit length of the matrices
Ae(1), e∈ E. Thus (4.5) becomes∫

Rs

h(x)yT G̃(x − α) dx = δ0,αI ,

which means that

h̃(x) := G̃(x)Ty

is dual toh. Since by Theorem 3.1, (3.21),

G̃T = scM(B6G̃T ),

multiplication byy yields

h̃ = scM(B6h̃),

i.e., h̃ is B-refinable. By Proposition 3.5,̃h has compact support and Proposition 2.4(i)
ensures that̃h is linearly independent and hence stable. Thus Theorem 3.2 implies that
H̃ is also a rank-one matrix, namely

H̃(x) = h̃(x)yT

(see also Proposition 2.8 (2.45)). Since we have established all the asserted properties
of h̃ the proof is complete.

We will confine the remaining discussion to the casep = q = 2. Given an admissible
A0-refinable functionh, we adhere to the notation used in Section 2 and apply Propo-
sition 2.7 to conclude that there exists an (mN×mN)-matrix A(z) which contains the
subsymbolsA0

e, e∈ E, as its first block row which has constant determinant on(C\{0})s
and whose entries are Laurent polynomials. LetB(z) = (Be

e′)e,e′∈E be defined by (2.43).
By construction, the maskB0 defined byB0(z) =∑e∈E zeB0

e(z) is dual toA0. By Theo-
rem 4.1, we get a dualB0-refinable functioñh if and only if SB0,M converges iǹ 2. If this
is the case, the masksAe,Be, e ∈ E∗ := E\{0}, corresponding to the subsequent block
rows ofA(z) andB(z), respectively, give rise to a biorthogonal system as described in
Proposition 2.6.

Of course, it is not clear whether the completionA(z) of the first block row given by
A0 gives rise to aB0 such thatSB0,M converges iǹ2. A possible strategy for dealing with
this difficulty can be sketched as follows. One can try to employ the concept from [CDP]
to modify the masksAe, e∈ E∗, so as to ensure convergence ofSB0,M . It remains then to
show that ifSB0,M converges iǹ 2 then the limits actually belong to some Sobolev space
Ht (Rs) of positive indext > 0. One can then resort to the general stability criterion
from [D] to conclude that the dilates of the corresponding biorthogonal systems from
Proposition 2.6 form Riesz bases forL2(Rs). This issue will be taken up in a forthcoming
paper.
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