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Asymptotics for Sobolev Orthogonal Polynomials
for Exponential Weights

J. S. Geronimo, D. S. Lubinsky, and F. Marcellan

Abstract. Let A > 0, > 1, and let W(x) = exp(—|x|*),x € R. Let ¢ € Lo(R)
be positive on a set of positive measure. For n > 1, one may form Sobolev orthonormal
polynomials (g, ), associated with the Sobolev inner product

(f.9)= / few)* + i / f'g'w
R R

We establish strong asymptotics for the (g,) in terms of the ordinary orthonormal
polynomials (p,) for the weight W2, on and off the real line. More generally, we
establish a close asymptotic relationship between (p,,) and (g, ) for exponential weights
W = exp(—Q) on a real interval I, under mild conditions on Q. The method is new
and will apply to many situations beyond that treated in this paper.

1. Introduction
Let

I = (c,d)

be a real interval, finite or infinite, and let Q : I — [0, co) be convex. We also assume
that Q(x) — oo as x — ¢+ or x — d—. The weight

W =exp(=0Q)

is then called an exponential weight. Provided all power moments exist, we may define
orthonormal polynomials

pax) = p.(Whx), n=>0,

satisfying

/PanW2 = Smn'
1
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The leading coefficient of p, is denoted by y, = y,(W?) and assumed positive:
Pa(W?x) =y (WH" 40 yu(W?) > 0,

Analysis of orthonormal polynomials for exponential weights has been a major theme
in orthogonal polynomials for at least the last 30 years [4], [5], [9], [12], [14], [15], [18],
[24], [28], [33]. Asymptotics for p, (x) as the degree n — oo have been established for
large classes of exponential weights, including

Wy(x) = exp(—|x|*) onl =R,

for any o > 0. The case @ = 2 is the classical Hermite weight. See, for example, [14],
[15], [32].

Another theme in orthogonal polynomials that is attracting much interest is that of
Sobolev orthogonal polynomials (g,) associated with a Sobolev inner product. Let W
be a weight as above, and let v : I — [0, o) be measurable, and positive on a set of
positive measure. Let & > 0, and define the Sobolev inner product

(1 (f.8) = /fngvv2 +A/f/g’w2,
I 1

for all functions f, g for which the inner product is meaningful. Provided all monomials
are integrable with respect to W2 and v2W?, this inner product generates orthonormal
polynomials (g,) satisfying

(2) (Qna qm) = (Smn-
We shall denote the leading coefficient of g, by «,, so that

CIn(x) :Kn-xn + -, Kp, > 0.
The leading coefficient «,, admits a key extremal property
3) Kn_2 = inf{(P, P) : P monic of degree n}.

Sobolev orthogonal polynomials have found application in a number of contexts. See,
for instance, the survey papers [19], [23], as well as [16]. In particular in [13], a study
of Fourier series of Sobolev orthogonal polynomials was initiated for smooth functions.
Legendre and Sobolev—Legendre Fourier series were compared numerically. The mea-
sures involved in the inner product satisfied a simple algebraic relation, and were close to
classical (Jacobi and Legendre) measures. Consequently, the analytical properties of the
Sobolev orthogonal polynomials could be determined from those of classical orthogonal
polynomials. This investigation was continued in [23] for the bounded (Jacobi) case and
in [20] for the unbounded Laguerre case.

For more general measures with bounded support, a key contribution was given by
Martinez—Finkelshtein [22]. There the support of the measures is a C>* Jordan curve,
and the main requirement is that the measure in the derivative term satisfies a Szeg6
condition, while the other measure is arbitrary. Only the derivative part of the inner
product has a significant impact on the asymptotic behavior of the Sobolev orthogonal
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polynomials. Indeed g, behaves very much like a multiple of p,,_; in the exterior domain
of the curve. If the first measure also belongs to the Szeg6 class, then there are relative
asymptotics for g, in terms of p, in the exterior domain of the curve.

In the unbounded case, the first example, different from the Laguerre case, was con-
sidered in [1], with

W(x) = exp(—%xz) and Y(x) =+/x2+¢2 onR.

Ratio asymptotics were given for g, in terms of the Hermite polynomials. An interesting
feature is that the asymptotics depend on the parameter A, a notable difference from the
bounded case. For

W(x) =exp(—3x*) and  y(x)=1 onR,

a similar approach was taken in [3], using known asymptotics for Freud orthogonal
polynomials.

In this paper, we shall see that ¢, behaves like (1/ /1) pu_ for fairly general weights
on an unbounded interval, but some growth restriction on v is necessary. If ¢ grows
too fast at oo, then the first term in the inner product will swamp the derivative term.
Our first result involves Freud weights, and for these, we need to define the Mhaskar—
Rakhmanov-Saff number [25], [26], [31]: for Q even and convex on R, and forn > 1,
we let a,, denote the positive root of the equation

2 /' (0@ dt
n=—1{ a, ay, .
7 Jo V1 =12
For example, if Q(x) = |x|%, then
a, =Cn'®,  n=z1,

where the constant C may be expressed in terms of gamma functions. We note that in
all the cases that we consider,

. ay
lim — = 0.
n—oo n

We also need the conformal map

p(x) =z+vVz2 -1, ze€ C\[-1,1],

of the exterior of [—1, 1] onto the exterior of the unit disk, and the Szegd function [34]
of a measurable function f : [—m, m] — [0, 0o) satisfying Szeg6’s condition

@) f " Jog £(6)d8 > —co.

-7

It is defined by

1 ke ) it
) D(f;z)=eXP<E/ log f(e") fidr), 2l <1,

it
- e
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and has boundary values on the unit circle that satisfy
ID(f: ) =f©O) ae.6el-m 7]

We shall also need the argument of D(f; e’?) on the unit circle. We write (whenever
meaningful),
D(f;e") = f(©)'exp(iT (f;6)).

An explicit representation for I'(f; 0) is

T -7

1 4 0 —t
F(f;9)=4—PV log f(t) cot 5 dt,
where PV denotes the Cauchy principal value integral.
Theorem 1.1. Let Q : R — R be even and continuous in R. Assume that Q" is

continuous in (0, 00), and Q' > 0in (0, 00). Assume, furthermore, that for some o, B >
O’

w<?t Q" (x)
Q'(x)
Let W = e~ 2, and let (p,)) denote the orthonormal polynomials for W?. Let . > 0 and

Y € Lo (R) be positive on a set of positive measure. Let (q,) denote the orthonormal
polynomials associated with the Sobolev inner product (1). Then, as n — o0,

(6)

<8, x € (0, 00).

I
7) H <q,; L pn_l) w| = 0(“—") = o(1)
N L>(R) n
and
®) H(1+|Q’|><qn—ifxpn1)w :0( a—)
Vi Jo Lr(R) n
(In
©) ” (q/ ~ L pn1> W =0 ( “—")
BV Loo(R) n
and
(10) H(1+|Q’|> <qn—i/Xpn_l)W :0( “—)
VA Jo Loo(R) n
(IIT) Let

11) W,(6) = W(a, cosb), 0 €l—m, ]
Uniformly in closed subsets of C\[—1, 1],
o().
n

(‘I,,l - (l/ﬁ)pn—l)(anZ)
()" DA (W5 1/9(2))

(12)
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&
=0 ol B

Uniformly in closed subsets of C\[—1, 1],

(gn(@nz) = (1/N2) 3" pa-1)

13
(13 @(2)"D72(Wy; 1/9(2))

Remarks. (a) Condition (6) allows

0(x) = |x|

ifa > 1.

(b) What is surprising is the degree of closeness of ¢, to (1/ /A)pu_1. The L, asymp-
totics are sufficiently strong to imply the uniform bound in (IT) with the aid of a simple
Nikolskii inequality.

(c) The result holds assuming less smoothness of Q, namely for Freud weights in the
class F (Dini), defined in [15]. Likewise the corollary below holds for Freud weights
in the class F (lip %), defined in [15]. One may also allow non-Freud Q, the chief
requirement being that, for each ¢ > 0,

xQ'(x)
o)

as x approaches the endpoints of the interval of orthogonality. However, the formulations
become more technical, so we omit them.

(d) We note that one can replace fox Pr-1 DY ppvu_1(W?)/(ny,(W?)) in (8), but with
a worse error term. This may be achieved with the aid of Lemma 2.3 below.

(e) We shall prove Theorem 1.1 in Section 5. Because of known asymptotics for (p,,)
[15] on and off the real line, we can deduce:

= 0(Q(x)")

Corollary 1.2.

(a) Asn — o0,

11 fa,\ " 2 (! Qans)
(14) o =~ = <7> exp (;/O N ds) (14 o(1)).
(b) We have, as n — oo,
: , 2/m
(15) /;1 Vv Aang, (a,x)W(a,x) — m

2
dx = o(1).

1
X cos[(n — 5) arccos x + 2I'(W,,; arccos x) — %]

(¢) Uniformly for z in closed subsets of C\[—1, 1], we have, as n — 00,

(16) gl (an2)/ {go(z)'”D2 (wn; %) (1— go(z)%‘”}
1

JT

(14 0(1)).
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(d) There existsn > 0suchthatasn — 00, we have, uniformly for |x| < 1—n"",x =
cos 6,

(17) Viang, (@, x)W(a,x)(1 — xH)'"*

2 | ™ _
=,/ —cos| (n—3)0 +2I(W,;0) — — | + 0™ ").
w 4

We note that for exp(—|x|*), « > 1, more precise asymptotics follow from the results
of Kriecherbauer and McLaughlin [14]. For example, one can give asymptotics for ¢,
even around the endpoints £a, of the Mhaskar—Rakhmanov-Saff interval.

For a fairly general class of weights, for which asymptotics for the polynomials (p,,)
have not been established, we can at least prove that ¢, behaves like (1/ V) pp_i. To
state part of the asymptotics, we need the Mhaskar—-Rakhmanov—Saff numbers for a
nonsymmetric interval or non-even Q, generalizing that above [15, p. 13], [33, Theo-
rem 1.11, p. 201]. For O convex on a (not necessarily symmetric) interval I, there are
unique numbers a,, the so-called Mhaskar-Rakhmanov—Saff numbers a.,, satisfying

c<a_,<0<a, <d

and
1 ay, /
(18) n=— xQ0 () dx,
7 Ja, V& —a_y)(a, — x)
1 a, /
0= — ow dx.
T a_p \/(.X - afn)(an - -x)
We also let
(19) 8}1 = %(an + |a—n|)y

and let L, denote the linear map of [a_,, a,] onto [—1, 1] so that

z—a_,

(20) Ly(z)=—-1+ 5

Its inverse linear map is denoted LL~11. Amongst the properties of a., is the Mhaskar—Saff
identity [24], [25], [26], [33],

IPWlLeay = I1PWlL a_.ans
valid for polynomials P of degree < n.

Theorem 1.3. Let I = (c,d) be a finite or infinite interval containing 0. Let Q :
I — [0,00) and let Q' be an increasing absolutely continuous function in I, with
Q’'(0) = 0 = Q(0) and Q positive in I\{0}. Assume also that, for j =0, 1,

lim [QY)(x)| = 00 = lim |QY (x)].
x—>c+ x—d—
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Let W = e=2, and let (p,) denote the orthonormal polynomials for W?. Let . > 0,
Y € Lo (R) be positive on a set of positive measure, and let (g,,) denote the orthonormal
polynomials associated with the Sobolev inner product (1). Then

@
(21) li H( ! ! W 0
m g, — —=Pn-1 =u.
n—o0 \/X LZ(I)
If we assume in addition that
22) lim sup 0 (x)2 ,
x—c+ orx—d— Q/(x)
then
1 X
(23) lim H(l +10'D <qn —¢2(0) — —/ pn—l) w =0.
n—00 \/X 0 La(D)
(II) Let
(24) W, () = WL N(cos0)), 0 e[-m, 7]
Uniformly in closed subsets of C\[—1, 1],
8@ — (/DL @)
25) lim ) =
n—>00 P@)"'D2(W,; 1/9(2)
Let
(26) W) = (1+[Q"(Ly N(cos))DW,(0), 6 € [~m, 7.
If we also assume (22) then, uniformly in closed subsets of C\[—1, 1],
822 (g (Ln(2)) — gu(0) — (1//2) [F© p,,_
on lm | @@~ O WP " D | _
700 ()" D=(Wii 1/9(2)

Remarks. (a) Note that since Q" grows to infinity as we approach the endpoints of 7,
(23) actually gives a rate of convergence for the limit.

(b) The restriction (22) is a regularity condition, rather than a growth one. If we do
not assume it, we can still prove a version of (23) in which | Q’| is replaced by a function
that grows more slowly as we approach the endpoints of 1.

One of our main tools is an estimate relating the leading coefficient «, of g, to the
leading coefficient y,,_ (W?) of p,_1(W?; x). Its formulation involves the weighted L,
error of approximation

(28) E,Lf: W] =inf{[|(f = P)WlL,) : deg(P) < n}

and the linear operator

(29) I[R](x) = W(x)2 / R(OW? )y (1)dt, x € (c,d),

c

defined on suitably restricted classes of functions R. We prove:
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Theorem 1.4. Let I be a finite or infinite interval, and let W : I — R be a measurable
function such that W? has all finite power moments and corresponding orthonormal
polynomials (p,). Let v : I — R be a measurable function such that (y W)? has
all finite power moments, and assume that \ is positive on a set of positive measure.
Let A > 0, and let (q,) denote the orthonormal polynomials associated with the inner
product (1), with leading coefficients (k). Then

Yart W)\ (W) 1\’
(30) 0 < (T) _{<W> H}

< sup EZ ,[I[R]; W],

where the sup is taken over all polynomials R of degree < n — 1 satisfying both

(31 IRWY Ly =1

and

(32) fze(ww)2 =0.
1

To estimate the error in approximation, one needs a Jackson-type estimate. This re-
duces the right-hand side in (30) to a bound on the weighted derivative /[R]’, and stan-
dard methods enable one to prove weighted boundedness of I[R]’ at least for exponential
weights.

Theorem 1.5. Let I = (c,d) be a finite or infinite interval containing 0. Let Q :
I — [0,00) and let Q' be an increasing absolutely continuous function in I, with
Q'(0) = 0 = Q(0) and Q positive in I\{0}. Let » > 0 and let ¥ € L (R) be positive
on a set of positive measure. Assume also that there exists a sequence of positive numbers
(n,) such that W admits the Jackson estimate

(33) E,Lfs W1 < 0l £ WllLoay
for all n > 1 and absolutely continuous functions f : I — R. Then
2 2
Vn—l(Wz) yn—l(Wz) 2
34 ) =A< —_ C .
(34 '( K, =\ Wileem nyn (W2) +Cinm,

The constant C is independent of n, A but depends on W, .

Under the conditions on Q in Theorem 1.3, we shall establish the Jackson estimate
(33) in Section 3. We now show that some restriction on the growth of ¥ is necessary
near the endpoints of 7.

Example 1.6. In Theorems 1.1 and 1.3, we assumed that ¥ is bounded. We now show
by example, that if ¢ grows faster than «/Q’ near the endpoints of 7, then the limit (21)
can fail. Observe that

, 1 |: niy, 1 ] +s
qV[ - _pﬂfl = - T = pl’lfl )
\/X Vn—l(Wz) «/X
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where S has degree < n — 2, and hence

(35) /( L ))2W2 >[ i ! T
— —=pn1x 2l = -
AV S (WD) Jx
Let W be the Hermite weight
W (x) = exp(—1x?), x €R,

let A > 1, and let
vx) = |x|2, x €R.

‘We shall show that
nKy,

Iim — =
n—>00,neven Y, 1 (Wz)

so (35) gives

- ;1 2o,
it [ (6 zreaw) Wz -0
so (21) fails. By the left inequality in (30),
nkn _ nya((WW)?)
ynfl(Wz) - ynfl(W2)

We can use explicit formulas for the leading coefficients in this last right-hand side to
show that it decays to 0. First, [34, pp. 105-106],

(36)

Ya(W?) =g~ 142" /)2,

Next,
(W W)(x) = |x** exp(—x?)

is the symmetrized form of the Laguerre weight t~!/2* exp(—t), under the transfor-
mation ¢ = x? in the integral defining orthonormality. Representations for Laguerre
polynomials [34, pp. 100-101] give, for n = 2m,

1/2

(YW)H) = ! ! L

o - F(%+A)(m+A—%) ml’
m

Substituting these representations into (36) and applying Stirling’s formula, gives, for
even n,
nK
_ " < C(nlfA)l/Z.
Ya—1(W?2)

This decays to O if A > 1.
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At least for Freud weights, it seems likely that (21) will persist if we ensure that
lim y*(x)/Q'(x) =0.
|x|—o00

However the growth of y affects the error term in (7), and we no longer necessarily
obtain the uniform asymptotic (9).

We note finally that in the limit case A = 1, the results of [1] imply that there exist
Cy, C; > 0 such that, for n large enough and for all A > O,

Cl/\/<p(l+2)\ = Cz/\/gﬂ(l'f‘Z)»

so the ratio does not decay to 0.
As a final example in this section, we apply Theorem 1.1 to orthonormal expansions.

VYn— I(Wz) B

Application 1.7. Let W = exp(—Q) be as in Theorem 1.1 and let f : R — R be
differentiable a.e. with (f, f) finite. Assume for simplicity that v = 1. We may then
form the Sobolev orthonormal expansion

> adn-
n=0

We shall show that there is a close relationship between the term-by-term derivative of
this series, namely,

[o¢]

> (s,

n=0
and the standard orthonormal expansion of f” in (p,). More precisely, we shall show
that

oo
(37) [Z(f, 4y — ( / f pnwz) pn] W
n=m n=m-—1 L>(R)

o 2\ 12
a
<C(, N (Z ﬁ> :

n=m

where C is independent of f and m. If, for example, Q(x) = |x|%, where & > 2, then
this series converges, and the right-hand side of (37) is O (n'/*~1/?). To establish (37),
we write

/ _ / _ L L
fs an)a, = (fsqn) [qn ﬁpnl} + ﬁ(f, qn) Pn—1

and
%(ﬁ G)pn1 = % ( /R fqnWZ) Pu-i
+ V1 </R ! [q,’, - %Pn—l] W2> Pn-1
+ (/R f’pn1W2> Pn-1-
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Using these last two identities, we see that the left-hand side in (37) is bounded above

by
1 o0 o\ 1/2
i nW2
Ly(R) * N <,,Zm |:/R 74 ] )
o | N\ 172
+\/X(Z|:/f/|:q:;_ﬁpn—li|wz:|> =T +T+Ts.
R

n=m

i I(f, gn)] H [q,/, - %pw] 4

n=m

Here, by (7), the triangle inequality, and Bessel’s inequality,

00 1/2 00 5 1/2
a
C (Z I(f, qn>|2> (Z ;)

n=m

00 2 1/2
12 a,
Cf, f) (Z ;) :

T

IA

IA

n=m

o] [ )] ne(s)’

see (78), (88) below. Then T, admits a similar estimate to 7;. Finally, as

oo gor ] = [frow] [ o Gro] ]
%(f, f)C(‘;—")z,

by (7) again, T3 also admits an estimate similar to that for 7. Then (37) follows.

Next,

IA

IA

2. Proof of Theorems 1.4 and 1.5

Throughout, we assume the hypotheses of Theorem 1.4. We also let P, denote the set
of monic polynomials of degree n.

Proof of Theorem 1.4. First,

(38) k> = inf (P, P)
PePy

inf /P2(¢W)2+A inf /(P’)2W2
PePy I PePy I

n

v

= Yy 2 (W W)?) + anly, 2 (WD),

as P € P implies that P'/n € P, and by the extremal property of the leading
coefficient of orthonormal polynomials. In the other direction, fix a € I, and define a
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monic polynomial P, by

n X
P.(x) = 7/ w1 (W2 1) dt + C,
sy ),
where the constant of integration C is chosen so that
(39) / Pepo((WWHH (W) = 0.
I
Observe that
2
n
(40) A/(P;)sz = <7> .
1 Vn—l(Wz)
Now expand in terms of the orthonormal polynomials for the weight (y W)2:
n—1
1
(41) Po= ) bipj(WW)) + —— = pu(YW)?),
,; o Va (Y W)?)
o)
n—1
“2) / PR = 3B 4y 2@ W2,
1 j=1

(The coefficient of po((¢ W)?) is zero by (39).) An integration by parts gives

43) b;

f, Popy (W W) (Y W)?

d x
—ﬁ/ pn1<W2;x>{f pj<<wW>2;z><wW>2<z>dr}dx.

To see that the first terms in the integration by parts, namely,

x=d

[&(x) f pi (Y W)%; r)(wWV(r)dr] :

X=cC

do indeed vanish, we note that it is trivial if ¢, d are finite. Suppose now that c = —oo0.
It suffices to show that for each pair of nonnegative integers (k, £), we have

lim |x|* / [ty W)2(t) dt = 0.
X—>—00 c
The integral in this last limit is bounded above for x < 0 by
/ 1 W) (1) di

and that decays to 0 as x — —oo by convergence of the power moments of ( W)2.
Similarly, we may handle the case d = oo, also using that

x d
/ pi(Y W) (W) () dt = — / pi (Y W) (Y W)*(t) dt.

|
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So (43) is correct as stated. Next, we use the dual formulation,
n—1 172 n—1 n—1
(ijz) :sup!chbj:Zcle}.
i=1 j=1 j=1

1 set

For any such {¢;};_},

n—1
R=Y) ¢ipj (W),
j=1

)
n—1 n d i i 2
j;cjbj = —mfc Pn—1(W=; x) {/L R(t)(Y W) (t)dt}dx

d
- _ﬁ / Puot (W2 0)I[RI) W (x) dx

with the notation (29). If S is any polynomial of degree < n —2, we can use orthogonality
to continue this as

n—1 d
Zc_/bz = —ﬁ/ ot (W2 x)(I[R](x) — S(x)W?(x) dx
j=1 = c

d 172

Since S is any such polynomial, we obtain

n—1

n
> cibj < —————E,o[I[R]; WI.
ST (W)

Finally the only restriction on R, apart from having degree < n — 1 and that the sum of
the squares of the coefficients is 1, is that its coefficient of po((¥ W)?) is zero, that is,

/, Rpo((y W) (¥ W)? = 0.

Since pg is a constant, this reduces to (32). Hence, taking sup over all (cj)’;;ll whose
sum of squares is 1, we obtain

n—1 172
n
bj| = ——5sup E,olI[R]; W1,
(; f) Yot (W) "
where the sup is taken over all polynomials R of degree < n — 1 satisfying both (31)
and (32). Combining this with (40) and (42) gives
K2 < (P*, P¥)
2
n

yh—l(VV2)> ’
Rearranging this and using (38) gives the result. [ ]

2
= <ﬁ) (sup E,o[I[R]; WD) + y, 2 (Y W)?) + 4 (
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In the course of the above proof, we actually proved:
Lemma 2.1. Assume the hypotheses of Theorem 1.4. Let a € I, n > 1, and let by

denote the coefficient of po((y W)?; x) in the orthonormal expansion of the polynomial
(/Y1 (W?) fax Pn_1(W?) with respect to the polynomials {pj (¥ W)H2; x)};’zo. Then

_n_ [ 2y _ 2
(44) ||(Vn—1(W2)/a Pu—1(W?) — bopo((y W)?)

1
- an«wvv)z))ww

La(I)

n
< ———sup E,_»[I[R]; W],
i w) P

where the sup is taken over all polynomials R of degree < n — 1 satisfying both (31) and
(32).

For the proof of Theorem 1.5, we need a lemma, which follows the classical ideas of
Freud. It is presented in Mhaskar’s book [24, p. 84 ff.] for Freud weights.

Lemma 2.2. Assume the conditions on W and r in Theorem 1.5. Let 1 < p < o0. Let
h : I — R be measurable, with

(45) /h(zﬂW)z =0.
I
Then
(46) I [RY Wi,y < Coll WY 2,1

where C), depends only on p, W, and .

Proof. We prove this first for p = oo, then p = 1, and then use interpolation to do
1 <p<oo.

Step 1: p = oo.
Assume first x € (¢, 0) and recall that we are assuming that Q’(x) < Q’(0) = 0 for
such x. Now

I[h](x) = *¢™ / ' h(t)e 22Oy (1) dt,

c

so, for a.e. x € (c, 0),

ITh] (x) = 20/ (x)e*2™ f Xh(r)e*ZQ“)wZ(r)dz+h(x>w2(x>

c

= [I[h] (X)W (x)]
IRWY Lo 1V Il Loy {2|Q/(x>|eQ<*> / e 20 dr + 1} .

IA
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Because Q' is increasing, and negative in (c, 0),

@7) 10 (x)]e2 / 00 gy < (O _1.

c

/x e 200 (1) dt

c

So, for x < 0,

AT )W )| < 3 Ly IBWY | L1y
Next, for x > 0, we use (45) to deduce that

d
I[h](x) = —e2Q<X>/ h(t)e 22Oy (1) dt

X

and proceed similarly. In summary,

MR Wl <30V o lhWY il o).

Step2: p = 1.
Now

0
TR Wiz, .0 =/ [1[AY ()W (x)] dx

0
[ 21etee

IA

dx

/ ' h()e 22Oy2(1) dt

0
+ / |h(x)le” 2y (x) dx

0 0
2 / h(t)]e 220y (1) [ / 10/](x)e0® dx} dr
| RV | F5) ¢ !

IA

0
+ f |h(x)le” 29|y (x)] dx

Here, as Q' < 0in (c, 0), in the integral,

0
/ 10'](x)e2®) dx = 20 — (2O < L0
t

SO

IR WL e.0 < Gl Lo a) IEW YLy c.0)-
Similarly, using (45), we deduce that

AWz, 0.0 < Gl a) IEWE L, 0.0)-

In summary,

AWz ey < GVl L) IEWE L, e.a)-

Step3: 1 < p < .
‘We would like to interpolate this inequality to get an estimate of the norm of 31|V ||z (1))
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in any L, space. However, the standard interpolation theorems do not seem to apply to
a space of functions restricted by the condition (45). Accordingly, we define (as did
Mhaskar [24, p. 86 ff.])

aotii = [ ewwr/ [ wy?
I I

and

L[h] = I[h — Ag[h]]'.
Note that 1 — Ay[h] satisfies (45), that is,

f (h — Aol (Y W)* = 0.

I

The above estimates show that, for p = 1 and p = oo,

ILIRIW L, ea) < Gl Lo Ith — AolhD WYL, (c.a)
< Gl L) UWAWY L, c.a) + AW L, c.a)

GV L) IEW L, c.a) <1 + ||W¢||Lq(c,d)//(ww)2> ,
1

IA

where ¢ is the dual parameter of p. The standard form of the Riesz—Thorin theorem
gives, for 1 < p < oo and some C depending on p, W, v,

ILIAIW L, c.ay < CpllEWY | L, c.a)-
Then for functions 4 satisfying (45), which is equivalent to Ap[h] = 0, we have L[h] =
I[h] and so obtain (46). [ |
We turn to
Proof of Theorem 1.5. Let R be a polynomial satisfying (31) and (32). The Jackson
inequality (33), followed by the lemma above gives
E, IR W] < nuallIIRT WL,
< Cm2IRWY |,y = Canp—a.

Thus (30) gives

yn,I(Wz) ? ynfl(Wz) ’ 2.2
OS( nicy ) _{<n)/n((1/fW)2)> i e

Here
v 2(YW)?) = inf f PX(y W)
PePy Jg
< |yl?_ inf / P*w?
= ”W”LOQ(I) PlenP,’,” l
= WL aya (WD,
Combining these last inequalities and rearranging gives (34). [ ]

|
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We record for future use

Lemma 2.3. Assume the hypotheses of Theorem 1.5. Then

n X 1
48 T w2 n— W2 e ——l /Y w 2 ) 1%
@ ” (an(Wz) /O Pr=t(W?) Vn((lﬂW)2)p (W) | ¢

f Pa—1(W?) sign(-) W?
1

Ly (I)

]

n
Vn—1 (W2)

where the constant Cs is independent of n but depends on W, .

Proof. Inview of Lemma 2.1, we must estimate the term by po((y W)?) that appears in
the left-hand side of (44). We showed in the above proof that the right-hand side of (44) in
Lemma 2.1 is bounded above by Cyn,—2(n/ ;-1 (W?).In estimating by, we can follow
similar steps to that for b;, j > 1, in the proof of Theorem 1.4, but extra difficulties arise
because

(49) /1 Po((WW)HH (Y W)* # 0.

Now as po((¥ W)?) is constant,

w1 (W? 0 d '
By = potcyw?) [ / + /0 H /0 pnl(Wz;x)dxi| W de
= po((Y W) ) (T + T»),

say. Integration by parts gives

0 x
I = —[ Pn-1(W? x) [/ (¢W)2(t)dt} dx,

c

d d
/ D1 (W?; x) [/ (¢W)2(t)dti| dx.
0 X

(It is here that we have to proceed differently from b;, j > 1, to circumvent (49).) Let

T,

AWy de, x € (0,d),

= sign(x) W2
f(x) = sign(x) (x) {fcx(lﬂw)z(t) dt, x€(c,0].

Then

Yn—1 (Wz)
npo((Yy W)?)
Observe that, since W(0) = 1,

d
by = f Pt (W2 ) f () W2 (x) dx.

d 0
FO04+) = /0 WW?  and  fO0-)=— / W),
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To take account of this jump discontinuity at 0, we define a function 4 such that 2(0+) =
f(01), by

1 1 d 0
h(x) = [5 /(¢W>2] sign(x)+5[/ <wW>2—/ (¢W>2]
1 0 c

Then f — h has limit O at 0, so is continuous there. Also, for a.e. x > 0,

d
(f =1 (x) = f'(x) =20/ (x)e*2™ f W W) — ¢ (x)
and, for a.e. x < 0,
(f =l (x) = f'(x) = =20/ (x)e*2™ / W W) — ¥ (x).

So (f — h)’ + ¥? has essential limit O at 0, and then f — h is absolutely continuous.
Moreover, the convexity of Q gives, as at (47),

(50) (F =@ <201} .  aexel

Next, split

w1 (W2 d
m):?t/(fW))z) 0 = / Puct (W2 X)(f — h)(x)W?(x) dx

d
+f Pact (W3 0)h(x)W(x) dx = 11 + 1.
Here

71l < Encalf = h: W1 < 0uall (f = DY Wi,y < 2002117 o) IW | oy

by our Jackson estimate (33) and our bound (50). Next, the definition of /& and orthogo-
nality of p,_ to constants gives

1
Il = [5 /I(WW)Z}

Combining these last two relations, and that from Lemma 2.1 gives the result. ]

d
/ a1 (W2 x) sign(x) W2(x) dx| .

3. A General Jackson Inequality

We shall deduce Theorem 1.3 from Theorem 1.5 and the following crude, but general,
Jackson inequality. More precise Jackson theorems for more restricted classes of weights
can be found in [7], [8], [24]. In this section only, we use the notation

Ey plf; Wl =inf{|[(f — P)W|L,u) : deg(P) < n}.
In the notation of the Introduction, of course,

E,[f; Wl = Enalf; W1

|
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Theorem 3.1. Let I = (c, d) be a finite or infinite interval containing 0. Let Q : [ —
[0, 00) be convex and let Q' be absolutely continuous in I, with Q'(0) = 0 = Q(0) and
0 positive in I1\{0}. Assume also that, for j =0, 1,

(51) lim+|Q”)(x)| =00 = lim 10 (x)].

LetW = e Cand1 < p < oo. Then there exists a decreasing sequence (11,) of positive
numbers with limit 0 such that for every absolutely continuous function f : I — R with
f'W e L,(I), we have

(52) En.p[f; W] < 77n||f/‘/V”Lp(1)~
We shall prove this in a series of lemmas. We may assume, by dilating /, that
1D (-2,2).

Throughout this section, we use special notation. We shall use integersn > 1 andm < n,
as well as parameters

(53) a_p, < i_ < —1 and 1 <Ay <ayp.

We denote by p(m) an increasing function that depends on m and W, while o (A_, 1)
denotes a function increasing in A, and decreasing in A_. These functions change in
different occurrences. The main feature is that o is independent of m, n, and functions f,
while p is independent of 1., and functions f. At the end, we choose m to grow slowly
enough as a function of #, and then AL also to approach the endpoints of I sufficiently
slowly.

Our strategy is to use the usual Jackson’s theorem to approximate f on [A_, A;],
and then to “damp down” this polynomial on [a_,,, a,,]\[A—, ;] using fast-decreasing
polynomials. Restricted range (or infinite-finite range) inequalities give the rest. We
begin with a technical lemma.

Lemma 3.2. Assume the hypotheses on Q in Theorem 3.1. Then:
(a) For 0 < p < oo and polynomials P of degree <n —2/p,
IPWllL,my < 2YPIPWIIL,ta_.a,1-
(b)

lima_, =c and lim a, =d.
n—0oQ n—oo

()

lim 8,/n = 0.

n—oo
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Proof. (a) This is part of Theorem 4.1 in [15, p. 95].
(b) This follows from the convexity of Q. See, for example, Theorem 2.4 in [15, p. 41].
(c) If 1 is finite, then (§,,) is bounded and the result is immediate. Now assume that /
is unbounded. Let » > 1 and assume a, > |a_,|, so that @, > §,. Then, from (18), as
xQ'(x) > 0in I, and as Q’ is nondecreasing in I,

n > la Q/(la ) fn d.x
—_ n n
? ? (17204, V& —a_p)(a, — x)
an dx
> 18,0'(38,)
? ? (/2a, (X + ap)(a, — x)

! dt
- l8;1Q/(18n) .
2 2 a2 V1 —1t2

Similarly, if a, < |a_,|, we obtain
dt
V=12

Since §, — 00 as n — 00, and since Q' becomes unbounded at both endpoints of 7,
we then obtain the desired limit. [ |

—1/2
n=> %t%IQ'(—%(Sn)If1

Lemma 3.3.

(a) There is a function o : (c, 0] x [0,d) — [0, 00), decreasing in the first variable,
and increasing in the second variable, with the following properties: let m > 1
and M+ satisfy (53). For all absolutely continuous f with f'W € L,(I), there
exists a polynomial R, of degree < m such that

oA, Ay) .,
(54 1 = RdWllL, a0 = TJr I Wile,m-
(b) Moreover, there is an increasing function p : Z, — (0, 00) depending only on
W such that
(55) IRaW L,y + 1RuW oy < o)W S Wz, + 11 Wi, m)-

Proof. (a) By the classical form of Jackson’s theorem [6, Theorem 6.2, p. 219], trans-
lated from [—1, 1] to [A_, A4 ], there exists R,, with

A=A
(56) If = RullL, g < COT”f 2,00

Here C is an absolute constant, independent of f, m, Ay. Then

Ay
1 = R)WillL, iy < COT”W”LOQ[A,,)UJ

— I Wiz, m)-
Willeoo s !
So we can take

o(A_, Ay) = ColAy — AWz pona]

w

Loolhe i ]
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(b) By the restricted range inequalities in Lemma 3.2,

S IR W, + IR Wiy < 2P IRa WLt ) + 1 R Wl Lt )
< 2" Ru o ant (W Lty + W Lac)-
Recall the Chebyshev inequality [6, Proposition 2.3, p. 101], valid for polynomials P of
degree < m:
[P )] < T OP Nl Locr-1.115 x| > 1.
Here T, is the classical Chebyshev polynomial of the first kind. By translating and
dilating this, and using the bound
1T (0)] < 2lxD)™, lx| > 1,
we obtain for some absolute constant Cy,

a_m

Ay —
IRl oot a1 = | Co—
Ay

m
— ) IRl Lo e s

Using the Nikolskii inequalities [6, Theorem 2.6, p. 102], we continue this for some
absolute constant C; as

_ m 2 1/p
IRl ot ay) < (Co“’” “"”) ( Cim ) I Rll, i 51
. Ay — A
(Co)™ (Crm)* P | Run | 1,15 1

IA

IA

Ay — A
(Co8u)™ (CLr)*? (I F L) + Co——NF L1 ) -
m
by the fact that [A1| > 1 and by (56). Using our bound (53) on A, we continue this as
IRm Lot ant < (Co8m)™ (CLm)*PIW ™ L a0

268
X (1 + C07> W fWlL, o + 1 WL,
Combining this and (57) gives the result. [ ]

To handle the norm of f W away from 0, we use the following lemma. It is an extension
of one that Mhaskar used extensively [24, pp. 75-76].

Lemma3.4. Letl < p < oo,andlet W be as in Theorem 3.1. Assume in addition that

: Q" (x)
58 1
( ) x—)c‘-lknéls’l;]cli)d— Q/(x)2

(a) There exists C > 0 such that, for x € I,

(59) ‘Q/(X)W(x) /X wl(t)dt| < C.
0
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(b) There exists C, depending only on p, W such that

(60) 10" eWllL, i) < Collg Wiz,

forall g : I — R absolutely continuous, with g(0) = 0 and g¢'W € L,(I).
(c) Moreover under the same conditions on g, there exists C,, depending only on p
and W such that

(61) 1AQT+ DgWliL,ay < Cplig' Wi, )

Proof. (a) Choose ¢ € (0, 1) and A € [0, d) such that

Q")

xe(d) = <l

An integration by parts shows that

X X d
/eQ<’>dt =f Q' (1) ' — (2D dr
A A dt

_ _ Q")
— ’ 1,0(x) / 1,0(A) Q@)
= Q0'(x)" ‘e Q'(A) e +/:4 /(t)ze dt

IA

Q'(x) el + (1 —8)/ eV at.
A
So
/ QD dr <710 (x)"1el™.
A
Note that, for x € (A, d),

A 10w Q(x)|: _ Q”(x)}
dx[Q(x) e“WV=e 1 IEE >0

s0 Q'(x)"'e2™ is increasing there. Then there exists C > 0 such that, for x € [A, d),
A
/ 2O dr < CQ'(x)1e2W,
0
So, for x € [A, d) and some C; independent of x,
/ eV dt < C1Q'(x)""e2W.
0

Since the left-hand side is an increasing function of x, while Q’(x)~! is a decreasing
function of x, this inequality also holds for x € [0, A]. So we have (59) for x > 0. The
case x < 0 is similar.

(b) We do this first for p = oo, then for p = 1, and then interpolate, as did Mhaskar.
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Step 1: p = .
Assume x € (0, d). Then, by (a),

1Q'gW|(x) = ‘Q'(X)W(X)/O @WYOW (1) dt

C”g/W”Lw(I)-

IA

Step2: p = 1.
Now as above

dx

K

d d
/ g WI(t) (/ Q’(X)W(x)dX> W) dt
0 t

d X
/OlQ'gwl(x)dx Q' (X)W (x) [/0 (g/W)(t)Wl(t)dt}

IA

d
/ lg'W|()dt.
0
A similar inequality holds in (c, 0), so we obtain

||Q,gW||L](I) =< ||g,W||L|(l)~

Step3:1 < p < oc0.
We have effectively shown that if we define the linear operator £ on L, () by

L[h](x) = Q' (x)W(x) /X h()yW™ ' (t) dt
0
(above h = g'W), then, for p = 1 and p = oo,

I1LMAIN L, ) < CpllhllL, )

331

Now the Riesz—Thorin theorem [2, Theorem 3.6, p. 213] shows that this holds in L, (1)

forany 1 < p < oco. Taking h = g’W then gives (60).

(c) Because Q' becomes unbounded at ¢ or d, while W*! are bounded in any compact
subinterval of I, it suffices to show that for finite c < r < 0 < s < d, there exists C > 0

(depending on r, s, and p) such that

I8Nz 1rs1 < Cpllg'llL, 1rs)-

s X p 1/p
gl = ( [ 1] ¢ dx)
r 0
s 1/p
(/ ”g/”{p[r_s] lep_l dx) s
r

Since

IA

the desired inequality follows.
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Since we do not assume (58) in Theorem 3.1, we also need a weaker version of
Lemma 3.4 that avoids that hypothesis.

Lemma 3.5. Assume W is asin Theorem 3.1. There exists a positive increasing function
& I — [0, 00) such that

(62) lim |®(x)| = o0,

x—>c+ or x—d—

andwith the following properties: Let g : I — R be absolutely continuous, with g(0) = 0
and g'W € L,(I).

(a) There exists C > 0 such that, for x € I,

(63) |®(x)|e ™ /0er<’> dr <C.
(b) There exists C, depending only on p and W such that

(64) 1P+ DgWllz,ay < Cpllg' Wiz, a)-

Proof. (a)Letx > 0 be such that

(65) Q(x) >20(1)

and choose A = A(x) > 1 to be the smallest number such that

Q(A) = 5 0(x).

(This will be possible as Q is continuous and increasing.) Since Q’ is increasing,

IA

A a Q'(A)

Q/(A)_l(eQ(x) _ eQ(A)) < Q/(A)_leQ(x).

Also,

A
/ e2® gt < Q/(l)—leQ(A) — Q/(l)e(l/Z)Q(x)_
1

Then

X 1
(66) e*Q(X)[ 20 4y < e*Q(X)f QO gy o+ Q’(l)e*(lﬂ)Q(X) + Q/(A)fl.
0 0

Let QE:]] denote the lower inverse function of Q when restricted to [0, d), so that
=110, 00) — [0, d) and

0 (y) = minfx € [0,d) : O(x) = y}.
Then
A= 07" o).
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Let

1
q)(x)—l — e—Q(X)/ eQ(f) dt + Q/(l)e—(l/Z) Q(x) + Q/(Q[J:“(%Q(X)))_l.
0
Then we have, by (66),

d(x)e 2™ / eV dr < 1.

0
Also
oG ow) = 0 om) < x.
50
(67) o) = 0TGN = 007

Moreover, we see that ® is increasing to oo as x — d with limit co there. For x > 0
for which (65) fails, we use the fact that ¢=2®) [7¢2? dt is bounded in a compact
subinterval of [0, d), and can just define ® to be constant there. Similarly, we handle
x < 0.

(b) One proceeds much as in Lemma 3.4. For p = oo, the inequality (63) ensures (as
in Lemma 3.4) that

1Pl + DegWllz.a) < Collg' Wiz

Next, note that for p = 1in Lemma 3.4, we did not use (58). Using (67) and its analogues
for other ranges of x, we have

@l <C(Q1+ 1D
and then the case p = 1 of Lemma 3.4(b), (c) give
1@+ DgWllL,ay < Collg WllL,y-

Now interpolation for 1 < p < 0o gives the rest. [ ]

Next, we need fast decreasing polynomials: xs denotes the characteristic function of
asetS.

Lemma 3.6. Let
—1<r<s<l.

There exists C > 0, and for n > 1, polynomials U, of degree < n/2 such that, for
X € [_la ]]7

172
|Un(x) = Xprs1 ()] < CeXP(-[% minflx —r|, [x — SI}} >

Here C is independent of n, x, r, s.
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Proof. Nevai and Totik [30, Corollary 2, p. 117] showed that there exist polynomials
P, of degree < n/4 such that, for x € [—1, 1],

1,2
1P, (x) — sign|(x) < Cexp(—l:%bcl:l )

The constant C is independent of n and x. For a € [0, 1], we set

1 X —a
S1a00) = 5 (1 +p, (—1 +a>> .

Since x € [—1,1] = (x —a)/(1 +a) € [—1, 1], and since (except at x = a),
1 . X —a
X(a,oo)(x) = E I+ s1gn l+ta

ni|x—a
|Sn,a(x)_X(a,oo)(x)| < CCXp — | =

we have

172
4 1+a] )
172

n
Cexp<—|:§|x—a|:| )

Sn,a(x) =1- Sn.fa(_x)v

IA

Fora € [—1, 0), we set

and see that it admits a similar estimate. Now we set
U,,(X) = Sn,r(x)(l - Sn,s ()C))
and use

X[r,s](x) = X(r,oo)(x)(l - X(s,oo)(x))

(except at x = r) to deduce that

" 12 " 12
|Up(x) = Xprs1(X0)] < CCXP<—|:§|X - V|] —i—exp(—[glx _S|i| )) u

From this, we conclude:

Lemma 3.7. With the restrictions on Ay in (53), there exist polynomials V, of degree
< n/2 such that, for x € [a_y, — 1, ap, + 1],

172
Xt 21 () = V()| < CeXP(— [ min{|x — A_[, |x — ?»+|}] )

n
8(82n + 1)

Here C is independent of n and x.

|
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Proof. Let ¢, denote the linear map of [a_;, — 1, az, + 1] onto [—1, 1], so that

X — (a—2n - 1)

Zn(x):_l‘i_ 5 + 1
2n

Let
r=4~0,(A) and s =4£,(Ay),
and
Vi (x) = Uy (£, (x)).
Then (except possibly at A_, A ),

|X[)\7,)L+](‘x) - Vn ()C)| = |X[r,s](£n(-x)) - Un(zn(x)”

172
<C eXP(—[% min{[¢, (x) — £, (A-)], [£,(x) — En()‘+)|}i| )

12
Cexp<— [ﬁ min{jx — A_|, [x — MI}] ) n

A

IA

Finally, we can give

Proof of Theorem 3.1. We may assume that f(0) = 0. (If not, replace f by f — £(0)
and absorb the constant f(0) into the approximating polynomial.) We choose n > 1
and 1 < m < n/2, and let A satisfy (53). Let R,, and V,, denote the polynomials of
Lemma 3.3 and 3.7, respectively, and let

P, =R,V,.
Then P, is a polynomial of degree < n, and

(68) E,plfs Wl = II(f = POWllL,a)
< W = POWle,o g+ 1 Wi, o\,
F N PWllL, i agn
=T +T,+Ts.

First,

(69) T; I1Cf = Ra)WllL,ia_ag + 1Rn(1 = VOWIL, a0

1 = R)WlL, i+ IRa Wil sl = VallL,p_ i
o(A_, y)

= T+||f/W||L,,(1)

+ o) f Wi, + 1L WiL,a)lIl = Vall, o

IATA

by Lemma 3.3(a), (b). Here by Lemma 3.5(b), for some C independent of f, m,n, Ay,

(70) IfWile,ay < CULF WL, )
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Moreover, by Lemma 3.7,

Ae " 12
1-V, L C — ——— mi —A_|,|lx —A d
It =Valleo a0 = / ) exp( r [8(52n+1) minly = A= Ix *@ ) *

n

with C independent of f, m, n, AL. Combining all these gives

m n

A

(71) Ty < 1f'WlL,m

The crucial thing here is that 0 and p are independent of f, n. Next, if ® is as in
Lemma 3.5,

(72) I,

IA

1Df Wi, a\iasn

d
1

P

Loo(I\[A-,A4])

IA

I Wiz, o

Loo(I\[A-,24])

by Lemma 3.5(b). Finally,

I < 1PWllL,qacs—tam+1nn_ae) T 1P WL, (\fa_g—1a,+11)
=: T3 + T3.

Here

T3 < |RaWl oo ) 1 Vall L, (tazsy =1 ass+ 1IN 2 D) -

For the first term in the product on the right-hand side, we can use Lemma 3.3(b) and
(70). For the second term, we can use Lemma 3.7:

P
IVallz, ta s —1ast 110002 1)

172
n
=Xe exp( —p | = min{lx —A_|, [x — A |}} >dx
/I\[A,m p( p[8(82n+1) +

6o +1
<C; n .
n
Thus
, Son + 1\"7
(73) Tals/)(m)annL,,m( = ) :

Next, let £,, denote the linear map of [a_,,, a»,] onto [—1, 1], so that

X —a-p,

() = =1+ —
2n
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‘We see that, for x > ay, + 1,

1 1
Zn(x) > En(a2n) +—=1+—
52n 62n

l n
e =(1+—) zexp(cl).
82n 32n

A similar estimate holds for x < a_,, — 1. Then

SO

T3,

IA

n
exp (—C—62 ) 165 PaW Il L, (1\la_20—1.a0+17)
n

n

21/p -C
exp ( 3

IA

> ”62 Pn w ”L,,[a_z,,,az,,]s

2n

by the restricted range inequality in Lemma 3.2(a). Then as |£,,| < 1in[a_j,, a2,], while
V. is bounded (independent of n there), we obtain

T3,

IA

n
C exp (—Cg) IR WL, la s0,a01

IA

n
exXp <_C8_) 'O(m)”f/W”Ln(l)'

2n

Combining all the estimates (namely, (68), (71), (72), (73)) gives

o(A_, A 1
ol hy) | H 1
m QL

1/p
n 82n

The functions o and p obey the conventions listed at the beginning of this section, and
are independent of f. For a given large enough n > 1, we choose m = m(n) to be the
largest integer < n/2 such that

S 1 1/p o 1/2p)
,O(m)|:<—2 * ) + exp (—Ciﬂ < (i) :
n 82;1 n

Since (by Lemma 3.2(c)) 8,,/n — 0 as n — o0, necessarily m = m(n) approaches oo
as n — oo. Next, for the given m = m(n), we choose the largest t < m such that

(74) Enplf; W1 1f'WlL,a

o(a_s, a;) < \/E
and then set A_ = a_, and A, = a,. Then (at least for large n and m = m(n)), (53) will
be satisfied, and

o(hoshs) _
— =

3~
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As o is finite valued, necessarily Ay — d and A_ — c asn — 00, so (recall (62))

— 0, n — oo.
Loo(IN[A=,A4])

1
)
Then denoting the term in { } in (74) by 7,, we have that (1,,) has limit 0 as n — oo, and

is independent of f. By a straightforward argument, we may modify them so that they
are decreasing. [ ]

4. Proof of Theorem 1.3

Proof of (21) of Theorem 1.3. First, recall the estimate (34) of Theorem 1.5:

2 2 2
yn—l(Wz) yn—l(W ) 2
) =A< —_— C .
‘( i~ =\ W¥ileen (W) +Cinysy
We shall show that
1 (W2
(75) yli(z) < 45m
Yn(W?)
and then using Theorem 3.1, and Lemma 3.2(c),
n— W2 : 311 g
(76) ‘(V‘—()) - A‘ —0 (—) +0(m2) = o().
nK, n

To prove (75), we use the well-known identity

1 (W2
Vyé—;vz)) = /, APt () () WA R) dix.

If we apply the restricted range inequality in Lemma 3.2(a), applied with p = 1 and to
W? rather than W, and if we use the fact that ay,, for W2 is ay, for W, we obtain

n— (Wz) an
yyéiwz) = 2/ |xp”_1(x)pn(x)W2(x)|dx
ay
< 2max{a,, l[a_,|} | Pt () () W2 ()| dx
< 44y,

as desired.
Next, define a polynomial 7, (x) of degree < n — 2 by

K

T[n(x) = }; —_ nin
D W)

Pn—1-
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We see that by orthogonality of p,_; W? to polynomials of degree < n — 2,

/7 Kll
(77) /1 W = /, (qn—nm pnl) ()7, (X) W2 (x) dx

fq,’,(x)nn(x)wz(x) dx

- /(q,,) W — 1(Wz)/qnpn W2

2

Kn
- w — .
)»[ /,1@0 )] (Vn—l(W2)>

Here we have used the definition of the inner product, the normalization (g,, g,) = 1,
and orthogonality. The identity (77) also implies, as its left-hand side is nonnegative,

2 2 B ?
78 w l—aln—"—-) .
78) /Iq”(w = ("yn_l(W%)
Now we continue (77) as
(79) < e >2W2 <! <7"" )2
/, Iy =0 o)
= o(l),

by (76). Then orthogonality of p,_; to polynomials of degree < n — 2 gives

1 2
80 e — pay ) WP

Kn 1)’ 2 2
+/1<n7)/n—1(W2) - ﬁ) Pi W =o(l). [ ]

Proof of (23) of Theorem 1.3 assuming (22). Since

n n 0 n— - 07
[Q(X) () = x/_op li|x()
Lemma 3.4(c) gives

(|Q|+1>[n 2 (0) — xn_}w

H =4 \/_ Prt Ly(I)

1
<C = — a1 | W = o(1). [ |
H [q \/Xp l} Lo(I) ?

For the asymptotics in the plane, we need an estimate for polynomials in the plane, in
terms of their values on a segment.



340 J. S. Geronimo, D. S. Lubinsky, and F. Marcellan

Lemma4.1. Letl < p <ooandletw € L,[—1, 1] be a nonnegative function. Let
W(H) = |sinb|/Pw(cos ), 0 e[—m ],

satisfy Szegd’s condition (4). Let P be a polynomial of degree < m. Then, for z €
C\[-1, 1],

P(2) o | DTEW: 1/9(2))
‘ V1 <Pl o e |20 00D
®(2) 1 —le(2)]
Proof. See, for example, Lemma 14.6 in [15, p. 395]. ]

Proof of (25). Let L, denote the linear map of [a_,, a,] onto [—1, 1], let LL=1 denote
its inverse, and let, as at (24),

W,(6) = WL (cos 0)), 0 €[—m m],
and
W, (0) = W,(0)|sin6]"/, 0 e[—7, 7].
Then the lemma gives (with p =2, m=n—1,w =W,)
(g, — (1/B pa_D) (LI (2))
9(2)"" ' D2(W,; 1/9(2))

1
’ [—11 [-1]
q, — —=DPn-1)oL WolL
|:( TV ) " ] "

12— , 1
=25 (fln B ﬁp”_l> W

In each closed subset of C\[—1, 1], there exists r > 1 such that in that set

(81) (1 —lp@I™

<z

Ly[—1,1]

=0(8,'%).

Lola_y,ay]

lp| >r > 1.
Moreover,
-2 (W 1 -2 1 B NV
D Wn; —— ) /D Wy, — )| = |D [sin -|"/%; ——
¢(2) @(2) ¢(2)
is bounded above and below in such a set. Then (25) follows. |

Proof of (27). This is very similar to that above, just apply Lemma 4.1 to

)
n(Ln(Z)) - n(o) - _/ n—
q q N Pn—1
and with W replacing W,,. We obtain
Gn(Ln(2) — 42 (0) — (1/V2) [y pucy
()" D=2(Wy; 1/9(2)

1 X
1+10 n—n()——/ n_)W
( IQI)(q q.(0) ﬁopl

o(1). |

(82) (1 —lp@I™h

IA

71_1/28;1/2

Lala—p.an]
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5. Proof of Theorem 1.1 and Corollary 1.2
We begin with a technical lemma:

Lemma 5.1. Assume that Q is as in Theorem 1.1:
(a)
0"(x)

i 0'(x)?

(b) Forn > 1 and polynomials P of degree < n,

1/2
(83) IPWleom < C (ai) Wl

(c) Letn > 1 and let
(84) gn(0) = 1+410'(ay cos0)], 0 €[—m, m].

Let O < r < 1. There exists C > 1 such that, for |z| <r andn > 1,

(85) €' < D(gw: /Y Q@) < C.

(d)
(86) Ci = Q@)= = Ca

n

Proof. (a) By (6) and the unboundedness of Q' at oo,
0 QW B

T Q)T xQ'(x)
(b) This is a special case of the Nikolskii inequalities. See, for example, [24, p. 94] or

[15, p. 295].
(¢) Now, if v >u > 0,

0, X — 00.

i v " t v
Q' (u) « Q) w 1t u
by (6). Similarly, we obtain an upper bound, and hence,
a / B
(87) V) 2 2@ _ (N
u Q' (u) u

Then, fort € [—m, 7],

llog(g, (1)) — log Q' (ax)
Q'(a, cost)

1
- POg (Q’(an) o )‘

1
B
< max {10g<Q/(a1) + 1) , | log | cost| |}.
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Then, for |z] <r < 1,

llog | D(gn: 2)/v/ O @)
‘J—/w[bg&xﬂ—%OgQTmJ]Re<ét+Z>dt
4 J_,

eit_z

11 T 1
< — +r/‘ max { log +1 ,|10g|cost|ﬁ| dt.
4w 1 —r - Ql(al)

(d) As Q' is increasing,

1 /
2 [l < 6,0y,

n =

o J1-12
Also,
2 ! (@:/2)Q'((an/2)) / 1! 1 I\148
ni;/;/zﬁdfianQ(an);/l/z mdf(z) ,
by (87). [ ]

Proof of (7) of Theorem 1.1. The weight W = exp(— Q) is even, so the numbers a.,
become just +a,, while §, = a,. We apply Theorem 1.5 and note that, from (75),
Vn—1
1z

< da,,

while we may take as the number 7, in the Jackson inequality (33),
ap
Nn = Cc—.
n

See [24, p. 81] or [7]. Then (76) becomes

2 2 2
wo (o)
nk, n

so, from (79),

[ (s ) W= = (o) =o(%)
 — N——————Dn_ <-—|\n—) = — .
AT, S wy P! o\ wy n

Then also,

nK, 1 ’ <an)2
—n A=)
Vn—l(W ) \/X n

S R R

Next, we estimate g, (0).

so (80) yields
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Lemma 5.2. Assume the hypotheses of Theorem 1.1. Then

(89) lg.(0)] < C\/E.
n

Proof. Firstletus denote the Sobolev orthogonal polynomial for the special case = 1
by ¢,;. By Lemma 5.1(b),

n an
(90) lg, W1(0) SC,/a—IIq:WIIL2<R> SC,/;,

by (78), with ¢ = 1 and the estimates (88) above. Now we return to general v, denoting
as usual the corresponding Sobolev orthogonal polynomials by g,,. The triangle inequality
gives

OD 19.0) =g, OIIY Wi,y < 1(@n —g)¥Y WL,
+ ”[(qn - CI,T) - (QH - q:)(o)]wW”Lz(R)

Here by (78) and (88) applied to g, and g,

Qn
92) 1Gn — g )¥ Wll,® < gy Wil,® + g, ¥ Wil,® < C;-
Next, by Lemma 3.4(c),

10(@n — ;) — @0 — )OI W] L,®
< Wle.®Call(@n —a;)WiL,m®

1 1
< GlYil.® |:<q,/1 - —pn—l) - (q;” - —pn—1)1| w
VA VA Ly(R)
an

<C—,

~on
by (7) applied to g, and ¢;;. Combining the last inequality and (91), (92) gives

ay

93) g,(0) — g,,(0)] < C;.
Then (90) gives the result. u

Proof of (8). This follows from what we have just proved, (7), and Lemma 3.4(c).
More precisely, Lemma 3.4(c) gives (recall that (58) is valid by Lemma 5.1 above)

1 * a
94 1+10 n—,,O——[ n)W :0<l>.
(94) H( KR (q gn(0) N Pn—1 . .

By Lemma 5.2,
a
g O A+ 1O DWL®) < C,/g.

Note that Lemma 5.1(a) implies that for each & > 0, Q">W¥ is decreasing for large x, so
the norm in the last left-hand side is finite. Then (8) follows. |
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Proof of (9) and (10). The Nikolskii inequality in Lemma 5.1(b) and (7) gives

/ 1 n ’ 1 ay
H (q,, - ﬁpn—l) w e =C a <qn - ﬁl’nq) w L <C o
Then Lemma 3.4 gives
e )
\/X 0 Loo(R) n
Our estimate above for g, (0) then gives the result. m

Proof of (12) and (13).  First, (12) follows from (7), (81), and the fact that LL"1(z) =
a,z in this even case. For (13), we use (82) and (94) to obtain, uniformly for z in closed
subsets of C\[—1, 1],

qn (anz) —qn (0) - (l/ﬁ) foanz Pn—1
9@)" D2 (W 1/9(2))

(95) (1 —lp@I™"

< ijl/Zanfl/Z

~o(¥n).

1 X
T+ D gy —gu(0) — — -1 | W
(101 )(q 41(0) Nl 1>

Lola—p,ay]

n

Here by (26) and Lemma 5.1(c), (d),

D72 <W* L) /D72 (W . L) —
" 9(z) " 0(2)

an

n

an

n

D™ | gn; ——
®(2)
is bounded above and below for z in closed subsets of C\[—1, 1]. Also, as log W, <0,

ID*Wy;w)| <1, Jul < 1.
Hence the term

0n(0)/ (rp(z)"Dz (W:; L)) D2 (W,,; L)
@(2) @(2)

decays geometrically, in view of the decay (89) of ¢,(0), and the geometric growth of
the denominator. We can then drop ¢, (0) in (95) and (13) follows. |

< C|qn<0>|ai Jle()I"

n

Proof of Corollary 1.2. From [15, Theorem 15.1, p. 402],

| 2 > pa
Ya1(W?) = \/T_JT(%> exp(; %ds)(l + o(1)).
0 2 —

Then (76) gives the result. Similarly, the L, asymptotics (15) follow directly from (7) of
Theorem 1.1 and the L, asymptotics for p,_; given in [15, Theorem 15.1, p. 402]. The
asymptotics in the plane (16) follow from (12) and asymptotics in the plane for p,_;
given in [15, Theorem 15.1, p. 402]. Finally the pointwise asymptotics on the segment
[—a,, a,] follow from (9) and Theorem 15.3 in [15, p. 403]. (We warn the reader that
the notation used there is a little different.) |

|
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