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Abstract

A centered L?-norm based test statistic is used for testing if a high-dimensional mean
vector equals zero where the data dimension may be much larger than the sample
size. Inspired by the fact that under some regularity conditions the asymptotic null
distributions of the proposed test are the same as the limiting distributions of a chi-
square-mixture, a three-cumulant matched chi-square-approximation is suggested to
approximate this null distribution. The asymptotic power of the proposed test under
a local alternative is established and the effect of data non-normality is discussed. A
simulation study under various settings demonstrates that in terms of size control, the
proposed test performs significantly better than some existing competitors. Several
real data examples are presented to illustrate the wide applicability of the proposed
test to a variety of high-dimensional data analysis problems, including the one-sample
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problem, paired two-sample problem, and MANOVA for correlated samples or inde-
pendent samples.

Keywords High-dimensional data - Matrix variate data - One-sample problem -
Two-sample problem - MANOVA - Linear hypothesis - Chi-square-type mixtures -
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1 Introduction

In this paper, we are interested in the one-sample problem for high-dimensional data.
Here “high dimension” means “the data dimension is close to or even much larger than
the sample size”. High-dimensional data are encountered when many measurements
are taken on only a few subjects. For example, in DNA microarray data, thousands
of gene expression levels are often measured on a relatively few subjects. With rapid
development of data collecting technologies, high-dimensional data become rather
common and attract many research efforts nowadays. Many new methods are proposed
for high-dimensional hypothesis testing problems about mean vectors or covariance
matrices in recent years, see, for example, Li et al. (2020), Bai et al. (2021), Zhang
etal. (2021), and Silva et al. (2021) among others. The canonical one-sample problem
aims to test if the population mean vector of a sample is a zero vector, and many
interesting and more complicated hypotheses can be converted to it by some simple
transformations, such as in the one group repeat measurement designs (Ahmad et al.
2008), in the mean matrix structure of transposable data (Touloumis et al. 2015), the
two-sample problem (Chen and Qin 2010), and the multi-sample problem (Schott
2007).

The classical solution to the multivariate one-sample problem is Hotelling’s 72 test.
However, Hotelling’s 7 test does not apply to high-dimensional data when the data
dimension is larger than the sample size because in this case the sample covariance
matrix is not invertible. To overcome this problem, many alternative tests are then
proposed to test the one-sample hypothesis in high-dimensional settings. Srivastava
and Du (2008) proposed a scale-invariant test. Park and Ayyala (2013) proposed a
leaving-one-out scale-invariant test. Wang et al. (2015) proposed a nonparametric
one-sample test based on the multivariate spatial sign transformation for elliptically
distributed data. Feng and Sun (2016) proposed a scale-invariant nonparametric test
based on spatial ranks and inner standardization which can also take the scale difference
of variables into account. Some other tests include the random permutation based test
proposed by Shen and Lin (2015), the randomization test proposed by Wang and Xu
(2019), block diagonal test by Zhao (2017), the diagonal likelihood ratio test by Hu
et al. (2019), the sign test by Paindaveine and Verdebout (2016), the composite T2
test by Feng et al. (2017), shrinkage-based regularization tests by Chen et al. (2011),
Shen et al. (2011) and Dong et al. (2016), and the empirical likelihood test by Peng
et al. (2014) among others.

Many existing tests, such as the tests by Srivastava and Du (2008) and Wang et al.
(2015), use normal approximation to approximate their null distributions. However,
for most tests, normal approximation is only valid under very strong conditions on
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Testing high-dimensional mean vector with applications 1107

the underlying covariance matrix as noted by Katayama et al. (2013). One of the key
conditions requires that the high-dimensional data are less or nearly not correlated.
To relax the assumptions on the underlying covariance matrix, Zhang and Xu (2009)
proposed an L2-norm one-sample test for normal data based on the two-cumulant (2-c)
matched Welch—Satterthwaite x 2-approximation. For one-group normally distributed
repeated measures designs, Ahmad et al. (2008) proposed a test with the 2-c matched
x2-approximation, and Pauly et al. (2015) proposed a test with the three-cumulant
(3-¢) matched Xz—approximation of Zhang (2005).

In this paper, we propose and study a normal reference test with the 3-c matched x2-
approximation for a general one-sample problem with non-normal high-dimensional
data. We show that under some regularity conditions, when the null hypothesis is true,
the proposed test statistic and a x >-type mixture have the same normal or non-normal
limit distributions. It is then justifiable to approximate the null distribution of the test
statistic using that of the x2-type mixture. The distribution of the y2-type mixture
which has both positive and negative unknown coefficients can be well approximated
by a 3-c matched y2-approximation with the approximation parameters consistently
estimated from the data. Since the x >-type mixture is obtained from the test statistic
when the null hypothesis holds and when the data are normally distributed, the resulting
test is termed as a normal reference test with 3-c matched y-approximation.

The proposed test has a close relationship with the test proposed by Pauly et al.
(2015) but the two tests have several different aspects as listed below. First of all, our
testis investigated for general non-normal data and one-sample tests with other types of
data can be reduced to our one-sample test via some simple transformations while their
test is studied only for normally distributed repeated measure designs. Second, the test
proposed by Pauly et al. (2015) is based on a nonnegative squared LZ-norm statistic
and their approximation essentially follows Hall (1983) by matching the third moment
of normalized variables. On the other hand, our statistic is a centered squared L%-norm
statistic and our approximation is formulated as in Zhang (2005) for a y 2-mixture with
both positive and negative coefficients. Third, our approximation parameter estimators
are constructed directly without using U-statistics and are ratio-consistent under the
null or any alternative hypotheses while their approximation parameter estimators
are constructed using U-statistics which are often time and space consuming and are
ratio-consistent only under the null hypothesis. In practice, one does not know if the
null hypothesis holds. Fourth, the asymptotic power of our test is established, the
effect of the data non-normality on our test is discussed, and a sufficient and necessary
condition is found for the asymptotic normality of our test. These are not discussed in
Pauly et al. (2015).

The rest of the paper is organized as follows. Our main results are presented in
Sect. 2. A simulation study is presented in Sect. 3. Applications of our test to one-
sample problems with other types of data are presented in Sect. 4. Some concluding
remarks are given in Sect. 5. The technical proofs of the main results are outlined in
the Appendix.
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2 Main results

Our study is motivated by a multivariate analysis of variance (MANOVA) problem
for dependent samples. Suppose we have n independent, identically distributed (i.i.d.)
q % k matrix variate observations X; = (x;1,...,Xx), i = 1, ..., n. The k columns
of the observation matrix X; correspond to matched multivariate observations from
k different samples. Unlike the usual MANOVA problem for independent samples,
we assume the observations of the k samples are matched, and allow possible depen-
dence between matched observations from different samples. Besides, as frequently
encountered in many practical problems, such as in the time profiles analysis (Ahmad
et al. 2008; Pauly et al. 2015), we allow & (or ¢) to be large, even be proportional to the
sample size n. The interested problem is whether the mean vectors of the k samples
are the same, i.e., to test

Hp : E(x11) = --- = E(x 1) versus H; : Hy is not true. @))

In this paper, instead of trying to solve above specific problem directly, we treat it
as a special case of the following one-sample problem. Suppose we have one high-
dimensional sample:

Yis-.., Yy, areiid. p -dimensional random vectors, 2)

with E(y;) = p and Cov(y;) = X where the dimension p is big, and may be much
larger than the sample size n. Consider the following hypotheses:

Hy: w=0 versus Hy: pu#0. 3)

In many situations, one may be interested in testing the hypotheses: Hy : p = puy
versus Hy : p # po for some known constant vector p. This general one-sample
problem can be reduced to the one-sample problem (3) based on the induced sample
Y — Mg, i =1,...,nand with u replaced by u — p. To see the connection between
hypotheses (3) and (1) ,let P = I — k' Ji, where I isak x k identity matrix and
J ik is a k x k matrix of ones. The hypothesis Hy in (1) is equivalent to vec[E(X 1) P] =
E[vec(X | P)] = 0, where vec denotes the matrix vectorization by column operator, so
to test the hypothesis Hy in (1) for the original sample X;, i =1, ..., n, we can just
test the hypothesis Hy in (3) for the induced sample y; = vec(X; P),i =1, ..., n.

2.1 Asymptotic null distribution

Let
n n
y=n"Y y. ad T=m-D"> - —-»" )
i=1 i=l

denote the sample mean vector and covariance matrix, respectively. Inspired by the
two-sample test of Bai and Saranadasa (1996), the test statistic for testing the one-
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Testing high-dimensional mean vector with applications 1109

sample problem (3) can be constructed as

Top = nl3I — (), ©)
where || - || denotes the usual L2-norm of a vector. We can write
Top = Tup.o +2Sup + nllel?, 6)
where
Typo =nly = ul* —e(®), Spp=np'(F—p. @)

Note that 7}, o has the same distribution as 7, , under the null hypothesis.

When the sample (2) is normally distributed, it is easy to see that for any given
n and p, the distribution of T, , o has the same distribution as that of the following
x2-type mixture

p
ii.d. ii.d.
n*,p,O = Z)\p,r[Ar — B, /(n=1], A ~ Xlzs B, ~ X,%_ly ®)

r=1

where Xf denotes a central chi-square distribution with v degrees of freedom, A, ., r =
1, ..., p are the eigenvalues of the covariance matrix X The first three cumulants of
Tn*%0 are given as E(Tn*,p,O) =0,

2n
n—1

8n(n —2)
(n—1)?

Var (7}, o) = tr(2?), and E(T;3, ) = w(X?. )

Now we study the asymptotic property of 7,, when both n and p tend to infinity.
Although the situation described by this kind of high-dimensional asymptotics never
happens in reality, the high-dimensional property of 7,, gives a hint how it behaves in
the practical scenario that when both sample size and data dimension are large, or when
the data dimension is comparable to the sample size. More importantly, the limiting
behavior of 7, provides a guidance for properly approximating its null distribution
and the p value of the corresponding test when both n and p are large.

Set pp,r = )Lp,r/\/tr(EZ), r =1, ..., p. The following conditions are convenient
for the theoretical study:

Cl Wehave y, = u+ Tz, i=1,...,n, where I' is a p x p matrix such that
I'T" = ¥ and z;’s are i.i.d. p-vectors with E(z;) = 0 and Cov(z;) = I, the
p x p identity matrix.

C2 We have E(zf'r) =3+ A < oo where z;, is the r-th component of z;, A is some

constant, and E(Z;"rl1 .. Z?Z/ ) = E(Zf‘rll) .. .E(z?r"q ) for a positive integer g such
that Z[rI:lar <8andr; #--- # ry.
C3 Wehavelim, oo pp,r = pr, r = 1,2, ..., uniformly andlim, oo 37 pp,r =

3721 pr < 0.
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C4 Asn, p — oo, we have p/n* —> 0.
C5 As p — 00, we have pp max — 0 where pp max = max’_, pp .

Conditions C1 and C2 are also imposed by Bai and Saranadasa (1996) and Chen
and Qin (2010), respectively. They specify a factor model for high-dimensional data
analysis. Condition C3 is also imposed by Zhang et al. (2020), it ensures the existence
of the limits of A, , as p — oo and the exchangeability of the limit and sum-
mation operations in the expression lim,_, oo Zle Pp,r- Condition C3 implies that

Yyl Ppr = 2241 Prasp — ooforany fixedg < p,and 3772y por —> 0
asq — oo.Itis used to ensure that the limiting distributions of the normalized versions

of Ty, po and T, n .0° namely,

k
~ Tn,p,O and T* Tn p.0

T p0 = : —
0 \/2—2 np0 = \/72
(n—1) (n—1)

are non-normal. Condition C4 is needed by Lemma 1 presented in the Appendix which
proves the ratio-consistency of the estimator (20) of tr(X 3). It is also needed by The-
orems 4 and 5 . This condition is weaker than the condition “p/n —> ¢ € (0, 00)
as n, p — oo’ imposed by Bai and Saranadasa (1996). It allows p/n —> o0 as
n, p — oo but only allows p to diverge in a slower rate than n2. Condition C5 is also
imposed by Bai and Saranadasa (1996) and it is used to ensure that the limiting distri-
butions of 7}, , 0 and 7, p o are normal. Conditions C3 and C5 impose two exclusive
constraints on the elgenvalues of the covariance matrix X so that the limiting distri-
butions of 7~‘n, p,0 and 7:; .0 are non-normal and normal, respectively. Theoretically
speaking, when the eigenvalues of ¥ are in the same order (e.g., under a non-spiked
covariance model where no eigenvalues of X can dominate the other eigenvalues),
Condition C35 is satisfied so that T}, ;o and 7, p o Will be asymptotically normally
distributed and when the sequence of decreasmgly ordered eigenvalues of X tends
to 0 quickly (e.g., under a spiked covariance model where a finite number of eigen-
values dominate the remaining eigenvalues asymptotically) such that tr>(X)/ tr(X 2)
tends to a finite limit, Condition C3 is satisfied. In real data analysis, largely speaking,
when the p-components of an observation are nearly uncorrelated, Condition C5 is
approximately satisfied and when they are moderately or highly correlated, Condition

(10)

L
C3 is approximately satisfied. Let £ denote equality in distribution and — denote
convergence in distribution. We have the following useful theorem.

Theorem 1 (a) Under Conditions C1, C2 and C3, as n, p — 00, we have
- c . c
Ty po— ¢, and T, po— ¢ (1

d.
where ¢ £ Y o, (A, = D/VZ, A, R X2

(b) Under Conditions Cl1, C2 and C5, as n, p — 00, we have
Trpo —> NO, 1), and T, 4 > NO, 1. (12)
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Then under the conditions of (a) or (b), we always have

sup | Pr(Ty,p0 < x) = Pr(T,), o < x)| —> 0. (13)
X

In one-sample test for normally distributed repeated measures designs, a theorem
comparable with Theorem 1 has been proved by Pauly et al. (2015). However, the
authors failed to extend it to non-normal repeated measures designs in their paper.
Theorem 1 provides a theoretical justification for us to use the distribution of 7,7
to approximate the distribution of T}, , o. Notice that T .0 is obtained when the data
(2) are normally distributed. Thus, we term the distribution of T .0 88 the normal-
reference distribution of 7;, p 0.

2.2 Implementation

To implement the proposed test, we approximate the null distribution of T}, , using
that of Tn* 0" Different from the L2-norm test studied in Zhang and Xu (2009), whose
null distribution is the same as a x2-type mixture with only positive coefficients, the

distribution of 7, 2.0 is the same as a x 2-type mixture with both positive and negative

coefficients. For such a y >-type mixture, Zhang (2013) showed, with some simulation
studies, that the 2-¢ matched xz—approximation method (Welch 1947; Satterthwaite
1946; Box 1954) adopted by Zhang and Xu (2009) should not be used to approximate
the distribution of 7" .0 o- Rather, the 3-c matched x 2_approximation method of Zhang
(2005) should be used.

One obvious advantage of the 3-c x 2-approximation method for approximating the
distribution of T* .0 Over the normal approximation suggested by Bai and Saranadasa

(1996), and the 2-c matched x 2-approximation method used by Zhang and Xu (2009),
is that the former matches the first three cumulants while the latter two only matches
the first two cumulants. So it is expected that in terms of size control the 3-c x2-
approximation should be more accurate than the normal approximation and the 2-c
matched y2-approximation. In fact, Zhang (2005) showed, theoretically in terms of
upper density approximation error bound and via simulation studies, that the 3-c
matched y2-approximation has a much better accuracy than the normal approximation
even when the normal approximation is adequate.

By the 3-c matched x>-approximation method of Zhang (2005), we approximate
the distribution of 7, 2.0 using the distribution of the random variable

R = Bo+ Bix3, (14)

where the parameters Sy, 81 and d are determined via matching the first three cumu-
lants of T* 2.0 and R. The first three cumulants of 7' p,0 Are given in (9) while by (14),

the first three cumulants of R are given by By + ﬁ]d , 2,312d , and Sﬂfd , respectively.
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1112 J.-T.Zhang et al.

Matching the first three cumulants of 7, 2.0 and R then leads to

ntr2(x?) 8 (n—2)tr(X3) nn—1)3(X?)
= _

b= e n—hwEd) T m-2ruw(xd)

15)

The parameter d is usually called as the approximate degrees of freedom of the 3-c
matched x2-approximation to T* ».0- Note that since ¥ is always nonnegative, we

always have By < 0, 81 > 0, and d > 0. This is reasonable since T* 0 is a x2-
type mixture with both positive and negative coefficients. Using d deﬁned ‘above, the
skewness of 7, ,  is given by

E(T,3, o)/ Var'/2(T;}, ) = (8/d)'/*. (16)

To implement the proposed test in real data analysis, we need estimate tr(X?) and
tr(X3) consistently. Let their ratio-consistent estimators be denoted respectively as

tr(X?) and tr(X?). Then the ratio-consistent estimators of By, 81 and d are respectively
given by

2  ovier 330 N Trer 32013
P (03] A LS S NI 212) IER
(n — 2)r(X) - Dir(Z2) (=27 (232

For any nominal significance level « > 0, let Xg(a) denote the upper 100« percentile
of sz. Then by (17), the proposed test for the one-sample problem (3) using 75,
with the 3-c matched y2-approximation is then conducted via using the approximate

critical value ﬁo + ,31 ng () or the approximate p value Pr [ X; > (Ty,p — ,30) / 51]
In practice, one often uses the following normalized version of T}, ,:

3 T,
7o =P (18)

n.p —
V2 tr(Z?)
Then to approximate the distribution of 7, , using that of Bo + B X; is equivalent

to approximate the distribution of f,,, p using that of ( X{% —d) /v 2d. In this case,
the proposed test for the one-sample problem (3) using fn, p with the 3-c matched
x2-approximation can also be conducted via using the approximate critical value
[Xg(a) — c?]/\/ 2d or the approximate p value Pr (Xg > d+ 25?71,,,,,).

We now consider the ratio-consistent estimators of tr(X¥?) and tr(X?). By Lemma
S.3 of Zhang et al. (2020), a ratio-consistent estimator of tr(X?) is given by

w(F?) = = (19)

— _1)\2 2/%
) [U(ﬁz) L (2)} |
n—=2)(n+1)
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where ¥ is the sample covariance estimator of X as given in (4). When the data (2) are
normally distributed, we have 3~ W,(n—1, X/(n—1)), a Wishart distribution with
n — 1 degrees of freedom and covariance matrix ¥ /(n — 1). Then under Condition
C4, by Lemma 1 given in the Appendix, an unbiased and ratio-consistent estimator of
tr(X7) is given by

(2 =

n—1)* s 3uB)uE) 2033
n?2+n—6)(n2—2n-3) (n—1) (n—1)2

} . (20)

—

We conjecture that when Conditions C1, C2 and C4 are satisfied, tr(X 3) is also ratio-
consistent for tr(X3) for non-normal data. This is partially confirmed by the simulation
results presented in Sect. 3 and in the Supplementary Material where the proposed test
works well in terms of size control regardless of whether the data are nearly uncorre-
lated, moderately correlated or highly correlated and whether the data are normally or

o

non-normally distributed. A theoretical justification of the ratio-consistency of tr(X>)
without the normality assumption, like the one given in Lemma 1 for normal data, is
theoretically interesting and mathematically possible but expectedly rather laborious

because the evaluation of the mean and variance of tr(X?) for non-normal data will be
much more complicated than those in the proof of Lemma 1 for normal data. Further
research in this direction is interesting and warranted. It is worthwhile to mention
that a U-statistic based estimator of tr(X?) is given by Pauly et al. (2015) (Theorem
8.2). However, this estimator is often time-consuming, especially when both n and
p are large. Further, its ratio-consistency is proved under the null hypothesis and the
normality assumption as well.

2.3 Asymptotic power

In this subsection, we investigate the asymptotic power of T, ,. By (6), we have the

expansion 7, p 4 Ty, p,o+28:, p+nlpn ||2 where T, , o has the same distribution as 7, ,,
under the null hypothesis and Var (S, ,) = npu" X p. Following Bai and Saranadasa
(1996), let’s consider the power of T}, ,, under the following local alternative:

asn, p — oo, np' Tp = o[tr(X?)]. 1)

This is the case when Var(S,, ,) = o[Var(T, o) sothat T, , =T, p.0 + nllpel? +

op [/Var(T,, p.0)] since E(Sy, ) = 0.

Theorem 2 Assume that 30, ﬁl and d are the ratio-consistent estimators of Bo, B1 and
d asn, p — oo, respectively. Then, (a) Under Conditions CI, C2, C3, and the local
alternative (21), as n, p — 00, we have

2 2
s, _ xg(e) —d nilpl
Pr [Tn,p > fo + pi X[;(oz)] =Pr [C > Nz 2tr(22):| [1+o(D)],
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where ¢ is defined in Theorem 1(a).
(b) Under Conditions C1, C2, C4, C5 and the local alternative (21), asn, p — 00,
we have

nlpl®

V21t (X?)

where 7, denotes the upper 100a-percentile of N(0, 1) and @ (-) denotes the cumula-
tive distribution function of N(0, 1).

Pr( Ty = o+ Aixie]| =@ [—za - } [1+o(D)],

For any d > 1 and a small «, it is easy to check that we always have z, <
[ xj (@) —d]/ /2d. This shows that under Conditions C1-C3 and the local alternative
(21), the asymptotic size and power of the proposed test with the normal approximation
are expected to be “artificially” larger than those of the proposed test with the 3-c x2-
approximation. This is consistent with what we observe from the simulation results
presented in Sect. 3.

2.4 Effect of data non-normality

The validness of the proposed normal reference test is guaranteed by Theorem 1. In this
subsection, we aim to further investigate the effect of the data non-normality onto the
proposed test. That is, how does the data non-normality affect the performance of the
proposed test? To answer this question, we study how to approximate the distribution
of T, po directly using the 3-c matched x >-approximation. To this end, we compute
the first three cumulants of 7, , ¢ as in the following theorem.

Theorem 3 The first three cumulants of T, , o are given by E(T, p0) =0,

8n(n —2)
(n—1)?

r(X3) + 4n—T
(n—1)2%

2n

Var(Ty. p.0) = ltr(Ez), and E(T;} , o) =

n—

where ¥ = E[(y; — )T (y, — w)I°.

It is seen from Theorem 3 that the data non-normality affects the third moment
of Ty, p,0 only. To approximate the distribution of 7}, , o directly using that of W =
by + by X% via matching the first three cumulants of 7, , o and W, the parameters
bo, b1 and f are obtained as

bo = Bo/8, b1 = B8, and f =d/8%, whered =1+ T/[2(n —2)w(Z>)],
(22)

and By, B1 and d are given in (15). Note that the skewness of T, , ¢ is given by
E(T,) ,.0)/ Va2 (T, p.0) = 8/ ). (23)

The quantity 7" can be seen as a non-invariant measure of multivariate normality
based on skewness (See, e.g., Sect. 3.1 of Henze 2002). When the data (2) are normal, it
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Testing high-dimensional mean vector with applications 1115

is easy to show that " = O so that § = 1, by = Bo, b1 = B1, f = d and the skewness
(23) of T, po reduces to the skewness (16) of Tn*j .0 a8 expected. However, when
the data (2) are non-normal, we may not have 7 = 0 and hence the approximation
parameters bg, by, f, and the skewness of T, o are all affected by the data non-
normality. Fortunately, we can show the following result.

Theorem 4 (a) Under Conditions C1 and C2, we have ¥ < (A24+6A+9)3/* tr3/2(x?)
where A is given in Condition C2; and (b) Under either Conditions Cl, C2 and C3
or Conditions ClI, C2 and C4, we have § =1+ o(1) asn, p — o0.

Theorem 4 says that under Conditions C1, C2 and C3 or Conditions C1, C2 and
C4, the data non-normality on the proposed normal reference test can be ignorable
asymptotically so that we have bg = fo[l + o(1)], b1 = B1[l +o(1)], f =d[l +
o(1)] and the skewness of T, , o and that of Tnf .0 are also asymptotically equal.
The following theorem gives a sufficient and necessary condition for the asymptotic
normality of T}, .0

Theorem 5 Under Conditions C1, C2 and C4, as n, p — o0, Tn,p,o i) N, 1) if
and only if d —> oo where d is given in (15).

Theorem 5 indicates that when d is small, the normal approximation to the distri-
bution of 7;, , o is unlikely to be adequate.

3 Simulation study

In this section, we conduct a simulation study to compare the proposed normal ref-
erence test with the 3-c matched y2-approximation (denoted as Tj.,), against the
L?-norm based test with the 2-c matched y2-approximation proposed by Zhang and
Xu (2009) (denoted as Tzy), and the tests proposed by Bai and Saranadasa (1996),
Chen and Qin (2010) and Srivastava and Du (2008) (dented as Tgs, Tco and Tsp,
respectively). The original Tgs and T¢c are two-sample tests and the corresponding
one-sample tests adopted here are respectively given by (1.2) and (1.5) of Zhou et al.
(2019). Note that the null distributions of Tggs, Tco and Tsp are all computed using
the normal approximation.

In each run, we generate the high-dimensional data (2) using y; = p+ % 1220 =
1,...,n where p = §h with the components of z; i.i.d. generated from the following
three models:

~ Model 1: 2, 7 =1,..., p = MO, ).
iid.

— Model 2: z;, =u)ir/«/§, r=1,....,pwithw;,, r=1,...,p ~ t4.

. ii.d.

— Model 3: zjx = (w; — 1)/\/5, r=1,...,pwithw;, r = 1,...,p”~ X12~
Based on the above three models, the resulting data are normal, symmetric but non-
normal, and skewed and non-normal, respectively. The covariance matrix is specified
as ¥ = o?[(1 — p)I, + pJ,]. Some additional simulation results with different
covariance structures are presented in the Supplementary Material and the conclusions
are similar to those presented in this section.
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Note that the tuning parameters §, h and p are used to control the mean vector
and the data correlation, respectively. Note also that the power of a test will increase
with increasing the value of § and the data correlation will increase with increasing
the value of p. For simplicity, without loss of generality, we set h = u/| ul| with
u=(1,...,p)" and set 0> = 1. To compare the performance of the tests under
consideration with various settings, we consider three cases of dimension with p =
50, 500, 1000, three cases of sample sizes with n = 30, 60, 120, and three cases of
data correlation with p = 0.1, 0.5 and 0.9.

In the simulations, empirical size and power of a test are calculated as the propor-
tions of the number of rejections (i.e., number of runs when calculated p values of
the associated test is smaller than nominal level « = 5%) out of 10, 000 runs. The
empirical sizes are calculated with § = 0 so that the null hypothesis Hy in (3) is true,
and the empirical powers are calculated with § > 0. Different values of § (see Table
2) are carefully selected for different combinations of n and p so that all the tests
largely have non-trivial powers when p = 0.1, 0.5 and 0.9, respectively. To assess the
performance of a test in maintaining the type I error, we define the average relative
error as ARE = 100M ! Z;‘/Izl |&¢; — a|/er, where o is the nominal size (5% here)
and &j, j = 1,..., M denote the empirical sizes under consideration. A smaller
ARE value indicates an overall better performance of the associated test in terms of
maintaining the nominal size.

Table 1 displays the empirical sizes of the tests under various settings with the
last row presenting the ARE values of the tests for three values of p. It is seen that
under each setting, the empirical size of 7., is generally much closer to 5% than
those of other tests. This shows that in terms of size control, our new test significantly
outperforms other tests. This conclusion is also seen from the ARE values of the tests.
In fact, from the last row of the table, it is seen that the ARE values of 7},.,, are much
smaller than those of other tests for p = 0.1, 0.5 and 0.9, respectively. From Table 1,
we also see that in terms of size control, (a) Tzx generally outperforms Tgg, Tc o and
Tsp; (b) Tps and Tsp are generally comparable and they are generally very liberal
with most of their empirical sizes close to 7%; and (c) Tsp performs quite well for
Models 1 and 2 for p = 0.1 but it is very conservative for p = 0.5 and 0.9 with most
of its empirical sizes much smaller than 5%. This implies that Tsp cannot work well
for highly skewed or correlated high-dimensional data.

Table 2 displays the empirical powers of the tests under various settings. First of all,
it is seen that 7.y, and Tz x have comparable empirical powers, with 7z x’s empirical
powers slightly bigger than those of T},ey,’s. This is possibly due to the fact that as
shown in Table 1, the empirical sizes of Tzx are generally bigger than those of 7},y,-
This observation is consistent with the conclusion drawn from Theorem 2. Second,
Tps and Tc o have comparable empirical powers which are slightly bigger than those
of Tyey, and Tz x. This is also because the former tests generally have bigger empirical
sizes than the latter tests. Third, Tsp has comparable empirical powers with other tests
when p = 0.1 and under Models 1 and 2. It has lower empirical powers than other
tests when p = 0.5, 0.9 or under Model 3. This again shows that Tsp does not work
well for highly skewed or highly correlated high-dimensional data. Finally, we can
see that under various settings, the empirical powers of all the tests are getting smaller
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Table 3 Estimated degrees of freedoms of T,ey, Tz x under various settings

Model P n p=0.1 p =05 p =09
Thew Tzx Thew Tzx Thew Tzx
1 50 30 13.47 35.11 1.45 4.30 1.35 1.26
60 9.78 34.33 1.24 4.01 1.16 1.25
120 8.28 33.86 1.14 3.89 1.08 1.24
500 30 2.45 99.62 1.36 4.62 1.34 1.27
60 1.91 90.85 1.17 4.26 1.16 1.25
120 1.71 87.18 1.08 4.11 1.08 1.24
1000 30 1.83 112.09 1.35 4.60 1.34 1.27
60 1.51 100.47 1.16 4.26 1.16 1.25
120 1.38 95.73 1.08 4.13 1.08 1.24
2 50 30 11.29 30.03 1.47 4.20 1.35 1.26
60 8.96 30.97 1.25 3.98 1.16 1.24
120 8.02 31.88 1.15 3.87 1.08 1.24
500 30 2.79 90.98 1.36 4.56 1.34 1.27
60 2.07 87.20 1.17 4.25 1.16 1.25
120 1.79 84.89 1.09 4.11 1.08 1.24
1000 30 2.04 105.61 1.35 4.58 1.34 1.27
60 1.60 97.70 1.17 4.27 1.16 1.25
120 1.42 94.58 1.08 4.11 1.08 1.24
3 50 30 12.05 28.73 1.47 4.22 1.35 1.26
60 9.53 30.64 1.25 3.99 1.16 1.24
120 8.33 31.90 1.15 3.87 1.08 1.24
500 30 2.83 92.82 1.36 4.59 1.34 1.27
60 2.06 88.31 1.17 4.26 1.16 1.25
120 1.78 86.00 1.09 4.12 1.08 1.24
1000 30 2.01 107.86 1.35 4.62 1.34 1.27
60 1.58 99.41 1.17 4.28 1.16 1.25
120 1.41 94.95 1.08 4.12 1.08 1.24

with increasing the value of p. This is reasonable since with increasing the value of
p, the data variations are also increasing.

Table 3 displays the estimated approximate degrees of freedom of 7}, and Tzx
under various settings. First of all, it is seen that under the same setting, the estimated
approximate degrees of freedom of T,,,,, is smaller than Tz x in most cases. Secondly,
it is seen that with increasing the values of p, the estimated approximate degrees of
freedom of Ty, and Tzx become smaller. This shows that with increasing the data
correlation, the normal approximation becomes less adequate. This explains why in
terms of size control, Tgs and T¢ ¢ perform worse with increasing the data correlation.

In summary, the simulation results presented in this section show that in terms of
size control, Ty, outperforms other tests significantly; Tzx outperforms Tgs, Tco
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Table 4 Results for testing if the -

. . Method Statistic p value d
mean gene expression levels of
the normal co'lon issues and the Toow 151 x 10° 134 x 10-5 4.69
tumor colon tissues are the same
Tyx 1.93 x 10° 6.15x 107 10.87
Tgs 8.10 2.78 x 10716 -
Tco 8.60 3.83x 10718 -
Tsp 1.30 0.096 -

and Tsp; Tps and Tsp are generally comparable and are generally liberal; and Tsp
performs well for symmetric and less correlated high-dimensional data but it is very
conservative when the high-dimensional data are highly skewed or highly correlated.

4 Some interesting applications
4.1 Paired two-sample problem

One important application of the one-sample test considered in this paper is testing
the mean difference for two paired samples. Suppose we have n paired observations
(x¥11,Xx12), ..., (X,1, Xn2) which are i.i.d., we are interested in testing the following
hypotheses

Hy : E(x11) = E(x12), versus Hy : E(x11) # E(x12). (24)

Then testing (24) is equivalent to testing (3) based on the induced i.i.d. sample y; =
xij1—xj2,i =1,...,nand with g = E(y;). Therefore, the one-sample test discussed
previously can be used to test the hypothesis (24).

As areal data example, we consider the colon dataset provided by Alon et al. (1999).
The colon dataset contains 22 normal colon tissues and 40 tumor colon tissues from
40 colon-cancer patients, with each observation consisting of 2000 gene expressions.
It is of interest to check whether the mean gene expression levels of the normal and
tumor colon tissues are the same. For simplicity, we remove the unpaired colon tissues
and keep n = 22 paired colon tissues only.

As an application, we apply the tests Tyew, Tzx, Tps, Tcg and Tsp to the colon
dataset to test whether the normal colon tissues and the tumor colon tissues have
significantly different mean gene expression levels.

Table 4 presents the results based on the 22 paired colon issues only. It is seen that
all the tests except Tsp strongly reject the null hypothesis. The estimated degrees of
freedom of T),.,, and Tzy are small, showing that the normal approximation used in
Tgs, Tco and Tsp is not adequate to the respective null distributions. Therefore, the
p values of Ty, Tcp and Tsp are less liable. The p value of Tsp indicates that Tsp
failed to detect the difference between the gene expression levels of the normal colon
tissues and the tumor colon tissues at the 5% significance level, showing that Tsp is

@ Springer



Testing high-dimensional mean vector with applications 1123

conservative in this example. This result is consistent with what we observed from the
simulation results presented in Sect. 3.

4.2 One-sample problem for transposable data

In many applications, measurements of a subject can be naturally organized in a matrix,
especially when the rows and columns correspond to two different sets of variables.
Such a kind of data is called transposable data in Allen and Tibshirani (2010). Given
n i.i.d. transposable g x k random matrices X1, ..., X, Touloumis et al. (2015)
considered the following testing problem on the structure of the mean matrix:

Hy: M= ([Lllljl,...,[l,gll—(;), versus Hy : M # <ﬂ11/—¢r1,~--,ﬂg11—<2>, (25)

where M = E(X1), k1, ..., k; are positive integers such that Zle ki = k with at
least one k; > 2, puy, ..., R, are g unknown ¢g x 1 vectors. Foreachi =1,..., g,
set Py, = Iy, — Ji,; /ki as a centering matrix of size k; x k;. Note that the MANOVA
hypothesis (1) for dependent samples can be seen as a special case of (25). Set P =
diag(Py,, ..., Pg,), ak x k block diagonal matrix. Then testing the null hypothesis
in (25) is equivalent to testing vec(M P) = 0. Set

y;=vec(X;P), i=1,...,n, (26)

which are i.i.d. (k) x 1 random vectors. Then testing (25) based on the i.i.d. random
matrices X1, ..., X, is equivalent to testing (3) with the induced i.i.d. random vectors
(26) and with u = E(y;) = vec(M P). Therefore, our normal reference one-sample
test described in Sect. 2 can then be applied to test (25) via applying it to the induced
1.i.d. random vectors (26). Similar structural hypotheses on the rows of the mean
matrix can also be tested accordingly. Besides, the technical Conditions C1-C5 can
be easily adapted to the original transposable data as in Touloumis et al. (2015), so
asymptotic results derived in Sect. 2 also apply here. To test (25), Touloumis et al.
(2015) constructed a test using U-statistics as in Tc of Chen and Qin (2010). Like
Tc o, their test requires some strong assumptions so that a normal approximation to
the null distribution of the test statistic is valid.

As areal data example, we consider the following mean matrix structure hypothesis
studied by Touloumis et al. (2015) on the glioblastoma (GB) transposable dataset
provided by Sottoriva et al. (2013):

Hy: M = (pq, 1o, [L31;—), versus Hi : Hy is not true, 27

where the columns of M represent the mean gene expression patterns of different brain
compartments, with g corresponding to the tumor margin (MA), i, corresponding to
the sub-ventricular zone (SVZ, normal brain tissue that surrounds the tumor mass), and
3, ..., pg corresponding to 5 different fragments in the tumor mass such that earlier
fragments are closer to MA and later fragments closer to SVZ. The null hypothesis in
(27) corresponds to the biological hypothesis of the conservation of the mean vectors
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Table 5 Testing the null hypotheses in (27) and (28) for mean gene expression levels of the glioblastoma
data

Hypothesis 27) (28)

Method Statistic p value d Statistic p value d
Thew —149.96 0.5774 33.00 8.74 x 10° 2.38 x 10726 136.82
Tzx 3447 0.5893 96.80 1.34 x 10* 1.08 x 10729 151.98
Tgs —0.2717 0.6071 - 15.38 1.11 x 10733 -
Tcg —0.2782 0.6096 - 14.03 479 x 1074 -
Trrum —0.2818 0.6110 - 15.24 9.22 x 10733 -

Tsp 0.0392 0.4843 - 4.429 4.74 x 1076 -

of gene expression levels across the tumor mass. The GB dataset consists of n = 8
patients for k = 7 mRNA samples (column variables), with each sample having
q = 16,810 (row variables) gene expression levels measured. We apply the test
Tr1Mm proposed by Touloumis et al. (2015), and Ty, Tzx, TS, Tc o and Tsp to the
transformed data (26) to test the null hypothesis in (27). The associated p values are
given in the left panel of Table 5. It is seen that all the p values are comparable and
they suggest that there is not enough evidence to reject the null hypothesis in (27).
Because we do not reject the null hypothesis in (27), it is of interest to further test the
following hypotheses:

Hy: M= (;L112T, [L215T), versus Hy : Hy is not true, (28)

where the null hypothesis corresponds to the biological hypothesis that MA and SVZ
have a common mean gene expression pattern and the 5 different fragments in the
tumor mass also have a common mean gene expression pattern. The testing results are
given in the right panel of Table 5. It is seen that all the tests reject the null hypothesis
in (28). From Table 5, it is seen that the estimated degrees of freedom’s of 7}y, and
Tzx are quite large, showing that the normal approximation to the respective null
distributions of Tgs, Tcg, Trrm and Tsp may be adequate.

4.3 Two-sample problem and MANOVA

In this subsection, we show how to use the proposed one-sample test to solve problems
with two or more independent samples, e.g., the two-sample problem and MANOVA,
by transforming them into a one-sample problem. There is abundant literature in the
high-dimensional two-sample problem and MANOVA, see Dempster (1958), Bai and
Saranadasa (1996), Srivastava and Du (2008), Chen and Qin (2010), Schott (2007),
Yamada and Himeno (2015), Hu et al. (2017) and references therein. One of the
advantages of using the transformation method to solve k-sample problems as a one-
sample problem is that heteroscedasticity can be automatically overcome so there is
no need to assume a common covariance matrix for different samples (Zhang and Xu
2009, Nishiyama et al. 2013).
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i.i.d.

Given k independent normal samples x;;, i =1, .. P N j» X, =
1, ..., k, where suppose n; < --- < ny, we firstly con51der testing the 51mple linear
hypotheses
k k
Ho:ch;sz(), versus Hl:chujyéO, (29)
j=1 j=1
where cq, ..., cx are some given scalars. To apply the proposed one-sample test to
the above problem, we can transform the k samples into one sample by the following
transformation (Anderson 2003, Sect. 5.5): fori =1, ..., ny,

k nj nj
yi=ci1xi1 + X:Cj(nl/nj)l/2 |:x,~j — nl_l qu + (nln./)_l/zz)%j] . (30)
=1 =1

j=2

d.
Then we have y;, ..., y,, g~ N(Zl [ Cilis Zl 1c nin; '>:). Applying the pro-

posed one-sample test to the induced sample we can test the hypotheses (29). In
particular, let k = 2 and ¢; = 1, ¢ = —1, hypotheses (29) reduce to the two-
sample problem studied in Chen and Qin (2010), and the transformation (30) reduces
to the multivariate Scheffé (1943)’s transformation, also known as Bennett (1950)’s
transformation.

For the MANOVA problem, i.e., testing

Hy:py =---=py, versus Hy : Hy is not true, 31

where k > 3, we can use the “dimension stacking” trick described by Anderson (1963).
By applying the transformation (30) k — 1 times, where in the j-th time, set c; = 1,
cj = —1 other coefficients zero, we get k — 1 samples Yijs i=1,...,n; j=
1,..., (k —1). By stacking (k — 1) observations from different samples into a single
observation, i.e., define y; = (y;rl, ...,y;Ek_l))T, i =1,...,n, the original k
samples are transformed into one sample with mean vector (;Llr — [L; e | — My DT,
and the MANOVA problem (31) for the original k samples is also converted to the
one-sample problem for the induced sample. See also Zhang and Xu (2009) for more
details of this approach.

As areal data example, we consider the peripheral blood mononuclear cells (PBMC)
data provided by Burczynski et al. (2006), which is a microarray data contains 22,283
gene expression levels of 42 normal, 26 ulcerative colitis (UC), and 59 Crohn’s disease
(CD) tissues. We apply different one-sample tests based on the transformation method
to check whether the three PBMC tissues have the same mean expression levels. The
testing results are given in Table 6, where all tests reject the null hypothesis that the
mean gene expression levels of the three PBMC tissues are the same. This result is
consistent with the result reported in Table 7 of Zhang et al. (2017), and the testing
result given by the one-sample test Tzy is very similar to the result given by the
MANOVA test proposed by Zhang et al. (2017). It is seen that the estimated degrees
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Table 6 Testing if the mean

gene expression levels of the Method Statistic p value d

three PBMC tissues are the same Tyow 562 x 10° 177 % 107 359
Tzx 6.74 x 10° 1.06 x 10~10 11.99
Tgs 12.07 7.95 x 10734 -
Tco 12.37 2.01 x 1073 -
Tsp 3.99 330 x 1077 -

of freedom’s of 7}y, and Tz x are quite small, indicating that the normal approximation
to the respective null distributions of Tgs, Tcg and Tsp is not adequate.

4.4 One-sample problem for heavy tailed data

Direct applications of Te., T7x, Tps, Tc ¢ and Tsp to one-sample problem for heavy
tailed high-dimensional data are often less powerful. To overcome this difficulty, one
may apply these tests to the induced one sample yielded from the following multivariate
spatial sign transformation:

e Vi 70,

,i=1,...,
O, yl:0

S

i =U(y;) = { (32)

For example, Wang et al. (2015) and Zhou et al. (2019) successfully apply Tc o and
Tzx to the induced sample (32) for elliptically distributed high-dimensional data,
respectively.

To compare the performance of Ty, T7x, Tps, Tcp and Tsp on the induced
one sample (32) for heavy tailed high-dimensional data, we conduct the following
simulation study. We generate a heavy tailed high-dimensional sample using y; =
n~+ El/zzi, i = 1,...,n where u and ¥ are specified as in Sect. 3 and z;, i =
1, ..., n are generated using the following two models:

— Model4: z;, r =1, ..., pii.d.follow aGaussian mixture 0.9N(0, 1) + 0.1N(0, 9).
— Model 5: z; = w;/+/0.3, with w; following a p-dimensional multivariate t-
distribution with 3 degrees of freedom, mean 0 and covariance matrix I .

Tables 7, 8 and 9 present the empirical sizes, powers of the tests and estimated
degrees of freedoms of T, and Tzx, respectively. As expected, the conclusions
drawn from these three tables are similar to those drawn from Tables 1, 2 and 3 in
Sect. 3. In particular, in terms of size control, 7., again outperforms other tests
significantly.

5 Concluding remarks

In this paper, we propose and study a normal reference test with three-cumulant
matched y 2-approximation for the one-sample problem for high-dimensional data. A
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Table 9 Estimated approximate degrees of freedom when § = 0 for heavy tailed distributions

Model P n p=0.1 p =05 p =09
Thew Tzx Thew Tzx Thew Tzx
4 50 30 20.08 40.43 1.79 8.47 1.40 2.31
60 14.26 38.70 1.47 7.95 1.19 2.24
120 12.16 37.93 1.33 7.72 1.10 2.19
500 30 3.28 127.71 1.47 9.67 1.38 2.35
60 2.37 116.35 1.22 8.93 1.17 2.28
120 2.06 111.84 1.12 8.61 1.08 2.23
1000 30 2.32 148.12 1.45 9.70 1.38 2.35
60 1.76 132.86 1.21 9.00 1.17 2.27
120 1.55 125.52 1.11 8.67 1.08 2.24
5 50 30 19.93 40.29 1.80 8.53 1.40 2.31
60 14.25 38.69 1.47 7.97 1.19 2.23
120 12.16 37.94 1.33 7.72 1.10 2.20
500 30 3.30 128.35 1.47 9.68 1.38 2.36
60 2.37 116.61 1.22 8.93 1.17 2.27
120 2.05 111.42 1.12 8.63 1.08 2.23
1000 30 2.31 147.56 1.45 9.71 1.38 2.36
60 1.76 131.70 1.21 8.99 1.17 2.28
120 1.55 125.54 1.11 8.67 1.08 2.24

simulation study shows that in terms of size control, the proposed test outperforms sev-
eral existing competitors. The proposed test can also be applied for testing one-sample
problems with other types of data via some simple transformations. When the data
are normally distributed, it is known that the estimated approximation parameters are
ratio-consistent. However, whether they are also ratio-consistent for non-normal high-
dimensional data is interesting and warranted. Since the normal reference test with
the 3-c matched y2-approximation for one-sample problems for high-dimensional
data has much better size control than several existing tests, it is also interesting and
warranted to extend this normal reference test to other high-dimensional hypothesis
testing problems.

Supplementary Information  The online version contains supplementary material available at https://doi.
org/10.1007/s00362-021-01270-z.

Appendix: Technical proofs

We first prove the following useful lemma.
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Lemmal Let W ~ W,(v, X /v) denote a Wishart distribution with v degrees of
freedom and a covariance matrix X /v. Assume that p/v> — 0as v, p — o0o. Then
the unbiased and ratio-consistent estimator of tr(X7) is given by

— VA

3y
T = T D4

|:tr(W3) - %tr(W) tr(W2) + 32 tr3(W)] . (A.33)
v

ProofofLemma 1. Let V = vW.Then V ~ W, (v, X). To show (A.33) is equivalent
to show

— v

3y
w(Z = W=D +4H2-4)

[tr(v3) - ftr(V) tr(V2 )+ 2 S r (V)} (A.34)

is unbiased and ratio consistent for tr(X?3). By the proof of Theorem 2.1 of Srivastava

—

and Yanagihara (2010), we can express the above expression as tr(¥ 3) =L+ 5L+
I3 + 14, where

— 1 p 3 w3
I = v(v+2)(v+4) Dz m
— a2 =12, ..
’2—sz# Ay (wiwd —v w..w”>,
)
13 = (v— 1)(v+4)(v2 —4) Zl;ﬁj#k)\' Aj )‘*k (wljwjkwkl - wllw]]wkk) s

_ -3 . a2 =Ly
14—mzi¢j¢k)w)»ﬂ»k(wu Wi — v w“wuwkk),

where w;; = uiTuj, i,j=1,...,panduy,...,u, i Ny(0, I,). By Lemma 6.2
(a) and (e) of Srivastava and Yanagihara (2010), we have E(w?l.) =v(v+2)(v+4)
and Var(wfi) = 6v(v + 2)(v + 4)(3v? + 30v + 80). Therefore,

E(I]) = mz )\3E(wl31) =tr(Z'3),
Var(l}) = [m] 2, A8 Var(w?) = v (ZO)[1 + o(D)].

Noting that
tr(A")/u"(A) <1, r=1,2,... (A.35)

hold for any nonnegative matrix A, we have Var[I]/tr(Z'3)] < v I+ o) It
follows that Il/tr(23) —> lasv — oo.

Following the proof of Theorem 2.1 of Srivastava and Yanagihara (2010) closely,
2 1,2

letr;; = Wi Wi — v w;;w;;j. Then we have E(r;;) = 0 and Cov(7;j, r;) = 0 where

(i # j), (k #1)and (i, j) # (k,I). In addition, by Lemma 6.2 (f), (g) and (h) of
Srivastava and Yanagihara (2010), we have

2
N U I T S 204 2y lwdw? 4 2
Var(rz]) —E(U)”U)ij v wiiw]]) E( 1/ 2v- W;; wtijJ +uv w'iwjj

=0wH - 0w W)+ 00 0 = O(v4).
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It follows that E(/,) = 0 and

Var(l) =9[(v = D+ +4H] 7> Y, {23 Var(rij)
< 2w(EZH tr(ZH)[1 4 o(D)].

It follows from (A.35) that Var [ I/ tr(2%)] < [tr(Z*)(9)1/[tr*(ZH)v2][1 +o(D)] <

E (/" [1 0(1)]7 ”hele
‘ tlz(z ) .

By Theorem 5 of Zhang et al. (2020), we have k/p < 1. Since p/v?> — Oasv, p —
00, we have K/v2 —> 0 as v, p — oo. Therefore, we have that I, = op[tr(23)].
Similarly, we have E(13) = 0, E(l4) = 0 and

Var[ 13/ tr(23)] < kv [l 4+ o(1)] —> 0, Var[l4/tr(Z>)] < kv *[1 4+ o(1)] —> 0,

showing that I3 = op[tr(23)] and Iy = 0,,[tr(23)]. It follows that tr(X?) is an
unbiased and ratio-consistent estimator of tr(X?). The lemma is then proved. O

We now prove the main results.

Proof of Theorem 1 We first prove (a). We shall use the characteristic function
(Yx (1) = E(e''X) for a random variable X) method. Set x; = yi—m, i=1,...,n
and hence ¥ = y — p. Set w,, , = /n¥x. By (10), we have

Tu.po = [||wn,p||2 - tr(2)]/ 2u(ZH[1 +o(D)], (A.37)

since tr(ﬁ')/ tr(X) — lasn, p — oo (See Proof of Theorem 9 in Zhang et al. 2020).
Further, we have E(w,, ,) = 0 and Cov(w, ,) = X. Write w, , = Zle En,prltpr

where &, , , = w;’pul,,,, andu, 1, ..., u, p denote the eigenvectors associated with
the eigenvalues A, 1, ..., Ap p of X in the descending order. We have E(§, ,.,) =0,
and Var(§, p ) =Ap,, r=1,2,..,and &, , ., r =1, ..., p, are uncorrelated.

By Lemma S.4 of Zhang et al. (2020), we have

Var(§y ) =205+ [E(x{u,,)* =323 1/n.

n,p.r

Under Conditions C1 and C2, by some simple algebra, we have E(xlTu pyr)4 <3+
A))Lf,’r. Thus, we have

Y< @+ A/ r=1,2,.... (A.38)

Var (&2 -

n,p,r

It follows from (A.37) that
. p
Tupo =Y _Er ,, —rp)/y2r(ZD[1+o(D)].
r=I1
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Set T\ = 30_ (€2, , — Ap.)/v/21r(X?) where g < p. Then

2
E(Tn,p,o—fn‘f’) 2—E|: Z &2, = Ap.r)/ 2tr(22):| [1+o0(1)]

r=q+1

P
=Var< 3 E,ip’,)/[Ztr(Z'z)][l+0(1)]

r=q+1

p 2
5[ 3 ,/Var(é,%,p,,)} /[2eED] 1+ o],

r=q+1
By (A.38), we have
2 14 2
[ Z Var(f;’,%pri| /[2tr(22)] 5(1+A/n)( Z p,,,,> .
r=q+1 r=q+1
It follows that
1/2
) = Vg O < H[ETpo — 7,5 0]

<11+ A/m)'/? < g1 Pp, r)[l +o(D)].

1V

n,p,0

(A.39)

Set ¢ =3"_, p.(A, — 1)/+/2, we have

V7,00 = Ve O = 7, ,, ) = V50 O]+ [Vz0 O = V710 0)]
0 O = Voo O] + [V @ = v ()]

By similar arguments in Proof of Theorem 2 of Zhang et al. (2020), we can show under
Conditions C1-C3 all the four terms on the right hand side of the previous inequality
converge to zero as n, p — 09, so the first expression of (11) follows. In particular,
the convergence of the first term can be derived from (A.39) and Condition C3, the
convergence of the second term is ensured by the standard central limit theorem, and
the convergence of the last two terms is due to Condition C3.

Notice that when the data (2) are normally distributed, Conditions C1-C2 are auto-
matically satisfied so that under Condition C3, the second expression of (11) follows

immediately since under the normality assumption, we have T, 0 = T* n,p,0°

We now prove (b). By Lemma 8.1 of Pauly et al. (2015), Condition C5is equiv-
alent to the condition “tr(X 4) / trz(E ) = o(1)” imposed by Chen and Qin (2010).
Therefore, under Conditions C1, C2 and CS, the proofs of the asymptotic normality
of fn, p,0 and Tn’f .0 are along the same lines as the one given by Chen and Qin (2010)
for the asymptotic normality of their test statistic.
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SX)|S

, where

Finally, we prove (13). We have sup, |Pr(Tn 0 < x) — Pr(T
sup, ‘Pr(Tn,p,() <x)—Pr(¢ < x)| + sup, |Pr(T1 2.0

X =[x— tr(f )] /‘/ = ]) tr(X?2). Under the conditions of (a), the two terms on the

right hand side of previous inequality both converge to zero because both T,L p,0 and
Tn* p,0 converge to ¢ in distribution. Under the conditions of (b), the proof of (13) are
along the same lines as the above and hence are omitted for space saving. O

n,p,0

< X) -

Proof of Theorem 2 Under the local alternative (21), T, , = (Tn,p,o + n||[L||2) [1+
op(1)]. In addition, under the given conditions, we have ,30 /Bo LN 1, Bl /B1 LN

1 and c?/d L1 as n,p — oo. We first prove (a). Under Conditions CI,
C2 and C3, Theorem 1(a) indicates that as n,p — oo, we have T, 0 =

tr(Z'z) i) ¢. It follows that as n, p — oo, we have

npO/

[1+o()]
(A.40)

Ao p +B1x4(@) 2
Pr I:Tn’p > ﬂo —+ ﬁng(a):I = Pr l’l », 0> Bo lngd o) ;l”ILH
d \/(n 1 r(E?) \/("_",)tr(EZ)

i(@—d nllnl?
rle > A \/2tr(22)} [1+o(D)]
We now prove (b). Under the given conditions, Theorem 1(b) indicates that as

n — oo, we have Tn,p,o i> N(0, 1) and by Theorem 5, as n, p — 00, we have

d — ooand [ Xf () —d]/~2d —> z4 where z, denotes the upper 100« -percentile
of MV(0, 1). Then by (A.40), as n, p — 00, we have

+ 2
Pr [ — ,BO+,31X (06)] — Pr Tn 00 > /302/31Xd(012) _ ;HILH - [1+o(D)]
Jin w2 2 w(2?)

— _ nllpll
=@ |0+ T(zz)}[ +o(1)],

where @(-) denotes the cumulative distribution function of N(0, 1). The proof is
complete. O

Proofof Theorem3 Let x; = y; — p, i = 1,...,n. Thenx;, i = 1,...,n are
i.i.d. with E(x ) = 0 and Cov(x;) = X. It is easy to verify that T, , 0 = 2(n —
H! Y% Tx ;. Tt follows that E(7}, 5.0) = 0 and

Var(T,, p.0) = E(T;} , o) = 4(n — 1) 72 ZE(x,ij)2 = tr(X?).

2n
S (n—1

i<j
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1134 J.-T.Zhang et al.

Furthermore, we have

3
E(T} o p0) =80 — D3E [Z(x?xj)}

i<j

=8n—-1)3E |:Z(x x/)3+32(x x )2 (x,) xy)

i<j

+6 Z(xij)(x;xv)(xlxﬂ)}

—8n—1)3 {”("2_ D E(x| x2) +n(n—1)(n—2) E[(xlsz)(szxg)(x;xl)]}
_ 8n(n — 2) 3 nT
(- 1)2 w0+ (n— 12’

where T = E(xirxz)3 = E[(y; — u)T(yz — w1, « means “i < j, u < v” and
“(i, j) # (u,v)” while xx means “i < j, u < v, o < 87 and “(i, j), (u,v), («, B)
are not mutually equal to each other.” The proof is complete. O

Proof of Theorem 4 We first show (a). Under ConditionC1,wehave y; = u+I'z;, i =
l,...,nwhere z;, i = 1,...,n areiid. with E(z;) = 0 and Cov(z;) = I, and
¥ = I'T". It follows that T = E[(y; — p)" (y, — w1’ = E(z] 222) where
2 = I''T'. By Jensen’s inequality, we have

/4
T =E@z] 22)° < [E(zTSZzz) ] . (A41)
Denote the (i, j)-th entry of £ as w;;, i, j,= 1,..., p. Under Conditions C1 and

C2, from the proof of Lemma 6.2 of Srivastava and Kubokawa (2013) (p. 215), we
have

2

E (ZITQQ) — A2 Z Z w} +64 Z (Z wU) Tou@Y +3u2(22), (A42)
i=1j=1

where A is given in Condition C2. Notice that we have

PP 4 o o2\ _ 2002
P '=1wij5( i=1 ]1w1> = (29,

2 2
iz ( i1 w2) = ( D Dy w2> =’ (2%),
tr(24) < w2(2?).

These, together with (A.42), imply that E (leszzz)“ < (A2 4+6A+49) tr2(£22). Then
by (A.41), we have

T < (A% +6A 4943?22 = (A7 + 64+ 94 u??(E?),  (A43)
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where we use the fact that tr(2%) = tr(FC 'ITT'TM) =tw(IF'T'I'TT) = tr(X?).
We now show (b). First of all, under Conditions C1 and C2, by (22) and (A.43), we
have

A%+ 6A 4 9)¥* 1r¥/2(X?
5<1y BIT04+9) - ) (A% +6A 49
20 —2)w(Z?)

_ K
2(n —2)’
(A.44)

where « is given in (A.36). By Theorem 5 of Zhang et al. (2020), we have

tr(X)
<k<—"<p (A45)
tr(X-)
Under Condition C3, as p — oo, we have t?(X)/tr(2?) = F_ pp)? —
(Zf‘;l /or)2 < 00. It follows that under Conditions C1, C2 and C3, « is bounded as
p — oo. This, together with (A.44), implies that under Conditions C1, C2 and C3, as
n,p — oo,wehave§ =14 o(1) asn, p — oo.

Under Conditions C1, C2 and C4, by (A.45), as n, p — 00, we have /k /[2(n —
)] < Vp/[2(n —2)]* = o(1). This, together with (A.44), implies that under Con-
ditions C1, C2 and C4, as n, p — oo, we always have § = 1 + o(1). The proof is
complete. O

Proof of Theorem 5 By (23), the skewness of T, , 0 is 4/8/f where f is defined in
(22) and under Conditions C1, C2 and C4, by Theorem 4, we have f = d[1 + o(1)].

On the one hand, when Tn, 2.0 i) MO, 1), the skewness of T, p,0 must tend to 0
asn, p — oo, it follows that we must have d — o0 as n, p — 00. On the other
hand, by (15), as n — oo, we have d = k[1 4 o(1)] where « is defined in (A.36). We
have k = tr3(22)/tr2(23) > tr(22)/kf?’max where A max is the largest eigenvalue
of X. Therefore, as d — oo, we have xk —> 00 and A%’max/tr(lz) >l — 0
as p — oo. That is, Condition C5 holds. This, together with Conditions C1, C2 and

C4, implies that by Theorem 1(b), we have T,,, 2.0 i) N0, 1). The proof is then
complete. O
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